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Economic development should be conceived of as the degree to which an economy has implemented an efficient and just distribution of economic resources. The ubiquitous measure of GDP per capita reflects a utilitarian conception of justice, where individual utility is defined as personal income, and social welfare is the average of utilities in a population. A more attractive conception of justice is opportunity-equalization. Here, a two-dimensional measure of economic development is proposed, based upon viewing individuals’ incomes as a consequence of circumstances, effort, and policy. The first dimension is the average income level of those in the society with the most disadvantaged circumstances, and the second dimension is the degree to which total income inequality is due to differential effort, as opposed to differential circumstances. This pair of numbers is computed for a set of 22 European countries. No country dominates all others on both dimensions. The two-dimensional measure induces a partial ordering of countries with respect to development. JEL codes: O1, D3, D63

Introduction

Suppose we are concerned with the inequalities that exist in a society with respect to the distribution of some desirable good or advantage – wealth, life expectancy, literacy, or wage-earning capacity. The causes of inequality in that distribution can be partitioned into two categories: those for which individuals should not be held responsible, and those for which they should be. We need not here be concerned with the problem of free will, and the possibility that people are not responsible for anything if they lack free will, because every society has a conception of responsibility, and we may take that as the politically salient conception. Thus, in many societies, it is thought wrong that an individual’s income

* John Roemer is a professor of political science and economics at Yale University; his e-mail address is john.roemer@yale.edu I am grateful to referees of this journal for suggestions leading to important revisions, and to the many scholars with whom I have discussed these ideas. This article is based upon a lecture given at the ABCDE meeting in Paris, 2011. A supplemental appendix to this article is available at http://wber.oxfordjournals.org/.

1. This section reviews previous work of the author on the conceptualization of equality of opportunity (see Roemer [1993, 1998, 2002]).
be strongly correlated with her parent’s education or social position, for, assuming that that correlation reflects causality, these family characteristics seem to be ones from which children should not differentially benefit or suffer. On the other hand, most societies believe that adults should be held responsible for various choices that they make, assuming that they possess adequate information about the alternatives. Let us call the social and biological aspects of a person’s environment for which society believes he should not be responsible his circumstances, those choices and actions for which he should be held responsible, his effort, and the desirable good whose distribution we are concerned with the objective.

When we have a data set that permits us to measure the inequality in the distribution of the objective, and its correlation with circumstances and effort, it is usually necessary (because data sets are finite) to choose a fairly small number of circumstances, each of which can take on a fairly small number of values. Thus, one circumstance might be parental education, which one could partition into three values; another might be race, partitioned into three categories, and so on. Call a vector of circumstances a type. Thus, one may partition the population of the data set into a finite number of types, where a type is the set of individuals with (approximately) the same vector of circumstances. Denote the types by \( t = 1, \ldots, T \). Denote the level of the objective with which we are concerned (income, wage-earning capacity, or life expectancy) by \( u \), which is a function of circumstances, policy, and effort. Thus, \( u^t(e, \varphi) \) is the average level of the objective for individuals of type \( t \) whose effort choices are summarized by the vector \( e \) if the policy is \( \varphi \). Denote the policy space by \( \Phi \). In this formulation, any characteristic of the individual is either a component of circumstance, or of effort.

Effort here is measured so that increasing effort produces an increasing value of the objective. In this way, effort’s role in the functions \( u^t \) differs from its relationship to utility in economic theory. For example, if the objective is health status, then refraining from smoking constitutes positive effort, although that abstinence may lower ‘utility’ in the usual sense, where the utility function is a representation of subjective preferences.

If the population faces a policy \( \varphi \in \Phi \), there will ensue a distribution of effort in each type; denote the distribution functions of these probability distributions by \( G^t_{\varphi}(\cdot) \). These distribution functions will, of course, have characteristics that reflect type — that is, circumstances. For instance, we will find different distributions of smoking behavior in different socio-economic types. Because the goal of equal-opportunity policy is to compensate persons for their circumstances, we should compensate them as well for the effect of their circumstances on their effort. How can we decide when two persons, of different types, have expended comparable degrees of effort? I propose to measure the degree of a person’s effort by his rank in the distribution \( G^t_{\varphi} \). Rank sterilizes out of the distribution aspects of it that reflect circumstances. Thus, for example, if we view ‘years of education chosen’ as effort, and persons in two different types both rank at the 80th centile of the distributions of years of education in their respective types, we will
declared them to have expended equal degrees of effort (although their actual years of education may be quite different).

We may thus define the function

\[ v^i(\pi, \varphi) = u^i\left( (G'_\varphi)^{-1}(\pi), \varphi \right) \]

which is the (average) value of the objective, when the policy is \( \varphi \), of the individuals at the \( \pi^{th} \) quantile of the distribution of effort of their type. If effort is unidimensional, the function \( v^i \) is well-defined. If \( e \) is multi-dimensional, then in general it is not, and we should then replace vectors of effort with, for example, the linear combination of its components that best explains the value of the objective. For practical purposes, however, in many applications, one need never measure effort: one can simply define the values \( v^i(\pi, \varphi) \) directly as the level of the objective in type \( t \) at the \( \pi^{th} \) quantile of the distribution of the objective in that type. Implicitly, this approach assumes that effort is declared to be that constellation of choices that enhance the value of the objective, conditional upon type.

In figure 1, we see the distribution function of post-fisc income of three types of men in France, in 2005, where the unique circumstance defining type is the level of education of the individual’s more educated parent. The yellow curve is the distribution function of those men whose parent had at least some tertiary education; the red curve, of those men whose parent had 12 years of education, and the blue curve, of those men whose parent had less than 12 years of education.

Taking the objective to be post-fisc income, the inverses of the functions in the graph are the functions \( v^i(\pi) \). So to see the graphs of the three functions \( v^i \),

**Figure 1. CDFs of Income for Three Types of French Male Worker**
simply reflect figure 1 over the vertical axis and then rotate it 90 degrees clockwise.

Holding persons responsible for their effort means that if two individuals in the same type (who are exposed to identical policy treatments by hypothesis) sustain different values of the objective, there is no inequity, because by hypothesis, these different values are due to differential effort, something for which they are responsible. However, differences between the functions $v^t$ are ethically undesirable – a reflection of unequal opportunities—because individuals are not responsible for their type/circumstances. Therefore, the goal of policy should be so render the functions $\{v^t(\cdot, \varphi)\}$ as similar as possible. Since we identify individuals at the same rank of their distributions as having expended equal degrees of effort, the goal is to choose the policy $\varphi$ to render the distribution functions (in Figure 1) as close together as they can be (that is, to minimize the horizontal distance between the functions).

But we do not want equality of distribution functions at a low level: we therefore desire some kind of maxi-minimization. Suppose we fixed a particular value of $\pi$; inequality in the $T$ numbers $\{v^t(\pi, \varphi)\}_{t \in T}$ is due not to differential effort, by hypothesis, but to differential circumstances. Thus, we should choose the policy to

$$\max_{\varphi \in \Phi} \min_{t \in T} v^t(\pi, \varphi).$$

However, we are concerned with every level of effort: a reasonable way of addressing all effort levels is to take the average of the numbers being maximized in (2), that is, to choose policy to

$$\max_{\varphi \in \Phi} \frac{1}{T} \min_{t \in T} v^t(\pi, \varphi) \, d \pi.$$  \hspace{1cm} (3)

I call the solution to (3) the equal opportunity policy. It must be emphasized that this policy is conditional upon the definition of circumstances, and the choice of policy space.$^2$

Define $W^{EO}(\varphi) = \frac{1}{T} \min_{t \in T} v^t(\pi, \varphi) \, d \pi$. $W^{EO}(\cdot)$ defines an ordering on $\Phi$; that is to say that:

$$\varphi \succeq_{EOP} \varphi' \iff W^{EO}(\varphi) \geq W^{EO}(\varphi').$$

In words, $W^{EO}(\varphi)$ is the average value of the lower envelope of the objective functions, across types.

2. A generalization of program (3) is provided in Roemer (2012), where a large family of possible equality-of-opportunity measures is proposed.
There is a special case of interest. Typically, there are constraints that we impose upon policies, so that the policy space for the problem, $\Phi$, is fairly small – for example, we may limit ourselves to affine income tax policies, a unidimensional (small) set in the large set of income-tax policies. In this case, it may well be that there is one type – denote it type 1 – that for all policies $\varphi \in \Phi$ is unambiguously the most disadvantaged one, in the sense that its distribution function is dominated (first-order stochastically) by the others at every policy. This is virtually the case in figure 1, where the distribution functions are stacked almost unambiguously – it is obvious that the most disadvantaged type is the one of men whose more educated parent had fewer than twelve years of education, as its income distribution function is virtually FOSD by the distributions of the other two types.\(^3\) In this case, the left-hand envelope of the distribution functions is simply the distribution function of a single type, and equation (3) reduces to:

$$W^{EO}(\varphi) = \frac{1}{0} v^1(\pi, \varphi) d\pi = v^1(\varphi)$$

(4)

where $v^1(\varphi)$ is the average value of the objective\(^4\) in the most disadvantaged type under policy $\varphi$. In this case, the equal-opportunity ethic directs us to choose the policy to maximize the average value of the objective in the most disadvantaged type – assuming that this type is unambiguously the most disadvantaged, for any feasible policy.\(^5\)

It is worthwhile contrasting the equal-opportunity ethic with one of its main competitors, the utilitarian ethic. Denote by $f^t$ the fraction of the population in type $t$. The utilitarian policy maximizes the ordering given by:

$$W^U(\varphi) = \sum_{t=1}^{T} f^t \int_{0}^{1} v^t(\pi, \varphi) d\pi$$

(5)

i.e., the average value of the objective in the population.

---

3. First-order stochastic dominance does not hold for very low incomes in figure 1; almost surely, this is the case because the children of highly educated parents are going to university, and earning very low incomes early in their careers, less than those who have entered the working-class after secondary school.

4. Recall that the area above a distribution function and bounded by the line at ordinate value one is the mean of the distribution.

5. Indeed, an alternative proposal, due to van de Gaer (1993), is to implement equality of opportunity by maximizing the function $W^c(\varphi) = \varphi \min \int v^c(\pi, \varphi) d\pi$. In $W^c(\cdot)$, the ‘min’ and ‘integral’ operators are commuted, with respect to $W^{EO}(\cdot)$. Fleurbaey and Peragine (2012) call $W^{EO}$ an ‘ex post’ approach, and $W^c$ an ‘ex ante’ approach to measuring equality of opportunity. In Roemer (2012), I offer reasons for my preference for the measure $W^{EO}$. However, what the text has just pointed out is that, in special cases, the two measures coincide.
A third ordering, associated with John Rawls, is the ordering which maximizes the minimum value of the objective in the population; I will write:

\[ W^R(\varphi) = \min_{\pi, \tau} \nu(\pi, \varphi). \]  

(6)

We see that the equal-opportunity ethic lies ‘between’ utilitarianism and the Rawlsian difference principle; it is less extreme than the Rawlsian formulation, in that it maximizes an average of minima across effort levels. Actually, my naming of (6) as the Rawlsian view is not quite fair, for Rawls wrote that the difference principle should apply to ‘social groups,’ not individuals. If we take the different types to be the relevant social groups, then, at least in the special case where (4) holds, the equal-opportunity ethic maximizes the minimum objective value over social groups, and hence possesses a Rawlsian ancestry.

In the general case, however, if the distribution functions cross, the solution of (3) does not entail maximizing the average value of the most disadvantaged type, but rather, maximizing the area above the left-hand envelope of the distribution functions of the types, and bounded by the horizontal line of height one.

To summarize, we have provided an ordering of policies with respect to the equal-opportunity ethic. That ordering takes as data a particular social view of personal responsibility, summarized in a set of circumstances and an implied typology – a partition of the population – and a policy space. The objective for which opportunities are to be equalized is typically some measurable and interpersonally comparable kind of advantage, the kind of thing a ministry in a government might be concerned with, such as income, health, life expectancy, or educational achievement.

Economic Development

Economic development should be measured by the extent to which a society has achieved a desirable distribution of advantage. Desirability should include considerations of both efficiency and justice or fairness. Indeed, the most common measure of economic development, GDP per capita, is based upon the utilitarian ethic, which computes the level of social welfare as the average of the utilities in the population, where utility is taken to be proportional to income.

The human development index (HDI) is not utilitarian, because it is not an average of a value of some kind of advantage over a population. But it is a convex combination of the average of three kinds of advantage over a population: the individual’s income (or consumption), his degree of literacy (which could be coded as 0 or 1), and his life expectancy.\(^6\) The human development index is an average of the averages of these three dimensions over the whole

\[^6\text{An individual’s life expectancy can be defined as the average age of death of a cohort of persons with the individual’s characteristics. I am assuming that the life expectancy in a country is the average of life expectancies of individuals, so defined.}\]
society. So the HDI does not essentially depart from utilitarian practice in that it looks only at population averages, although it looks at three averages instead of only one. To be precise, this description is valid for the HDI as defined up to the 2009 Human Development Report of the UNDP. But in 2010, the Human Development Report introduced the ‘inequality adjusted human development index,’ which, although still consequentialist, is not utilitarian.

Neither of these measures of development is sensitive to the distinction between circumstances and effort. They are consequentialist measures of how well an economic system is doing, in that the data required to assess the system’s desirability are the values of various outcomes for members of the population. The equal-opportunity view, however, focuses upon the distinction between circumstances and effort. Thus, to assess the desirability of a system, it requires not only the data just mentioned, but also knowledge of the type of each individual. It is a non-consequentialist measure, for it will assess differently the same outcome for two individuals, if they have different circumstances. Utilitarianism condemns inequalities if their elimination would increase average or total welfare (however it is measured); opportunity egalitarianism condemns them to the extent they are due to circumstances beyond the control of the individuals concerned. The views are quite different.

Opportunity egalitarianism is not only a superior ethic to utilitarianism, it is the one implicitly endorsed by members of many societies. Suppose one asks the proverbial man on the street, “Do you think that the inequality between the rich Mr. A and poor Ms. B is unjustified?” it is unlikely that he will answer, “Only if a redistribution from A to B would increase their total welfare.” But he might well answer, “It depends upon how hard they each worked.” In other words, the popular views of justice are not consequentialist, they are based upon notions of desert, and desert is based upon measurements of effort. Our man on the street must know more than the aggregate distribution of the objective to assess whether that distribution is fair – he must know the (disaggregated) distributions of the objective by type. The source of the inequality matters, ethically speaking, but these sources are ignored by looking only at outcomes.7

We cannot maintain that the most common measures of economic development are value free: they are derived from a utilitarian ethic. To this claim one might object that the measure of GDP per capita has nothing to do with utilitarianism, it is simply a proxy for technological development. But this cannot be right, because economists are not interested in technological prowess per se: we are interested in human welfare. We would not consider a society highly developed which possessed a fine technology run by slaves, whose product all went, but for the slaves’ subsistence, to the prince. So an attempt to justify the GDP per capita measure of development as a value-free measure of technological

---

7. There is substantial survey and experimental work which examines the views that people in various societies have concerning distributive justice. An extensive discussion of this literature is found in Gaertner and Schokkaert (2012).
accomplishment has the undesirable consequence of obliterating the distinction between economics and engineering – namely, that economics must always focus upon human welfare.  

Therefore, we should use the best conception of justice or social welfare to derive a measure of economic development. Perhaps the extent to which opportunities have been equalized is not the best such conception, but it dominates, so I believe, utilitarian measures. It is better to measure the level of economic development by some statistic that reflects equality of opportunity rather than by a utilitarian measure.

But what version of equality of opportunity should we use to evaluate economic development in a panel of countries? What should be the circumstances and the objective? To be most similar to GDP per capita, the objective should be income – let us say, post-fisc income including the per capita value of public goods. Begin with circumstances that include the educational level and occupations of the parents of the individuals, and the ethnicity and gender of the individual. Then calculate the number $\overline{W^E}(\varphi^*)$, where $\varphi^*$ is the status quo policy. This is the first component of the two-dimensional measure of economic development that I propose. The value $\overline{W^E}$ is the average income of those in society who are most disadvantaged by circumstances. Choosing it as a measure of economic development is inspired by the view, attributed to Mohandes Ghandi, among many others, that “a nation’s greatness is measured by how it treats its weakest members”. This proposal is not new. Indeed Bourguignon, Ferreira, and Walton (2007) propose a dynamic and closely related version of $\overline{W^E}$: namely they say that the present discounted value of the average income of the most disadvantaged type should be maximized for development policy to be equitable.

**The Degree of Opportunity Equality**

I have proposed to measure the level of development of a society as the value of the equal-opportunity social welfare function. Of course, we are highly restricted in our ability to measure economic development when we must use a single number to capture it. In particular, applying the measure defined in (4) to income does not allow us to distinguish the wealth of the society from the degree to which the society has succeeded in eliminating injustice – that being the influence of circumstances upon inequality. To do this, I propose a second measure, which I call the degree of opportunity equality.  

8. I do not wish to denigrate the goals of engineers. However, there is a sense in which engineers are interested in technological efficiency as a goal, while economists are interested in it only insofar as technological efficiency is necessary for Pareto efficiency (in which the goal is human welfare).

9. How one treats gender depends upon whether one uses households or the individual as the unit.

10. The quotation is ubiquitously attributed to Ghandi, although the original statement of it is obscure.

11. Again, this proposal is not new. It is a special case of the ‘inequality of opportunity ratio (IOR)’ defined in Ferreira and Gignoux (2011). Ferreira and Gignoux’s preferred measure of inequality is not $CV^2$ but the ‘mean logarithmic deviation.’ The same idea for measuring the degree of inequality due to circumstances is proposed in Checchi and Peragine (2010) as well.
A society will have achieved equality of opportunity to the extent that the contribution of differential circumstances to total inequality in the distribution of the objective is small. Let the distribution function of the objective in a given society be \( H \), and the distribution functions of the objectives in the types be \( H^t \); then

\[
H = \sum f^t H^t. \tag{7}
\]

Suppose we measure inequality in a distribution by the coefficient of variation squared (CV\(^2\)), that is:

\[
C(H) = \frac{\text{var} H}{\mu^2} \tag{8}
\]

where the mean of \( H \) is \( \mu \). Denote the mean of \( H^t \) by \( \mu^t \). Without loss of generality, suppose that we have enumerated types so that \( \{ \mu_i \} \) is a monotone increasing sequence. Define the distribution:

\[
\Phi^T(x) = \begin{cases} 
0, & \text{if } 0 \leq x \leq 1 \\
\sum_{t=1}^{k} f_t, & \text{if } \mu_k < x \leq \mu_{k+1} \text{ for } k < n . \\
1, & \text{if } x > \mu_n 
\end{cases} \tag{9}
\]

Clearly the mean of \( \Phi^T \) is \( \mu \). If \( \Phi^T \) were the actual distribution of the objective in society, then everybody in a given type would have exactly the same value of the objective, equal to the mean of the objective in that type. Were this the case, then the contribution of effort to inequality would be nil, as no variation of accomplishment would exist within any type. Now it is well-known that we can decompose \( C(H) \) as follows:

\[
C(H) = C(\Phi^T) + \sum f^t (\rho^t)^2 C(H^t) \tag{10}
\]

where \( \rho^t = \mu^t / \mu \). Since both contributions in this decomposition are positive, it is natural to interpret \( C(\Phi^T) \) as the amount of inequality due to circumstances, and \( \sum f^t (\rho^t)^2 C(H^t) \) the amount of inequality due to effort. I therefore propose, as a measure of the degree of opportunity equalization, the index:

\[
\eta = 1 - \frac{C(\Phi^T)}{C(H)}. \tag{11}
\]

We may want to think of \( \eta \) as an upper bound on the fraction of inequality due to effort because surely some circumstances have not been taken into account, whose effect is measured, residually, as ‘effort.’
My suggestion is that we measure economic development by the ordered pair 
\[ d = (\tilde{\omega}^{EO}, \eta). \]
Note that neither component of \( d \) is a consequentialist measure. One cannot recover either \( \tilde{\omega}^{EO} \) or \( \eta \) from knowledge of the distribution of income (more generally, the objective) alone. One must know, as well, the circumstances of individuals, which capture the concept of responsibility salient for the society in question.

**Country Calculations of the Level and Degree of Development**

In this section, I calculate the value of \( d \) for a set of OECD countries. The data upon which these calculations are based are taken from EU-SILC 2005. The sample consists of male workers, who are partitioned into three types, based upon the maximum of the worker’s parents’ educational levels:

Type 1: the worker’s more educated parent had at most lower secondary education

Type 2: the worker’s more educated parent had at least upper secondary education but not tertiary education

Type 3: the worker’s more educated parent had at least some tertiary education.

The net income for each respondent is recorded, which includes earnings, self-employment income, after taxes and transfers. The *single characteristic* of type in these calculations is parental education which takes on three values.\(^{12}\)

The fact that income does not include the value of public goods is a weakness of the measure. If a country has a high rate of taxation, and a substantial fraction of tax revenues finance public goods (as opposed to transfer payments), this will not be reflected in the income data. Transfer payments are included in the definition of income.

Figure 1 presents the income-distribution functions for France, by type, which is in many ways typical. Since the left-hand envelope of the three CDFs is, for all practical purposes, the CDF of type 1, the level of development is simply the mean of type 1’s income. For France, the level and degree of development, as defined in the previous section, are:

\[ (\tilde{\omega}^{EO}, \eta) = (21684, 0.970). \]

(Incomes are measured in Euros.) It may surprise the reader that only about 3% of income inequality is attributed to circumstances, but this is quite typical for

---

12. I am grateful to Daniele Checchi and Francesco Scervini for providing me with the data set. For an exact description of the data set, see Checchi, Peragine, and Serlenga (2010). The computation of the degrees of development and the type-distributions of income were performed by the author using *Mathematica*; I will supply the code upon request.
advanced European countries, given that only one circumstance is specified. For Latin American countries, this number will be considerably larger. Indeed, Ferreira and Gignoux (2011), in their table 8, present their comparable measure to \( \eta \), using the mean logarthmic deviation of income as the inequality measure, for a set of six Latin American countries. Their set of circumstances is denser than mine. For some countries (Guatemala), the degree of inequality attributable to circumstances is over 50%.

Figure 2 presents the income CDFs of the three types for one of the least developed countries in sample, Hungary, and for one of the most developed, Denmark.

We see that the inter-type dispersion is considerably more dramatic in Hungary than in Austria, while the CDFs in Denmark are very close together. The graphs of the three CDFs for the other countries in the sample are presented in an online appendix.

Figure 3 plots the ordered pairs \( (W_{j}^{EO}, \eta_j) \) for all 22 countries in the sample.\(^{13}\)

Some comments:

1. The eastern European countries are the worst off with respect to the index \( W_{EO} \): these comprise Lithuania (LT), Estonia (EE), the Czech Republic (CZ), Poland (PL), Latvia (LV), and Hungary (HU). (Slovenia (SI) does somewhat better.) But Spain (ES) is also very low on this measure. With respect to the degree of development, \( \eta \), the eastern European countries span a range from about 92% to 99.5%.

2. Greece appears to do very well on the degree of development: I question whether the data are reliable.

3. We may define a partial order with respect to development; a country \( j \) dominates a country \( k \) if

\[
(W_{j}^{EO}, \eta_j) > (W_{k}^{EO}, \eta_k).
\]

With regard to this partial order, no country in the sample dominates all others. Thus, we can say there exists no most developed European country. Conversely, however, there are five countries that are undominated by any other: Denmark (DK), Iceland (IS), Germany (DE), the UK, and the Netherlands (NL). These data are from 2005, and doubtless Iceland, post-crash, no longer enjoys this status.

Table 1 presents the same data as figure 1.

As noted, Ferreira and Gignoux (2011) calculate a similar statistic to \( \eta \) for six Latin American countries. Their calculation differs from the one presented here using the SILC data in two ways: they have a different set of circumstances, and they use a different measure of inequality. I have calculated an index \( (W_{EO}^{EO}, \eta) \) for

\(^{13}\) EU-SILC also contains data for Cyprus, but there are so few observations that I do not consider the CDFs to be meaningful. I excluded as well Ireland from the sample, because I believe the data have been miscoded: according to the data, the middle type in Ireland is worse off than the most disadvantaged type.
Brazil, using a data set which reports income of workers for a typology whose circumstances are race, gender of the head of household in which the worker was raised, and urban-rural.\textsuperscript{14} There are four races: white, mixed, black, and ‘other’ – thus 16 types. I limited my analysis to nine types, which comprise 94.5\% of the sample, not including the four types of ‘other’ race, or the three rural types with female head-of-household parent. For this population, we compute $\eta = 0.984$, which is surprisingly high – only 1.6\% of income inequality is attributed to these

\textsuperscript{14} I thank Sean Higgens for providing me with the Brazilian data, which were collected as part of the Commitment to Equity project. See Higgens and Pereira (in press) for details.
circumstances. This contrasts with the IOR computation of Ferreira and Gignoux (2011), in which, in Brazil, about 32% of inequality is due to (their) circumstances, which are \{ethnicity, father in agriculture, father’s education, mother’s education, birth region\}. Surely the inclusion of parental education in the Ferreira-Gignoux data set increases the role of circumstances in generating inequality.

Figure 4a presents the distribution functions of disposable income for the Brazilian types (white, male household head, urban), (white, female household head, urban), (white, male household head, rural) in order of stochastic dominance (using the Higgens-Pereira data set). Thus, it appears that one has better opportunities if one is raised by a woman in the city than by a man in the countryside. Figure 4b presents the analogous three distribution functions for the mixed race. The order of stochastic dominance is the same as in figure 4a. Figure 4c places these two plots together: we see that even the most disadvantaged white type first-order-stochastic-dominates the most advantaged mixed type.

It turns out that the three black types also have distribution functions ordered in the same way. Figure 5 presents the distribution functions of the black types (in violet) superimposed upon figure 4c. We observe that the first two black types \{(male household head, urban) and (female household head, urban)\} have distribution functions that are virtually coincident with the analogous mixed types, and the distribution function of (black, male household head, rural) appears to FOSD the comparable ‘mixed’ type. Indeed, the distribution function of the (black, male household head, urban) type is virtually invisible in figure 5, as it coincides so closely with that of the (mixed, male household head, urban) type. The conclusion
appears to be that there is racial discrimination in Brazil which favors whites over non-whites, but there is no special discrimination against black workers, who appear, if anything, to have somewhat better opportunities than ‘mixed’ workers.

Finally, Björklund, Jäntti and Roemer (2012) study income in Sweden, using a large data set that permits the partition of the population into over 1100 types, based on six circumstances, each partitioned into several levels. Using methods different from the ones discussed here, they conclude that at least 25% of income inequality is due to circumstances.\textsuperscript{15} Contrast this to the 1.5% figure for Sweden from table 1.

\textbf{EQUITY ‘VERSUS’ DEVELOPMENT}\textsuperscript{16}

It is often said that equity and efficiency are competing goals – that equity is purchased at the expense of efficiency. There are two senses in which this phrase may be uttered. The first is that redistributive taxation may be purchased only at the cost of Pareto inefficiency, due to workers’ and firms’ facing different effective wages. The second sense is that redistribution may lower total output. These

\textsuperscript{15} Perhaps, most critically, IQ in adolescence is taken as a circumstance.

\textsuperscript{16} The point in this section is discussed more extensively in Roemer (2006).
FIGURE 4. (a) Distribution Functions of Three White Types in Brazil (b) Distribution Functions of Three ‘mixed’ Types in Brazil (c) Plotting Figures 4a and 4b in The Same Plane
two claims are in principle independent. There may be policies which re-allocate income in a more equitable manner, lower total output, but are not Pareto inefficient. (Think, for example, of re-allocating educational funds from tertiary education to secondary education in a poor country. This might have a purely redistributive effect, without significant consequences for Pareto efficiency.)

I wish to criticize the second usage of the phrase. Saying that there may be a trade-off between equity and efficiency where efficiency is measured as total output is equivalent to saying there is a trade-off between equity and the utilitarian measure of development, which (in its simplest form) is given by output per person. In fact, both the measures of equity that I have proposed in the ordered pair $d$, and output per capita, are measures of equity according to different normative criteria, as discussed in section 2. Indeed, because utilitarianism was the reigning conception of distributive justice until at least the 1970s, it is unsurprising that GDP per capita was the corollary measure of development in economics.

There is an increasing number of economists who argue that ‘improving equity improves efficiency.’ (The World Development Report [2006] presses this point, but the argument goes back many years.) My objection is not to the substantive claim, that equalizing opportunities often increases productivity and national income, but only to the tradition of assigning utilitarianism primus inter pares as the normative view which defines efficiency.

If the view of economic development I here advocate is adopted, there may be a significant change in policy evaluation. One would not have to justify investment in very disadvantaged social groups by showing that such investment increased total output. In the long run, such a conflict might not exist:
but often, policy makers must evaluate the consequences of their policy choices in the short run. If a country is evaluated on the basis of its ordered-pair statistic \((\hat{W}^{EO}, \eta)\) rather than on GDP per capita, policies could be quite different.

**A World-Bank Proposal for Measuring Equal Opportunity**

The World Bank has been an important innovator in bringing considerations of equal opportunity into economic development. Its two important publications, to date, have been the 2006 World Development Report, *Equity and Development*, and a monograph, *Measuring inequality of opportunities in Latin America and the Caribbean* (Paes de Barros et al., 2009). The more recent publication contains a wealth of information on the effects of social circumstances on various measures of achievement and output.

Paes de Barros et al. (2009) propose a measure of equality of opportunity. Consider a particular kind of opportunity, such as ‘attaining the sixth grade in elementary school.’ Let the total sixth-grade attendance in a country be \(H\), and the total number of children of sixth-grade age be \(N\), and define \(\bar{p} = H/N\) to be the access on average of children to the opportunity of a sixth-grade education. \(\bar{p}\) measures the level of this opportunity in the country, but not the extent to which access is unequal to different children, based upon their social circumstances. Now using a logit model, estimate the probability that each child, \(j\), in the country has of attending the sixth grade, where that probability is a function of a vector of circumstances; denote this estimated probability by \(\hat{p}_j\). Define \(D = 1/2 \bar{p}N \sum |\hat{p}_j - \bar{p}|\). \(D\) measures the variation in access to the opportunity in question across children in the country. The normalization guarantees that \(0 \leq D \leq 1\). Now define the *human opportunity index* as

\[
O = \bar{p}(1 - D);
\]

note that \(0 \leq O \leq \bar{p}\).

The human opportunity index is a non-consequentialist measure of development, because the probabilities \(\hat{p}_j\) can only be computed knowing the circumstances of the children. The measure combines a concern with the level of provision of opportunities and the inequality of the distribution of them. This is to be contrasted with my ordered pair \((\hat{W}^{EO}, \eta)\), which separates these two concerns into two measures. Obviously, some information is lost in using a single measure rather than two measures.

The concern of the 2009 report is in large part with children. In my view, where children are concerned, all inequality should be counted as due to circumstances, and none to effort, and so the fact that the human opportunity index
does not explicitly make the distinction between effort and circumstances is unobjectionable.\textsuperscript{17} However, if the measure is used for addressing inequality of opportunity for adults, this may be a defect.

To study this, let us take an opportunity for adults – earning an income above $M$, measured in PPP exchange rates. Suppose there are three types of worker, according to the level of education of their more educated parent. Denote the distribution of income in type $t$ as $F_t$; let the fraction of type $t$ be $f_t$ and let $F$ be the distribution of income in the society as a whole. Then $\bar{p} = 1 - F(M)$ is the average access to the opportunity in question in the country. Now for all members $j$ of a given type, $t$, compute that $\hat{p}_j = 1 - F'(M)$: this is because the probabilities $\hat{p}_j$ are computed by taking the independent variables in the logit regression as the circumstances. Hence, the human opportunity measure is:

$$
O = \bar{p} \left( 1 - \frac{1}{2\bar{p}} \sum f_t |1 - F'(M) - (1 - F(M))| \right)
= (1 - F(M)) - \frac{1}{2} \sum f_t |F(M) - F'(M)|.
$$

\text{(12)}

Despite the fact that effort is not explicitly mentioned in defining the index, effort is reflected in measure, because the distributions $F_t$ appear in the calculation. Indeed, the first term $1 - F(M)$ measures the level of opportunity in the country, while the second term is a penalty for the degree to which this opportunity is mal-distributed with respect to circumstances (e.g., if there were no inequality of opportunity, then $F_t(M) = F(M)$ for all $t$, and the penalty is zero).

In expression (12), the first term on the right-hand side, $1 - F(M)$, plays the role that $\hat{W}^{EO}$ plays in my measure: it measures the level of development. But while $\hat{W}^{EO}$ focuses upon how well off the most disadvantaged type is doing, $1 - F(M)$ is a level for the society at large. The second component of my measure, $\eta$, is explicitly derived to show the degree to which inequality is due to circumstances, while the second term on the right-hand side of (12) is a form of a variance. Certainly these two measures are getting at the same phenomenon. I have a slight preference for my proposal, as it is more carefully justified as measuring what we are concerned with. But these are minor criticisms; certainly, the measure $O$ is in the spirit of thinking of economic development as opportunity equalization.

\textbf{Conclusion}

Inequality has become an important focus in development economics in recent years, and this is a step forward from the days when only GDP per capita was considered to be salient. But an important weakness in the entry of inequality into the field has been treating all inequality as having the same ethical status.

\textsuperscript{17} Children should only become responsible for their actions after an ‘age of consent’ is reached, which may vary across societies. Both nature and nurture fall within the ambit of circumstances for the child.
This is seen in the very large literature on the measurement of inequality, where the concern has been upon whether the statistical properties of various inequality measures conform to our intuitions concerning when equality is large or small. These discussions ignore the issue of whether inequality is innocuous or undesirable – that is, the ethical status of the inequality. The equal-opportunity literature introduced the latter distinction into economic theory, and it built on the introduction of the issue of responsibility into egalitarian political philosophy, through the writings of R. Dworkin (1981a, b), G.A. Cohen (1989) and R. Arneson (1989). For discussions of this literature, from economists’ viewpoints, see Roemer (1996, 2009) and the treatment of Fleurbaey (2008).

It is useful to further compare the equal-opportunity approach to inequality to the approach represented by the human development index, based upon the work of Amartya Sen on functionings and capability. As is well known, Sen’s (1980) major point was that there are objective measures of human functioning that are important for any conception of welfare, and the set of vectors of functionings, available to a person, which Sen defined as her capability, is a measure of the opportunities that she has. Sen’s intervention was post-Rawls and pre-Dworkin: his main foil was Rawls’s choice of primary goods as the equal-sandum, which he proposed replacing with capabilities; and his conception of responsibility was implicit in the idea that, if capabilities, so defined, were ‘equal’ (whatever that should mean) across persons, then if individuals chose different vectors of functioning from these sets, the result was of no ethical consequence. The treatment of responsibility, in Dworkin (1981,1982), was significantly more explicit, and led to the equal-opportunity literature.

The proposal I have stated here, and the human development index (HDI), are complementary. The HDI broadens the objective of concern from income (GDP) to a set of functionings, but continues to average over the population as a whole, and ignores the source of inequality.18 The equal-opportunity approach – as I have advocated applying it to a set countries – retains income as the objective, but disaggregates the population into types based upon circumstances that are beyond the control of individuals. The HDI approach says that human accomplishment along dimensions other than income is important, and the equal-opportunity approach says that inequality is bad only if it is of a certain kind. Of course, it is possible to unite the two approaches. Instead of using income as the measure in my proposal, one could measure human development disaggregated by types, where type continues to be defined according to a set of circumstances, and then the two-dimensional index \( d \) would allow us to assess levels and degrees of development with regard to the various Sen-inspired functionings. It would be ideal to have data sets that permitted us to do this. The reason I have here proposed using only income is that I think, at this point, we do not have the data to compute the distribution of levels of human development by type for a

---

18. In the 2011 Human Development Report, the human development index is calculated by taking a geometric mean of national income, literacy, and longevity, rather than a convex combination of them.
large set of countries. However, the recent publication of the results of the Global Burden of Disease project (see the entire issue of The Lancet, December 13, 2012) indicates that this lacuna may be filled, as we may soon have available distributions of longevity by country and by type.19

Note that the issue of the ethical status of inequality is quite different from another way that inequality can be good or bad, and that is, with regard to its effect on incentives. Bad inequality in this sense – inequality that is bad for incentives – will be condemned by the utilitarian measure of GDP per capita, because its elimination will increase social output. This is to be distinguished from inequality that is bad because it reflects disadvantage due to circumstances: as I have emphasized, eliminating this kind of inequality is not – at least in the short run – synonymous with increasing total output or welfare.

The equal-opportunity approach, which focuses upon eliminating inequalities that are due to circumstances for which persons should not be held responsible, is both good ethics and also good policy – by which I mean it is policy supported by the majority of people in many countries. For we know from survey data that, globally, people believe injustice occurs when low incomes are due to bad luck as opposed to low effort. What differs across countries is the extent to which citizens attribute low incomes to bad luck as opposed to low effort: in Brazil, a much larger fraction believe poverty is due to bad luck than in the United States (and perhaps this reflects reality). Indeed, the popular moniker associated with equality of opportunity – it levels the playing field – can be interpreted as a way of saying that disadvantages that some face due to circumstances beyond their control should be eliminated before the competition for economic goods begins.
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The Measurement of Educational Inequality: Achievement and Opportunity

Francisco H. G. Ferreira and Jérémie Gignoux

Two related measures of educational inequality are proposed: one for educational achievement and another for educational opportunity. The former is the simple variance (or standard deviation) of test scores. Its selection is informed by consideration of two measurement issues that have typically been overlooked in the literature: the implications of the standardization of test scores for inequality indices, and the possible sample selection biases arising from the Program of International Student Assessment (PISA) sampling frame. The measure of inequality of educational opportunity is given by the share of the variance in test scores that is explained by predetermined circumstances. Both measures are computed for the 57 countries in which PISA surveys were conducted in 2006. Inequality of opportunity accounts for up to 35 percent of all disparities in educational achievement. It is greater in (most of) continental Europe and Latin America than in Asia, Scandinavia, and North America. It is uncorrelated with average educational achievement and only weakly negatively correlated with per capita gross domestic product. It correlates negatively with the share of spending in primary schooling, and positively with tracking in secondary schools. JEL codes: D39, D63, I29, O54

Educational inequalities have long been a matter of significant policy concern, in both developed and developing countries. Some view educational achievement as a dimension of well-being in its own right, or at least as a fundamental input into a person’s functionings and capacity to flourish (Sen, 1985). Education is also a powerful predictor of earnings, as we have known since the early days of work on human capital (for a review see, e.g., Psacharopoulos, 1994). More recent research has also found that inequality in educational

1. Francisco Ferreira (corresponding author) is a Lead Economist with the Development Research Group at the World Bank and a Research Fellow at the Institute for the Study of Labor (IZA); email: fferreira@worldbank.org. Jérémie Gignoux is an Assistant Professor at the Paris School of Economics (PSE) – French National Institute for Agricultural Research (INRA); email: gignoux@pse.ens.fr. We are grateful to the Editors, three anonymous referees and to Gordon Anderson, Markus Jäntti, Maria Ana Lugo, John Micklewright, Alain Trannoy and participants at conferences and seminars in Barcelona, Buenos Aires, Chicago, Oxford and St. Gallen for helpful comments on earlier drafts. We are solely responsible for any remaining errors. The views expressed in this paper are those of the authors, and should not be attributed to the World Bank, its Executive Directors, or the countries they represent.
achievement and earnings inequality are correlated, both over time within the United States and across countries (see, e.g., Blau and Kahn, 2005; and Bedard and Ferrall, 2003). Education is also correlated with health status, and in some cases with political participation in the democratic process, so that inequalities in the former may translate into undesirable gaps and gradients in other dimensions as well.

For all of these reasons, people care about the distribution of education. Those concerned about fairness and social justice care also about the distribution of opportunities for acquiring a good education and, in particular, about the degree to which family background and other pre-determined personal characteristics determine a person’s educational outcomes. Nevertheless, there is much less agreement on how those concepts—inequality in educational outcomes, and inequality of opportunity to a good education—should be measured. Constrained by data availability, early work comparing inequality in education across countries focused on educational attainment: the number of years of schooling a person had completed or, in some cases, broader ‘levels’ of education, such as primary, secondary, or higher. Thomas, Wang and Fan (2001) compiled a set of Gini coefficients for years of schooling for 85 countries, over the period from 1960 to 1990. Castelló and Domènech (2002) and Morrisson and Murtin (2007) also examine inequality in years of schooling across a large number of countries.

Interesting though those comparisons were, there is widespread agreement that a year of schooling is a problematic unit with which to measure “education.” Does a student learn the same amount in 6th grade in Zambia as in Finland? Is the value of one year of schooling the same even across different schools in a single country or city? The growing availability of data on student performance in comparable tests has confirmed what one already suspected: that the answer to these questions is generally ‘no’. The quality—and hence the ultimate value—of education varies considerably, both within and across countries.

Over the last decade, different projects have compiled school-based surveys that administer cognitive achievement tests to samples of students across a number of countries, as well as collecting (reasonably) comparable information about the students’ families and the schools they attend. The OECD’s Program of International Student Assessment (PISA) and the International Association for the Evaluation of Educational Achievement’s Trends in International Mathematics and Science Study (TIMSS) are perhaps the best known, but the Progress in International Reading Literacy Study (PIRLS), which is applied to younger students, shares a number of common features.¹

But performance in a test, while probably preferable to a simple indicator of enrollment or attendance, is not a perfect measure of learning either. For one

¹. There is also an International Adult Literacy Survey (IALS), which is applied to adults long after they have left school.
thing, tests and test items (i.e. questions) vary in difficulty. The final result is known to measure scholastic ability or learning achievement only imperfectly. For this reason, all of the aforementioned surveys present scores constructed from the raw results by means of Item Response Theory (IRT) models, which attempt to account for “test parameters,” so as to better infer true learning. This process generates an arbitrary metric for test scores, which are then typically standardized to some arbitrary mean and standard deviation.

Using these standardized test scores, a number of studies have attempted to provide international comparisons of educational inequality on the basis of achievement, rather than attainment. Micklewright and Schnepf (2007) and Brown et al. (2007) examine the robustness of measures of central tendency and dispersion in the distribution of student achievement obtained using different surveys, by comparing the measures and country rankings across them. Marks (2005), Schultz, Ursprung and Wossmann (2008), and Macdonald et al. (2010) examine the question of intergenerational persistence in educational achievement, which is closely related to that of inequality of opportunity, and present cross-country comparisons of measures of the association between student achievement and certain family characteristics.

This paper seeks to contribute to that literature by proposing two simple and closely-related measures of inequality—one for educational achievement and another for opportunity to acquire education—and reporting them for all countries that participated in the 2006 wave of PISA surveys. To measure inequality in achievement, we propose simply using the variance or the standard deviation of test scores. But we arrive at this simple proposal by considering the implications of two issues specific to the distribution of test scores for the measurement of inequality. These two issues are: (i) the fact that many common inequality indices are not ordinally invariant in the standardization to which IRT-adjusted test scores are generally subjected; and (ii) the fact that PISA student samples are likely to suffer from non-trivial selection biases in a number of countries. The choice of the variance (or the standard deviation) addresses the first issue. We also propose two alternative two-sample non-parametric procedures to assess the robustness of the inequality measure to the sample selection biases, and implement them in the four countries for which PISA sample coverage (as a share of the total population of 15 year-olds) is smallest.

The proposed measure of inequality of educational opportunity draws on the recent literature on inequality of opportunity in the income space, but is also adapted to the specificities of educational data and the resulting choice of measure for inequality in achievement. It also utilizes information on student background more comprehensively than all previous studies we are aware of, and is additively decomposable both across circumstances and population subgroups. The measure is also isomorphic to (inverse) measures of educational mobility.
We report our measures of inequality in educational achievement and opportunity for the 57 countries that took part in the PISA 2006 exercise. Each measure was computed separately for each of the three tests applied by PISA: mathematics, reading and science. But there was a good measure of agreement between their rankings, and we often refer only to the math results in the text. We find considerable variation in the standard deviation of test scores, from lows of around 80 (for Indonesia, Estonia and Finland) to highs near 110 (in Belgium and Israel). Similarly stark variation exists in our measure of inequality of opportunity, from 0.10 – 0.15 for Macau (China), Australia, and Hong Kong SAR, China, up to 0.33 – 0.35 in Bulgaria, France and Germany.

The paper is organized as follows. Section I describes the data sets we use. Section II considers the implications of test score standardization and of the PISA sampling frame for the measurement of inequality in educational achievement, and reports the standard deviation in test scores for our sample of countries. Section III proposes our measure of inequality of educational opportunity (IOp), discusses some of its properties, and presents results. Section IV applies the proposed measures by examining how they correlate with two educational policy indicators across countries. Section V concludes.

I. Data

Two broad kinds of data are used for the analysis in this paper. The first is the complete set of PISA surveys, for all 57 countries that participated in the 2006 round. The second is a group of four household surveys, for Brazil, Indonesia, Mexico and Turkey, which are used as ancillary surveys in the two-sample non-parametric sample selection correction procedures described in Section 3. We briefly describe each of these in turn.

The PISA 2006 Data Sets

The third round of the Program of International Student Assessment surveys was conducted in 57 countries between March and November, 2006. Two earlier rounds were collected in 2000/2002 (in 43 countries), and in 2003 (in 41 countries). A fourth round has since been collected in 2009. Most OECD countries were surveyed, as were a number of developing countries in Asia, Latin America, North Africa and the Middle East. Table 1 lists all participating countries in the 2006 round, as well as their sample sizes.

In each country, fifteen year-olds enrolled in any educational institution, and attending grade 7 or higher, were sampled. All children surveyed took three tests: in reading, mathematics, and science. Their performance in these tests

2. But the low variance for Indonesia is a good example of the sensitivity of these measures to assumptions made about the nature of selection into the test-taking sample. Under our scenario of “extreme” selection on unobservables, the variance of math scores for Indonesia triples. See below.
3. The data for achievements in reading for the United States were not issued after a problem occurred during the field operations in that country.
### TABLE 1. Sample Statistics, Mean Scores and the Standard Deviation in PISA Test Scores

<table>
<thead>
<tr>
<th># Obs.</th>
<th>Coverage Rate</th>
<th>Reading Mean</th>
<th>Reading SD (SE of SD)</th>
<th>Math Mean</th>
<th>Math SD (SE of SD)</th>
<th>Science Mean</th>
<th>Science SD (SE of SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Asia &amp; North Africa</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>5184</td>
<td>0.88</td>
<td>355.0</td>
<td>70.26</td>
<td>2.12</td>
<td>476.8</td>
<td>47.96</td>
</tr>
<tr>
<td>Hong Kong SAR, China</td>
<td>4645</td>
<td>0.97</td>
<td>538.9</td>
<td>81.79</td>
<td>1.92</td>
<td>551.4</td>
<td>93.39</td>
</tr>
<tr>
<td>Indonesia</td>
<td>10647</td>
<td>0.53</td>
<td>383.9</td>
<td>74.79</td>
<td>2.39</td>
<td>380.7</td>
<td>80.01</td>
</tr>
<tr>
<td>Israel</td>
<td>4584</td>
<td>0.76</td>
<td>441.3</td>
<td>119.34</td>
<td>2.79</td>
<td>443.3</td>
<td>107.33</td>
</tr>
<tr>
<td>Japan</td>
<td>5952</td>
<td>0.89</td>
<td>409.5</td>
<td>102.38</td>
<td>2.34</td>
<td>398.2</td>
<td>91.01</td>
</tr>
<tr>
<td>Jordan</td>
<td>6509</td>
<td>0.65</td>
<td>500.2</td>
<td>94.09</td>
<td>2.24</td>
<td>525.6</td>
<td>83.71</td>
</tr>
<tr>
<td>Korea</td>
<td>5176</td>
<td>0.87</td>
<td>290.5</td>
<td>88.29</td>
<td>1.64</td>
<td>315.9</td>
<td>92.59</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>5904</td>
<td>0.63</td>
<td>561.1</td>
<td>102.10</td>
<td>2.51</td>
<td>547.2</td>
<td>86.98</td>
</tr>
<tr>
<td>Macao-China</td>
<td>4760</td>
<td>0.73</td>
<td>490.6</td>
<td>108.12</td>
<td>1.15</td>
<td>524.4</td>
<td>83.90</td>
</tr>
<tr>
<td>Qatar</td>
<td>6265</td>
<td>0.90</td>
<td>312.5</td>
<td>108.12</td>
<td>1.15</td>
<td>317.7</td>
<td>90.24</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>5799</td>
<td>0.81</td>
<td>442.4</td>
<td>93.23</td>
<td>1.87</td>
<td>478.7</td>
<td>89.53</td>
</tr>
<tr>
<td>Chinese Taipei</td>
<td>8812</td>
<td>0.88</td>
<td>506.7</td>
<td>84.38</td>
<td>1.73</td>
<td>562.7</td>
<td>103.11</td>
</tr>
<tr>
<td>Thailand</td>
<td>6192</td>
<td>0.72</td>
<td>425.2</td>
<td>81.85</td>
<td>1.73</td>
<td>425.5</td>
<td>81.43</td>
</tr>
<tr>
<td>Tunisia</td>
<td>4640</td>
<td>0.90</td>
<td>379.0</td>
<td>97.30</td>
<td>2.49</td>
<td>363.9</td>
<td>91.95</td>
</tr>
<tr>
<td>Turkey</td>
<td>4942</td>
<td>0.47</td>
<td>452.9</td>
<td>92.90</td>
<td>2.75</td>
<td>428.2</td>
<td>93.24</td>
</tr>
<tr>
<td><strong>Latin America</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>4339</td>
<td>0.79</td>
<td>383.9</td>
<td>124.22</td>
<td>3.63</td>
<td>388.1</td>
<td>101.14</td>
</tr>
<tr>
<td>Brazil</td>
<td>9295</td>
<td>0.55</td>
<td>389.2</td>
<td>102.46</td>
<td>3.34</td>
<td>365.6</td>
<td>92.02</td>
</tr>
<tr>
<td>Chile</td>
<td>5233</td>
<td>0.78</td>
<td>447.9</td>
<td>103.24</td>
<td>2.44</td>
<td>417.1</td>
<td>87.44</td>
</tr>
<tr>
<td>Colombia</td>
<td>4478</td>
<td>0.60</td>
<td>390.3</td>
<td>107.83</td>
<td>2.44</td>
<td>373.8</td>
<td>88.04</td>
</tr>
<tr>
<td>Mexico</td>
<td>30971</td>
<td>0.54</td>
<td>427.4</td>
<td>95.68</td>
<td>2.27</td>
<td>420.7</td>
<td>85.27</td>
</tr>
<tr>
<td>Uruguay</td>
<td>4839</td>
<td>0.69</td>
<td>424.7</td>
<td>121.22</td>
<td>2.03</td>
<td>435.5</td>
<td>99.30</td>
</tr>
<tr>
<td><strong>North America &amp; Oceania</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>22646</td>
<td>0.87</td>
<td>508.7</td>
<td>96.25</td>
<td>1.43</td>
<td>516.3</td>
<td>85.79</td>
</tr>
<tr>
<td>Canada</td>
<td>14170</td>
<td>0.87</td>
<td>512.3</td>
<td>93.79</td>
<td>1.00</td>
<td>517.4</td>
<td>88.03</td>
</tr>
<tr>
<td>New Zealand</td>
<td>4823</td>
<td>0.84</td>
<td>522.7</td>
<td>105.21</td>
<td>1.58</td>
<td>523.8</td>
<td>93.27</td>
</tr>
<tr>
<td>United States</td>
<td>5610</td>
<td>0.85</td>
<td>474.7</td>
<td>89.75</td>
<td>1.90</td>
<td>488.3</td>
<td>106.07</td>
</tr>
<tr>
<td><strong>Eastern Europe</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulgaria</td>
<td>4498</td>
<td>0.83</td>
<td>406.8</td>
<td>117.51</td>
<td>4.00</td>
<td>417.4</td>
<td>101.10</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>5932</td>
<td>1.01</td>
<td>509.6</td>
<td>111.21</td>
<td>2.90</td>
<td>536.0</td>
<td>103.14</td>
</tr>
<tr>
<td>Estonia</td>
<td>4865</td>
<td>0.94</td>
<td>502.4</td>
<td>85.19</td>
<td>1.87</td>
<td>516.8</td>
<td>80.68</td>
</tr>
<tr>
<td>Croatia</td>
<td>5213</td>
<td>0.85</td>
<td>477.6</td>
<td>88.83</td>
<td>2.12</td>
<td>467.3</td>
<td>83.31</td>
</tr>
<tr>
<td>Country</td>
<td>GDP</td>
<td>S.D.</td>
<td>Test Mean</td>
<td>Test Mean</td>
<td>Test Mean</td>
<td>Test Mean</td>
<td>Test Mean</td>
</tr>
<tr>
<td>-------------------</td>
<td>------</td>
<td>------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Hungary</td>
<td>4490</td>
<td>0.85</td>
<td>488.1</td>
<td>94.39</td>
<td>2.37</td>
<td>496.2</td>
<td>91.04</td>
</tr>
<tr>
<td>Lithuania</td>
<td>4744</td>
<td>0.93</td>
<td>469.3</td>
<td>95.54</td>
<td>1.51</td>
<td>485.6</td>
<td>89.80</td>
</tr>
<tr>
<td>Latvia</td>
<td>4719</td>
<td>0.85</td>
<td>484.9</td>
<td>90.70</td>
<td>1.69</td>
<td>491.2</td>
<td>82.81</td>
</tr>
<tr>
<td>Montenegro</td>
<td>4455</td>
<td>0.84</td>
<td>388.2</td>
<td>89.41</td>
<td>1.64</td>
<td>395.8</td>
<td>84.45</td>
</tr>
<tr>
<td>Poland</td>
<td>5547</td>
<td>0.94</td>
<td>512.6</td>
<td>100.22</td>
<td>1.48</td>
<td>500.9</td>
<td>86.52</td>
</tr>
<tr>
<td>Romania</td>
<td>5118</td>
<td>0.66</td>
<td>392.0</td>
<td>91.86</td>
<td>2.93</td>
<td>415.0</td>
<td>83.97</td>
</tr>
<tr>
<td>Serbia</td>
<td>4798</td>
<td>0.83</td>
<td>402.9</td>
<td>91.84</td>
<td>1.69</td>
<td>436.6</td>
<td>91.76</td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>4731</td>
<td>0.95</td>
<td>470.6</td>
<td>105.08</td>
<td>2.51</td>
<td>495.1</td>
<td>94.53</td>
</tr>
<tr>
<td>Slovenia</td>
<td>6595</td>
<td>0.88</td>
<td>468.6</td>
<td>87.97</td>
<td>2.47</td>
<td>482.2</td>
<td>89.25</td>
</tr>
<tr>
<td><strong>Western Europe</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>4927</td>
<td>0.92</td>
<td>494.0</td>
<td>108.16</td>
<td>3.16</td>
<td>509.5</td>
<td>98.06</td>
</tr>
<tr>
<td>Belgium</td>
<td>8857</td>
<td>0.99</td>
<td>507.1</td>
<td>110.02</td>
<td>2.81</td>
<td>526.9</td>
<td>106.13</td>
</tr>
<tr>
<td>Switzerland</td>
<td>12192</td>
<td>1.02</td>
<td>496.6</td>
<td>94.07</td>
<td>1.71</td>
<td>528.3</td>
<td>97.44</td>
</tr>
<tr>
<td>Germany</td>
<td>4891</td>
<td>0.95</td>
<td>496.5</td>
<td>111.95</td>
<td>2.67</td>
<td>504.3</td>
<td>99.08</td>
</tr>
<tr>
<td>Denmark</td>
<td>4532</td>
<td>0.85</td>
<td>493.8</td>
<td>89.30</td>
<td>1.63</td>
<td>512.2</td>
<td>84.85</td>
</tr>
<tr>
<td>Spain</td>
<td>19604</td>
<td>0.87</td>
<td>479.5</td>
<td>88.84</td>
<td>1.14</td>
<td>501.7</td>
<td>88.92</td>
</tr>
<tr>
<td>Finland</td>
<td>4714</td>
<td>0.93</td>
<td>547.1</td>
<td>81.23</td>
<td>1.08</td>
<td>549.0</td>
<td>80.87</td>
</tr>
<tr>
<td>France</td>
<td>4716</td>
<td>0.91</td>
<td>488.7</td>
<td>103.95</td>
<td>2.75</td>
<td>496.4</td>
<td>95.58</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>13152</td>
<td>0.94</td>
<td>495.6</td>
<td>101.92</td>
<td>1.69</td>
<td>497.3</td>
<td>88.92</td>
</tr>
<tr>
<td>Greece</td>
<td>4873</td>
<td>0.90</td>
<td>461.9</td>
<td>102.61</td>
<td>2.92</td>
<td>462.0</td>
<td>92.30</td>
</tr>
<tr>
<td>Ireland</td>
<td>4585</td>
<td>0.94</td>
<td>518.6</td>
<td>92.39</td>
<td>1.86</td>
<td>502.3</td>
<td>81.99</td>
</tr>
<tr>
<td>Iceland</td>
<td>3789</td>
<td>0.96</td>
<td>483.0</td>
<td>97.09</td>
<td>1.23</td>
<td>505.6</td>
<td>88.08</td>
</tr>
<tr>
<td>Italy</td>
<td>21773</td>
<td>0.90</td>
<td>477.0</td>
<td>108.76</td>
<td>1.74</td>
<td>473.6</td>
<td>95.82</td>
</tr>
<tr>
<td>Liechtenstein</td>
<td>339</td>
<td>0.84</td>
<td>510.7</td>
<td>95.14</td>
<td>2.93</td>
<td>524.9</td>
<td>93.05</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>4567</td>
<td>1.03</td>
<td>480.1</td>
<td>99.85</td>
<td>0.72</td>
<td>490.5</td>
<td>93.15</td>
</tr>
<tr>
<td>Netherlands</td>
<td>4871</td>
<td>0.96</td>
<td>513.9</td>
<td>96.62</td>
<td>2.47</td>
<td>537.4</td>
<td>88.60</td>
</tr>
<tr>
<td>Norway</td>
<td>4692</td>
<td>0.97</td>
<td>484.4</td>
<td>105.15</td>
<td>1.92</td>
<td>489.8</td>
<td>91.58</td>
</tr>
<tr>
<td>Portugal</td>
<td>5109</td>
<td>0.78</td>
<td>476.8</td>
<td>98.82</td>
<td>2.28</td>
<td>470.9</td>
<td>90.65</td>
</tr>
<tr>
<td>Sweden</td>
<td>4443</td>
<td>0.97</td>
<td>509.0</td>
<td>98.21</td>
<td>1.77</td>
<td>503.2</td>
<td>89.66</td>
</tr>
</tbody>
</table>

**Notes:** The standard deviation (S.D.) of test scores is used as an ordinal measure of inequality in achievement, as discussed in the text. Standard errors reported in the columns next to the S.D. are bootstrapped.

**Source:** Authors’ analysis based on data from PISA 2006.
forms the basis for the assessment of their learning or cognitive achievement. Yet, educationalists seem agreed that raw, unadjusted test scores are of little value. Test questions (or 'items') vary in their degree of difficulty, and simply adding up correct answers, or weighing them arbitrarily, does not correctly measure the latent variable of interest—cognitive achievement. Instead, the educational community in charge of international tests such as PISA, TIMSS, PIRLS and IALS processes raw scores through statistical techniques known as Item Response Theory (IRT). In essence, an item response model consists of an equation of the form:

$$p(s|\theta, \alpha).$$

Equation (1) gives the probability of scoring $s$ in a given test, conditional on individual latent cognitive ability $\theta$ and test item parameters $\alpha$ (such as their difficulty). Given an additional assumption about the distribution of latent ability in the population (usually a normal law such as $\theta \sim N(\mu, \sigma^2)$) and an observed distribution of raw scores, $F(s)$, the IRT model is used to back out a distribution of the latent variable $\theta$.

Unfortunately, the inference of statistics summarizing distributions of unobserved latent variables such as $\theta$ is subject to a specific small-sample measurement error problem: Each pupil answers a limited number of items so that it is not possible to estimate individual abilities accurately. In this situation, the distribution of estimates for individual abilities obtained with traditional methods (such as maximum likelihood estimates) does not converge to the population distribution of these abilities as the number of examinees increases (Mislevy et al. 1992). These estimates of parameters of this distribution are thus inconsistent (although the asymptotic bias decreases with the number of items per examinee).

The standard solution to this measurement error problem in psychometrics is to draw a number of plausible values for the latent variable for each individual. The marginal distribution of ability for each pupil, conditional on his or her answers and a set of observables, is estimated, and a number $M$ of draws from this distribution is obtained. These $M$ draws are known as plausible values of a pupil’s score. To estimate a given statistic $s$, each of the $M$ datasets containing one plausible value per pupil should be used separately to obtain a set of estimates $\hat{s}_m$. The final estimate $\hat{s}$ of the statistic $s$ is given by the average of the $M$ estimates $\hat{s}_m$. For PISA, $M = 5$, which implies that five “data sets” are used separately to compute sample statistics (e.g. means and standard deviations). In conformance with the advice in the PISA Data Analysis Manual (OECD, 2009), all of the estimates presented in this paper are computed as averages of the summary statistics estimated separately for each of the five data

\[4\] See Baker (2001) for a general introduction, and OECD (2006) for a description of how the IRT method is applied to PISA surveys.
sets (rather than as summary statistics of the distribution obtained by first averaging across plausible values). 5

This use of Item Response Theory involves a number of functional form assumptions which are not innocuous. Brown et al. (2007) have shown, for instance, that the final distribution of test scores can be sensitive to differences in the specification of the model used to estimate equation (1). 6 Here, however, we are concerned with the standardization that happens after the IRT adjustment (and the appropriate treatment of the distributions of plausible values generated in the process). Once that procedure is complete, and a new distribution of ‘adjusted’ test scores (which we denote by $x$) has been generated, this latter variable is standardized, according to a simple formula such as:

$$y_{ij} = \hat{\mu} + \frac{\hat{\sigma}}{\sigma}(x_{ij} - \mu)$$

In equation (2), $x_{ij}$ denotes the (post-IRT, pre-standardized) test score for individual $i$ in country $j$. $\mu$ and $\sigma$ denote their original mean and standard deviation across all countries in the sample (the world, or the OECD, for example). $\hat{\mu}$ ($\hat{\sigma}$) is the new arbitrary mean (standard deviation) for the standardized distribution. In the PISA procedure, it has a value of 500 (100). It is the distributions of $y_{ij}$ that are used in computing means and inequality indicators for each country $j$ in the PISA data set. As we will see in the next section, the operation described by equation (2), even if the IRT procedure that precedes it is taken as given, poses serious issues for inequality measurement.

In addition to standardized test scores, the PISA data set contains information on a number of individual, family and school characteristics for each test-taker. The presence of these covariates accounts for a large part of the interest of the research community on the PISA data. For the analysis of inequality of opportunity in education, we focus on a subset of these covariates that are informative of the family background and other inherited circumstances of the child. Ten such variables are used: gender, father’s and mother’s education, father’s occupation, language spoken at home, migration status, access to books at home,

---

5. The sampling variance of population parameter estimates are computed using the Balanced Repeated Replication (BRR) weights provided within the data (PISA 2006). BRR is a replication method for multistage stratified sample designs similar to the Jackknife. The particular variant of the BRR known as Fay’s method was used. For PISA it consisted in forming pairs (called strata) of schools (the primary sampling units) and drawing a number of replicates of the sample (using a so-called Hadamard matrix). 80 replicates were performed. Each of these replicate attributes weight 1.5 to one of the school and weight 0.5 to the other in each strata, the selection being different for each replicate. The BRR weights are then computed as the product of students’ original sampling weights and the school weight (1.5 or 0.5) for each particular replication. See Mislevy (1991) and Mislevy et al. (1992) for a more detailed discussion.

6. Brown et al. (2007) investigated this question by applying the IRT model used in the 1999 TIMMS sample retrospectively to the 1995 sample, which had used a different specification for (1). Although changes were small for most developed countries, there were some non-trivial re-rankings among developing countries.
durables owned by the households, cultural items owned, and the location of the school attended (used as an indicator of a rural or urban upbringing).\textsuperscript{7}

Parental education is measured by the highest level completed and is coded using ISCED codes into four categories: a) no education or unknown level; b) primary education (ISCED level 1); c) lower secondary education (ISCED level 2), upper secondary (ISCED level 3), or post-secondary non-tertiary education (ISCED level 4); and d) college education (ISCED level 5)). Father’s occupation is classified using ISCO codes. We aggregate occupations into three broad categories: a) legislators, senior officials and professionals, technicians and clerks; b) service workers, craft and related trades workers, plant or machine operators and assemblers, and unoccupied individuals; and c) skilled agricultural and fishery workers, elementary occupations or unknown occupation. The variable for language spoken at home is a dummy identifying a language other than the language of the test. The migration status variable is a dummy identifying a first or second generation migrant as an individual who was, or whose parents were, born in a foreign country.\textsuperscript{8}

The number of books at home variable, an indicator of parental human capital, is a categorical variable coded into four categories: a) 0 to 10 books; b) 11 to 25 books; c) 26 to 100 books; and d) more than 100 books. Ownership of durables, an indicator of family wealth, is captured by six dummy variables indicating the ownership of a) a dishwasher; b) a DVD or a VCR player; c) a cell phone; d) a television; e) a computer; f) a car. Ownership of cultural possessions is captured by three dummy variables indicating the ownership of a) books of literature; b) books of poetry; and c) works of arts (paintings are mentioned as an example of such works in the formulation of the question). School location is a proxy for the person’s inherited spatial endowment and we recode it using three categories: a) villages or small towns (less than 15,000 inhabitants); b) towns (between 15,000 and 100,000 inhabitants); and c) cities (larger than 100,000 inhabitants). School location information was not collected in France; Hong Kong SAR, China; and Liechtenstein.

A final data issue worth highlighting is that of sample coverage and representativeness. PISA samples were designed to be representative of the population of 15 year-olds who are enrolled in grade 7 or higher in any educational institution. The samples are not, therefore, representative of the total population of

\textsuperscript{7} School-level variables are not used in this analysis deliberately, for reasons which should become clear in Section 4.

\textsuperscript{8} Naturally, non-random measurement error in these covariates would be undesirable. In particular, one might be concerned that information on family background elicited from children might be systematically misreported. To assess the seriousness of this problem, we use supplementary information on parental education asked directly of parents, which is available for sixteen countries in PISA 2006. For these countries, attainments reported in the child and parent questionnaires for both the mother and the father match exactly for 70 percent of children. Moreover there is no evidence that children tend to systematically report higher than actual attainments: The shares of children reporting higher and lower attainments than the parents are close to 15 percent for both fathers and mothers.
15 year-olds in each country: Children who dropped out of school before they turned fifteen, as well as those who are so delayed that they are in grade 6 or lower at age fifteen, are purposively excluded. In addition, sampling flaws induce an additional under-coverage of enrolled 15 year olds. PISA documentation suggests that this arises from the fact that their sampling frame (a listing of schools and sampling weights) is established in the year preceding the surveys, on the basis of current school enrollment on that year. But some schools close down between the two years, and new ones are not included in the sample. Changes in the enrollment of 15 year-olds arising from this process are not taken into account.

The PISA sample coverage rate, defined as the ratio of the covered student population (using PISA expansion factors) to the total population of 15 year-olds, varies considerably across countries, and is reported in column 2 of Table 1. Although coverage is typically high in OECD countries, it is low in many developing ones: Coverage rates are as low as 47% for Turkey, 53% for Indonesia, 54% for Mexico, and 55% for Brazil. Overall, coverage is less than 80% of the total population of 15 years-olds in fifteen countries. Table 2 provides a sense of the sources of exclusion for the four countries in our dataset with the lowest coverage rates, by decomposing those selected out of the sample into children no longer in school, children with excessive delays, and those missed due to PISA sampling issues. It should be obvious from these magnitudes that any international comparison of countries with vastly different coverage rates must seek to address the problem in some way, and we suggest two alternatives in Section 3.

Ancillary Household Survey Data Sets

Our proposed procedure to examine the sensitivity of inequality measures to sample selection, which is described below, relies on using information on fifteen year-olds from general-purpose household surveys. While these surveys may have their own sampling issues, these are not dictated by school enrollment or delay status, or by school closures, openings and reforms. We obtained such household surveys for the four countries with the lowest coverage rates in the 2006 PISA sample: those reported in Table 2. For Brazil, we used the Pesquisa Nacional por Amostra de Domicílios (PNAD) 2006. For Indonesia, we used the SUSENAS 2005. For Mexico, the Encuesta Nacional de Ingresos y Gastos de los Hogares (ENIGH) for 2006 was used. For Turkey, the Household Budget Survey (HBS) 2006 was used.

All four are large-sample household surveys with national coverage and representative down to the regional level, which are fielded on an annual basis by each country’s national statistical authority. The PNAD 2006 collected information from a sample of about 119,000 households and 410,000 individuals; SUSENAS 2005 from 257,900 households and 1,052,100 individuals; the ENIGH 2006 from 20,900 households and 83,600 individuals; and the HBS 2006 from 8,600 households and 34,900 individuals. We restrict the samples
<table>
<thead>
<tr>
<th>Expanded 15 year-old populations, using PISA data and weights</th>
<th>Brazil</th>
<th>Indonesia</th>
<th>Mexico</th>
<th>Turkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total population of 15-year-olds</td>
<td>3 390 471</td>
<td>4 238 600</td>
<td>2 200 916</td>
<td>1 423 514</td>
</tr>
<tr>
<td>Total enrolled population of 15-year-olds at grade 7 or above</td>
<td>2 374 044</td>
<td>3 119 393</td>
<td>1 383 364</td>
<td>800 968</td>
</tr>
<tr>
<td>Weighted number of students participating to the assessment</td>
<td>1 875 461</td>
<td>2 248 313</td>
<td>1 190 420</td>
<td>665 477</td>
</tr>
<tr>
<td>Coverage rate of the population of 15-year-olds, from PISA (%)</td>
<td>55.3</td>
<td>53.0</td>
<td>54.1</td>
<td>46.7</td>
</tr>
<tr>
<td>Total missed children (%)</td>
<td>44.7</td>
<td>47.0</td>
<td>45.9</td>
<td>53.3</td>
</tr>
</tbody>
</table>

**Composition of those not covered by PISA samples**

| Out-of-school children (%) | 10.2 | 25.5 | 24.1 | 21.6 |
| Delays of more than two years (%) | 19.8 | 0.9 | 13.1 | 22.2 |
| PISA sampling issues (%)     | 14.7 | 20.6 | 8.8 | 9.5 |

*Source: PISA 2006 surveys; PNAD 2006 for Brazil, Susenas 2005 for Indonesia; ENIGH 2006 for Mexico, and HBS 2006 for Turkey. The share of fifteen year-olds who are not enrolled in school comes from the ancillary household surveys. Those delayed by more than two years come from household surveys, and are checked with PISA administrative records. The last row is derived as a residual.*
to children aged 15, for which we have 7,626 observations in the PNAD 2006; 22,600 in the SUSENAS 2005; 1,921 in the ENIGH 2006; and 683 in the HBS 2006. Although some children in boarding schools and other institutions are likely to be out of the sample frame, those samples should otherwise be representative for the total population of 15 year-olds.

In these four countries, these are the staple surveys for assessing the distribution of household income and, in some cases, consumption expenditures. But they also collect information on other topics, including labor supply, education and migration. We use information on parents’ characteristics for estimating the total population of 15 year-olds in groups defined by similar gender, mother’s education and father’s occupation. The classification of the family background variable can be made comparable with the ones in the PISA by appropriate aggregation of coding categories. Parental characteristics are missing for orphans, children who do not live with their parents, or whose parents did not report their education. For instance, the information on mother’s education is missing for about 15.0% of 15 year-olds in the PNAD 2006, 8.7% in the SUSENAS 2005, 11.9% in the ENIGH 2006, and 3.8% in the HBS 2006. When comparing the two surveyed populations, children with missing parental background information in the household surveys are not dropped, but associated with those with the same information missing in the PISA survey.

II. Measuring Inequality in Educational Achievement

Measures of inequality in educational achievement are based on distributions of standardized test scores \((y_{ij})\), constructed from the IRT-adjusted scores \((x_{ij})\) by means of a transformation such as equation (2). In the case of PISA, the transformation is given by (2) exactly, with \(\hat{\mu} = 500\), and \(\hat{\sigma} = 100\). That operation involves both a translation of the original distribution (by the difference between the new arbitrary mean and the original mean, re-scaled) and a rescaling (by the ratio of the new to the original standard deviations).

In the field of inequality measurement it is usual to impose axioms, or desirable properties, that individual indices should respect. Three common such axioms are:

(i) **symmetry**: which requires that the measure be insensitive to any permutation of the \(y\) vector;

(ii) **continuity** in any individual income;

(iii) and the **transfer principle**: which requires that the measure should rise (strong axiom) or at least not fall (weak axiom) as a result of any sequence of mean-preserving spreads.

In addition, inequality indices often satisfy either one of two invariance axioms:
(iv-a): **scale invariance**: which requires that the index be insensitive to any re-scaling of the $y$ vector: $I(y) = I(\lambda y), \lambda > 0$, where $y$ is the vector of interest, and $\lambda$ is a positive scalar.

(iv-b): **translation invariance**: which requires that the index be insensitive to a translation of the $y$ vector: $I(y) = I(y + a), a \neq 0$, where $a$ is a non-zero constant vector of the same dimension as $y$.

An important result, due to Zheng (1994), is that no inequality index that satisfies axioms (i)-(iii)—known as “meaningful” inequality measures—satisfies both (iv-a) and (iv-b). This impossibility result, in other words, states that no meaningful inequality index can be both scale- and translation invariant. A direct implication of Zheng’s result for the measurement of inequality of educational achievement using standardized data is stated below as our Remark 1:

**Remark 1**: No meaningful inequality index yields a cardinally identical measure for the pre- and post-standardization distributions of the same test scores.

Note that the remark derives from the standardization procedure (equation 2), rather than from the much more complex item response theory adjustments. It refers, therefore, to the measurement of inequality in IRT-adjusted test scores, and not to a comparison between adjusted and unadjusted scores.

How important is Remark 1? Clearly this depends on whether or not inequality indices applied to pre- and post-standardization distributions are ordinally equivalent—that is to say, whether they rank distributions in precisely the same way, regardless of cardinal differences in value. After all, standardization is just a change in metric. The (post-standardization) mean score in each country $j$, for example is simply:

$$
\mu_j = \bar{\mu} + \frac{\bar{\sigma}}{\sigma} \left( \mu_j - \mu \right)
$$

(3)

where $\mu_j$ is the pre-standardization mean in country $j$, and other notation is as in equation (2). Since every other term in (3) is a constant, $\mu_j$ and $\mu_j$ are ordinally equivalent. One is a monotonic (and in this case, affine) transformation of the other. Country ranks based on either would be identical. The only effect of standardization on country mean scores is a change in metric. Since this was the point of the process in the first place, there seems to be no cause for concern.

The same is true for percentile-based measures of dispersion, such as the inter-quartile ratio, or the absolute difference P95-P5 used by Micklewright and Schnepf (2007) to compare dispersion across 21 countries and three different surveys. Equation (2) is itself a monotonic, and therefore rank-preserving, transformation. Since each score $y_i$ occupies precisely the same rank in its distribution as the original score $x_i$ did in its distribution, rank- or percentile-
based measures—be they ratios or differences, will be cardinally different, but ordinally equivalent.

Yet this is not true of inequality measures in general. The post-standardization Gini coefficient in country \( j \) (\( G'_y \)) for example, can be straightforwardly shown to relate to the pre-standardization Gini (\( G'_x \)) as follows:

\[
G'_y = \frac{\mu'_y \sigma}{\mu'_x \sigma} G'_x .
\]

Unlike in equation (3), the terms multiplying \( G'_x \) are not all constants. In particular, the post-standardization Gini is a function of the ratio of pre- to post-standardization means, which varies with \( \mu'_x \) (see equation 3). The existence of a second argument in (4) implies that the post-standardization Gini coefficient is not ordinally equivalent to its pre-standardization analogue.

Most other common meaningful inequality measures do not share the linearity of the Gini, so their post- and pre-standardization formulae cannot be related as straightforwardly. Nevertheless, substitution of equations (2) and (3) into the formulae for the Generalized Entropy or the Kolm-Atkinson classes of inequality measures yield expressions that are functions of both the central distance indicators of the measure in question, and of the ratio of pre- to post-standardization means (\( \mu'_x / \mu'_y \)). For the Generalized Entropy (GE) class, for example:

\[
GE'_y = \frac{1}{\alpha^2 - \alpha} \left[ \frac{1}{n_j} \sum_{i \in j} \left( \frac{\hat{\mu} + \sigma (x_{ij} - \mu)}{\mu'_x} \right)^\alpha \left( \frac{\mu'_x}{\mu'_y} \right)^\alpha - 1 \right] .
\]

These results give rise to our second remark:

**Remark 2:** A number of well-known inequality indices are not even ordinally equivalent when applied to pre- and post-standardization distributions.

Ordinal equivalence with respect to standardization is clearly a desirable property for an index used for measuring inequality in educational achievement. The standardization operation given by (2) is meant merely to adjust an arbitrary metric. It is not intended to fundamentally alter our judgment of how countries compare with one another in substantive terms. Yet, when indices such as the Gini or Theil index are applied to these standardized distributions, we cannot be confident that the original rank in post-IRT adjusted inequality is preserved.9

What then are the options for those interested in the distribution of educational achievement? One could, of course, rely on rank-based measures such as the inter-quartile range or percentile differences which, as noted above, are

ordinally equivalent. However, these measures do not satisfy the transfer principle: a progressive transfer (from above) to the income recipient on the 95th percentile will, for example, cause the p95-p05 measure to indicate an increase in inequality. And of course, because such indices are insensitive by construction to any changes in incomes that do not affect those on the percentiles of reference, they also violate continuity.

A possible alternative would be to use an absolute measure of inequality—such as the variance, or the absolute Gini coefficient—which are ordinally invariant in the standardization. The variance of a post-standardized distribution \(V_j^y\), for example, is a monotonic (linear) function of the pre-standardization variance \(V_j^x\), and does not depend on any other moment of the pre-standardization distribution:

\[
V_j^y = \left(\frac{\sigma}{\sigma^*}\right)^2 V_j^x.
\]

The variance is seldom used as an inequality measure because it is scale-dependent: It increases with the mean. It also fails the transfer sensitivity axiom, by placing greater weight on transfers higher up the distribution than to those lower down. While these are not trivial concerns, it appears to us that in the context of distributions of educational achievement, they are less severe than violating either the transfer principle itself (like the percentile based measures) or ordinal invariance in the standardization, which allows an apparently innocuous operation to fundamentally alter distributional rankings. The variance (and the standard deviation, of course) is a meaningful measure of inequality in the precise sense that it satisfies axioms (i)-(iii) above. The variance is also additively decomposable, and shares of the variance obtained from some such decompositions can be shown to be cardinally invariant to standardization, as discussed in the next section. These properties will prove instrumental in adapting an intuitive measure of inequality of opportunity to the context of education.

It should be noted that ordinal invariance is not a mere theoretical curiosity. For the countries listed in Table 1, country rankings for inequality in achievement in Mathematics differ considerably if one uses the variance (which preserves the original ordering) or the (relative) Gini coefficient (which does not). As an example, consider the positions of Mexico and Germany: Mexico is ranked the 15th most unequal country by the Gini, but only 44th most unequal by the variance. Germany has the 8th highest variance, but 22nd highest Gini.12

10. The absolute Gini coefficient, of course, is the standard (relative) Gini index scaled up by the mean.

11. An alternative ordinally invariant measure is the ratio of the within-country variance to the overall variance in the pooled sample of countries. This measure would also preserve cardinality. We are grateful to an anonymous referee for pointing this out.

12. The detailed comparison is available from the authors upon request.
For these reasons, we adopt the variance and the standard deviation as our basic measures of inequality of educational achievement. Because users of this kind of data are generally more comfortable with the standard deviation than its square, this is the variable we report. Columns 3-11 in Table 1 present the mean and standard deviation (S.D.) of the standardized test scores in reading, math, and science, in that order, for all 57 countries in the 2006 PISA surveys. The column immediately to the right of each S.D. column reports its bootstrapped standard error. Among the countries with higher inequality in math scores are Western European countries such as Austria, Belgium, France, Germany, and Italy; East European ones such as Czech Republic and Bulgaria, Latin American countries such as Argentina and Uruguay, but also Israel and Taiwan, China. Among the ones with lower inequality in achievements are other European countries such as Croatia, Denmark, Estonia, Finland, Ireland, and Latvia; but also Asian countries such as Indonesia, Thailand, and Jordan. Countries such as the UK, Japan, and the United States take intermediate rankings.13

Sample Selection Issues

Although we have established that the country ranking that can be derived from Table 1 is ordinally equivalent to the pre-standardization ranking, the issue of PISA sample selection remains a potential problem. As noted in Section 2, coverage rates range from a low of 0.47 in Turkey, to 1.02 in Switzerland.14 Selection would not be a problem if one were interested exclusively in the performance of 15 year-olds that are in school, and within a reasonable range of their expected grade of attendance. But this is likely to be an excessively narrow prism through which to assess a country’s educational system and—even more so—to make international comparisons. Consider the example of two hypothetical “educational strategies,” illustrated by countries A and B, which have identical distributions of school and family characteristics, as well as of underlying ability in the population of 15 year-olds. Country A seeks to be inclusive, and allocates resources towards retaining as many students as possible in school, and towards promoting learning by those with the lowest demonstrated achievement. Country B, on the other hand, actively discourages enrollment by those with lower ability, and seeks to retain only the top half of performers in school by age 15. Looking only at the test scores for the samples of enrolled fifteen year-olds will naturally suggest that Country B has both a higher mean and a lower variance than country A, and thus a superior educational system altogether.

13. The inequality measures obtained for Azerbaijan seem particularly small and place the country as an outlier in all the analyses. It is unclear how much of this is due to the data collection procedures in this country, but such a different pattern is not likely due to real differences only.

14. One presumes that coverage rates in excess of 1.00 must be due either to statistical discrepancies in the estimates of 15 year-olds in the total population, or to errors of inclusion in the sample of test-takers.
This is not to suggest, of course, that Brazil, Indonesia, Mexico, Turkey, or any of the other countries with low coverage rates in Table 1 actively pursue an exclusionary strategy like that of hypothetical country B. But dropping out and lagging behind are, nevertheless, extremely likely to be selective processes, in the sense that they are correlated with family and student characteristics that also affect test scores. If one is interested in comparing the educational achievement of the population of fifteen year-olds across countries, therefore, the PISA samples suffer from selection bias.

Correcting for such biases is never simple, and even less so when non-participants are not observed at all in the sample (unlike, say, when seeking to correct for labor force participation on the basis of surveys that contain information on both earners and non-participants). While we do not offer a sample selection bias correction procedure for all countries in the PISA sample in this paper, we propose a simple two-sample non-parametric mechanism for assessing the sensitivity of our inequality measures to alternative assumptions about the sample selection process.

Denote the (density of the) distribution of test scores \( y \) in a particular country \( j \) by \( f_j(y) \). Consider a vector of covariates \( X \) that is observed both in the PISA sample and in an ancillary household survey, which is representative of the full population of 15 year-olds. Note that the density of test scores in the PISA sample can be written as:

\[
f_j(y) = \int \int \Phi_j(y, X) dX = \int \int g_j(y|X) \phi_j(X) dX. \tag{7}
\]

In (7), \( \Phi \) denotes the joint distribution of \( y \) and \( X \), \( g \) denotes the conditional distribution of \( y \) on \( X \), and \( \phi \) denotes the joint density of the covariates in the vector \( X \).\(^\text{15}\) If the joint density of the observable covariates \( X \) in a particular survey for country \( j \) is written \( \phi_j(X|s = \text{survey}) \), then our first proposed estimate for a test-score distribution (density) corrected for sample selection on observables is given by:

\[
f_j^{SO}(y) = \int \int g_j(y|X) \psi_j(X) \phi_j(X) dX \tag{8}
\]

where

\[
\psi_j(X) = \frac{\phi_j(X|s = \text{HH})}{\phi_j(X|s = \text{PISA})}. \tag{9}
\]

\(^{15}\) The triple integral notation is short-hand for integrating out every element of \( X \), so that there are as many integrals as there are elements in the vector of covariates common to both surveys. As it happens, in our application that dimension is three.
Equation (9) is simply the ratio of the density of fifteen year-olds whose observed characteristics $X$ take certain values, in the ancillary household survey (HH), to the density of fifteen year-olds with the exact same observed characteristics in the PISA survey. $\psi_j(X)$ is a re-weighting function exactly analogous to that used by DiNardo, Fortin and Lemieux (1996) to construct counterfactual income densities in their study of inequality in the US. Whereas DiNardo et al. use the ratio of densities across different years (of the same survey), we use the ratio of densities across different surveys (for the same year). To the extent that test-taking (i.e. being in the PISA sample) is correlated with observed covariates in $X$, the counterfactual distribution in (8) should correct for the corresponding selection bias. In practice, this procedure was implemented by partitioning both the PISA and the ancillary household survey into cells with identical values for three observed covariates: gender, mother’s education, and father’s occupation, with the latter two variables classified as in Section 2. The ratios of densities in each cell in these partitions were used to construct the reweighting function (Equation 9), and both the S.D. and the IOp measures were computed over the counterfactual density of scores given by (8).

This procedure assumes that selection into the PISA sample is fully explained by observable variables, such as gender and family background. While such variables are likely to play a role in selection, it is also likely that other, unobserved variables do too. Within the set of girls with mothers with no formal education and fathers who work in agriculture, for example, it is possible that a higher proportion of high-ability students than low-ability students stay in school long enough to enter the PISA sample. This kind of selection would imply that equation (8) may overstate the achievement of those students who are counterfactually “brought back into” the sample: Simple re-weighting effectively assigns all those out-of-sample students the same scores obtained by students similar to them (in terms of the variables in $X$). If they are, in fact, likely to perform somewhat less well because of unobserved differences, the procedure overstates their true performance.

By its very nature, of course, selection on unobservables is harder to account for. The ancillary household surveys used to construct the reweighting function do not contain information on test scores. To provide another sensitivity test for the possible magnitude of sample selection bias driven by unobservables, we consider the (rather extreme) assumption that all those students who are counterfactually “re-introduced” into the PISA sample by the above procedure—a proportion given by $\psi_j(X) - 1$, for each $X$—do no better than those who are actually in the sample. In practice, we ascribe to them the lowest observed score for their cell in the partition.

---

16. The superscript SO stands for selection on observables.

17. Surveys were thus partitioned into 24 cells. Given the sample sizes reported earlier, particularly for Turkey’s HBS and, to a lesser extent, Mexico’s ENIGH, it was not possible to further refine the partition by using additional covariates.
In order to provide a sense of how sensitive our estimates of educational inequality (reported in Table 1) might be to sample selection, Table 3 reports the results of both of the above scenarios for the four countries with the lowest PISA coverage ratios in Table 1. To economize on space, Table 3 reports the effects of these ‘selection correction’ procedures both on the standard deviation of test scores and on our measure of inequality of educational opportunity, which is introduced in the next section. The first three columns report these measures (and standard errors) for the uncorrected, original PISA sample, for reading, math and science respectively. The next three report estimates for the correction that assumes selection on observables only (equation 8), and the final three for the correction that assumes selection on unobservables (with no common support).

The results in Table 3 provide a mixed message. Somewhat surprisingly, both inequality of achievement (measured by the standard deviation) and inequality of opportunity seem to be quite robust to selection on observables, despite very low coverage rates (of approximately 50% in these four countries). While this is encouraging, the same cannot be said for the estimates for selection on unobservables. Under these (admittedly extreme) assumptions, inequality in achievement increases by between 44% in Turkey and 92% in Mexico. Inequality of educational opportunity also rises in all countries, except Mexico.

It is possible to interpret these results as comforting, if one chooses to focus on the relative robustness of the measures to selection on observables, even in countries where PISA coverage is lowest. It seems likely that, if these observed variables account for most of the sample selection process, the estimates of educational inequality in Table 1 are robust for all countries. The fact that those estimates are sensitive to selection on unobservables can be minimized by the strength of the “no common support” assumption that assigns the very lowest grade in each cell to all those students counterfactually added to the sample.

Yet, it would probably be wiser to interpret the results from Table 3 as providing grounds for caution. We simply do not know how much selection into the PISA sample takes place on the basis of variables other than gender, mother’s education and father’s occupation. Until more is known about the composition of the group of fifteen year-olds that is excluded from the PISA sample, the possibility remains that inequality in countries with low coverage is underestimated. Investigation of that group of teenagers would seem like an important—but so far neglected—area of study for those interested in the distribution of educational achievement, particularly in developing countries.

### III. A Measure of Inequality of Educational Opportunity

At least as important as the total level of inequality in educational achievement is the question of how much of that inequality is explained by pre-determined circumstances, which individuals simply inherit, rather than controlling. While many may find some inequality in achievement—that might reflect differences in effort, or perhaps even differences in innate ability—quite acceptable, it is
common to come across arguments against unequal opportunities among students. These are differences in achievement that do not reflect the choices or actions of today’s students, but only inherited circumstances beyond their control. That such inequalities are morally objectionable is today a dominant view among social justice theorists. See, for example, Cohen (1989), Dworkin (1981), Roemer (1998) and Fleurbaey (2008) for some of the classic references. There is also a positive argument against the inheritance of educational inequality, namely that if scarce opportunities for educational investment are allocated on some basis other than talent – such as inherited wealth, for example – this will lead to an inefficient allocation of resources.¹⁸

The applied literature on the measurement of inequality of opportunity has focused primarily on opportunities for the acquisition of income, but there is

¹⁸. See, e.g. Fernández and Gali (1999).

---

**Table 3. Inequality of Achievement and Opportunity in Low-Coverage Countries: Sensitivity to Different Assumptions on Selection into the PISA Sample**

<table>
<thead>
<tr>
<th>Country</th>
<th>PISA Population without any correction</th>
<th>Correction assuming selection on observables</th>
<th>Correction assuming strong selection on unobservables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reading</td>
<td>Math</td>
<td>Science</td>
</tr>
<tr>
<td>Turkey</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inequality (SD)</td>
<td>92.90</td>
<td>93.24</td>
<td>83.20</td>
</tr>
<tr>
<td>IOp</td>
<td>0.251</td>
<td>0.241</td>
<td>0.249</td>
</tr>
<tr>
<td>Brazil</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inequality (SD)</td>
<td>102.46</td>
<td>92.02</td>
<td>89.28</td>
</tr>
<tr>
<td>IOp</td>
<td>0.268</td>
<td>0.318</td>
<td>0.286</td>
</tr>
<tr>
<td>Mexico</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inequality (SD)</td>
<td>95.68</td>
<td>85.27</td>
<td>80.70</td>
</tr>
<tr>
<td>IOp</td>
<td>0.278</td>
<td>0.261</td>
<td>0.271</td>
</tr>
<tr>
<td>Indonesia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inequality (SD)</td>
<td>74.79</td>
<td>80.01</td>
<td>70.06</td>
</tr>
<tr>
<td>IOp</td>
<td>0.250</td>
<td>0.237</td>
<td>0.220</td>
</tr>
</tbody>
</table>

**Notes:** IOp denotes the measure of inequality of educational opportunity, defined in equation (13). It is the share of the total variance in test scores which is accounted for by the student’s pre-determined circumstance variables. Source: Authors’ analysis based on data described in the text.

¹⁸. See, e.g. Fernández and Gali (1999).
no reason it cannot be adapted to the space of educational achievement. Two main approaches characterize that empirical literature. Both approaches begin by seeking agreement on a set of individual characteristics which are beyond the individual’s control, and for which he or she cannot be held responsible. These variables are known as ‘\textit{circumstances}’. Once a vector $C$ of circumstances has been agreed upon, society can be partitioned into groups with identical circumstances. Formally, such a partition is given by a set of \textit{types}: \( \Pi = \{ T_1, T_2, \ldots, T_K \} \), such that \( T_1 \cup T_2 \cup \cdots \cup T_K = \{1, \ldots, N\} \), \( T_i \cap T_k = \emptyset, \forall i, k \), and the vectors \( C_i = C_j, \forall i, j | i \in T_k, j \in T_k, \forall k \).

Given such a partition, the two approaches differ in how they define the benchmark of equality of opportunity. In the \textit{ex-ante} approach, associated with van de Gaer (1993), the opportunity set faced by each type is evaluated, and equality of opportunity is attained when there is perfect equality in those values across all types. In practice, researchers have often used the mean income (or achievement) of the type as an estimate of the value of the opportunity set they face. Since equality of opportunity would imply equality in means across types, inequality of opportunity is then naturally seen as some measure of between-type inequality.

In the \textit{ex-post approach}, associated with Roemer (1998), equality of opportunity obtains only when individuals exerting the same degree of effort, regardless of their circumstances, receive the same reward. Under certain assumptions, this amounts to requiring equality in the full conditional outcome distributions across all types. Inequality of opportunity would, in this case, best be captured by the (appropriately weighted) sum of inequality within groups characterized by the same degree of effort.\(^20\) The two approaches are closely related but, for any society with a given joint distribution of achievement and circumstance variables, they yield different answers to the question “How much inequality of opportunity is there?” See Fleurbaey and Peragine (2012) for a formal discussion of the relationship between the two approaches.

In what follows, we adapt the \textit{ex-ante} approach employed by Ferreira and Gignoux (2011a) to the distributions of test scores described earlier.\(^21\) These authors propose to measure inequality of opportunity (\textit{IOp}) by between-type inequality. Specifically:

\[
\theta_{\text{IOp}} = \frac{I(\{\mu^k\})}{I(y)}
\]

19. Indeed Checchi and Peragine (2005), the working paper version of their 2010 paper, do apply the concept to educational achievement measures. See also Gamboa and Waltenberg (2012) for a more recent treatment.

20. Under the standard Roemerian assumptions, these groups are Checchi and Peragine’s (2010) ‘\textit{tranches}’.

where \( \{ \mu^k_i \} \) is the smoothed distribution corresponding to the distribution \( y \) and the partition \( \Pi \).

Naturally, \( \theta_{I_{Op}} \) can be computed non-parametrically by means of a standard between-group inequality decomposition (provided the chosen inequality index \( I() \) is properly decomposable). However, this procedure is data-intensive when the vector \( C \) is large. As the partition becomes finer, cells become small and sparsely populated, and the precision of the estimates of cell means declines, giving rise to an upwards bias in the estimation of \( \theta_{I_{Op}} \). Following Bourguignon et al. (2007), Ferreira and Gignoux (2011a) then propose a parametric alternative for \( \theta_{I_{Op}} \), based on an OLS regression of \( y \) on \( C \):

\[
\hat{\theta}_{I_{Op}} = \frac{I(C_i \hat{\beta})}{I(y)}.
\]

(11)

\( \hat{\beta} \) in (11) is the OLS estimate of the regression coefficients in a simple regression of \( y \) on \( C \):

\[
y_i = C_i \beta + \eta_i.
\]

(12)

In (11), \( C_i \hat{\beta} \) denotes the vector of predicted test scores from regression (12). Under the maintained assumption of a linear relationship between achievement and circumstances, this vector is equivalent to the smoothed distribution, since all individuals with identical circumstances are assigned their conditional mean scores.

Because of its unique path-independent decomposability properties, Checchi and Peragine (2010) and Ferreira and Gignoux (2011a) both use the mean logarithmic deviation as the inequality index \( I() \). However, as shown above, the mean log deviation is not ordinally invariant in the standardization to which test scores are submitted, and it is therefore unsuitable for use in the present context. Following the discussion in Section 3, we use the simple variance as our inequality index \( I() \). This choice yields our proposed measure of inequality of educational opportunity, as a special case of (11):

\[
\hat{\theta}_{I_{Op}} = \frac{\text{Var}(C_i \hat{\beta})}{\text{Var}(y_i)}.
\]

(13)

This index has a number of attractive features. First, it is extremely simple to calculate: It is simply the \( R^2 \) of an OLS regression of the child’s test score on a vector \( C \) of individual circumstances. In our application to the PISA data sets, \( C \) includes the following ten variables: gender, father’s and mother’s education, father’s occupation, language spoken at home, migration status, access to

22. A smoothed distribution is obtained from a vector \( y \) and a partition \( \Pi \) by replacing each element of \( y \) in a given cell \( T_k \) with the mean value of \( y \) in its cell, \( \mu^k \). See Foster and Shneyerov (2000).
books at home, durables owned by the households, cultural items owned, and the location of the school attended.

Second, despite its simplicity, it is a very meaningful summary statistic. It is a parametric approximation to the lower bound on the share of overall inequality in educational achievement that is explained by pre-determined circumstances. A formal proof is provided by Ferreira and Gignoux (2011). But the basic intuition is to note that (12) can be seen as the reduced form of a (linearized version of a) model such as:

\[ y = f(C, E, u) \]  
\[ E = g(C, v). \]  

In (14) and (15), \( y \) denotes achievement, and \( C \) denotes the vector of circumstances, as before. \( E \) denotes a vector of efforts: all variables that affect achievement and over which individuals do have some measure of control. \( u \) and \( v \) denote random shocks or innovations. Because 15 year-olds may conceivably affect the choice of school they attend, the class they are assigned to, and thus the teachers they interact with, all school characteristic variables, for example, are included in \( E \). So are any direct measures of the student’s own efforts in preparing for exams, for instance. Of course, efforts \( E \) can be influenced by circumstances \( C \), but the reverse cannot happen. Variables can only be treated as circumstances if they are pre-determined and entirely exogenous to the individual.

Now return to (12) as a linearized reduced form of (14)-(15). We know that circumstances \( C \) are economically exogenous to \( y \). We also know that all effort \((E)\) variables (whether or not one could observe them in the data) are omitted deliberately: \( \hat{\beta} \) is intended to capture the reduced-form effect of circumstances – both directly and through efforts. Since all relevant factors are classified into either circumstances or efforts, the only sources of bias to the estimates of \( \hat{\beta} \) are omitted, unobserved circumstance variables. Although the observed vector \( C \) is economically exogenous, it may not be exogenous in the (econometric) sense that its components may be correlated with other (unobserved and thus omitted) circumstance variables. Individual elements of the vector \( \hat{\beta} \) suffer from these omitted variable biases, and cannot be interpreted as causal estimates of the individual impact of a particular circumstance on test scores.

If one is interested, however, on the total joint effect of all circumstances on achievement and, more specifically, on the share of variation in \( y \) that is causally explained by the overall effect of circumstances (operating both directly and through efforts), then the \( R^2 \) of (12) - our \( \hat{\theta}_{IOP} \) - yields a valid lower bound for the object of interest. By construction, the only missing variables in (12) are other circumstances. If any were added, \( \hat{\theta}_{IOP} \) might rise, but it cannot fall. While individual coefficients in \( \hat{\beta} \) may be biased, \( \hat{\theta}_{IOP} \) is a lower bound estimate of the joint causal effect of all circumstances on achievement, and thus an appropriate
measure of inequality of opportunity. A formal proof is provided by Ferreira and Gignoux (2011a), for the perfectly analogous case of incomes.\textsuperscript{23}

A third attractive feature of (13) is that it allows for the use of more information on circumstances than previous studies, which typically rely on a smaller set of background variables, and thus capture a more limited share of heterogeneity in family resources. Schultz, Ursprung and Wossmann (2008), for example, focus on the number of books at home. Macdonald et al. (2010) look at the effect of gender and an index of household wealth but ignore, for example, information on parental education and occupation. Gamboa and Waltenberg (2012) see inequality of opportunity as determined by gender, parental education, and school type (public or private), which they treat as a circumstance. We consider the joint effect of all of these circumstances, and more.

A fourth attractive feature of $\hat{\theta}_{\text{IOp}}$ as a measure of inequality of educational opportunity is that, unlike any measure of the level of inequality (see Remark 1 above), it is a parametric estimator of a ratio (equation 10) that is cardinally invariant in the standardization of test scores. To see this, note that any subgroup mean is affected by standardization in a manner analogous to equation (3), so that:

$$\text{Var}\{\mu_{i}^{k}(y)\} = \left(\frac{\hat{\sigma}}{\sigma}\right)^{2} \text{Var}\{\mu_{i}^{k}(x)\}.$$ (16)

Given (16) and equation (6), it follows that $\theta_{\text{IOp}} = \text{Var}\left\{\left\{\mu_{i}^{k}(y)\right\}\right\}/\text{Var}(y) = \text{Var}\left\{\left\{\mu_{i}^{k}(x)\right\}\right\}/\text{Var}(x)$.

A fifth attractive feature of this IOp measure is that it is neatly decomposable into components for each individual variable in the vector $C$. Equation (13) can be rewritten as:

$$\hat{\theta}_{\text{IOp}} = (\text{var } y)^{-1} \left[ \sum_{j} \beta_{j}^{2} \text{var } C_{j} + \frac{1}{2} \sum_{k} \sum_{j} \beta_{k} \beta_{j} \text{cov}(C_{k}, C_{j}) \right].$$ (17)

This in turn can be written as the sum over all elements (denoted by $j$) of the $C$ vector:

$$\hat{\theta}_{\text{IOp}} = \sum_{j} \hat{\theta}_{j} = \sum_{j} (\text{var } y)^{-1} \left[ \beta_{j}^{2} \text{var } C_{j} + \frac{1}{2} \sum_{k} \beta_{k} \beta_{j} \text{cov}(C_{k}, C_{j}) \right].$$ (18)

\textsuperscript{23} Note, however, the implication that the cross-country comparisons reported in this paper are comparisons of that lower-bound measure. If additional circumstance variables were observed across all of these countries, those rankings might change.
This decomposition is an example of a Shapley-Shorrocks decomposition: it corresponds to the average between two alternative paths for estimating the contribution of a particular circumstance $C_j$ to the overall variance. In the first (direct) path, all $C_j$, $j \neq J$ are held constant. In the second (residual) path, $C_j$ is itself held constant, and its contribution is taken as the difference between the total variance and the ensuing variance. Either path is conceptually valid, and the Shapley-Shorrocks averaging procedure yields (18) as the path-independent additive decomposition.\(^{24}\)

Finally, $\hat{\theta}_{IOp}$ can be seen as isomorphic to a measure of intergenerational persistence of inequality, itself the converse of a measure of educational mobility.\(^{25}\)

In the canonical Galton regression of a child’s outcome ($y_{it}$) on the parent’s outcome ($y_{i,t-1}$):

$$y_{it} = \beta y_{i,t-1} + e_{it}$$

(19)

the coefficient $\beta$ is sometimes used as measure of persistence, and $1-\beta$ as a measure of mobility. An alternative that gives equal weight to the variance in both father’s and son’s distributions is the $R^2$ of (19) which is, of course, also the square of the correlation coefficient between the two outcomes in the population. If one were to replace the parent’s outcome $y_{i,t-1}$ with a vector of parental or family background variables, (19) would transform into something very close to (12), and the $R^2$ measure of immobility into our measure of inequality of opportunity, $\hat{\theta}_{IOp}$. Indeed, the only pre-determined circumstance among the ten variables previously listed which is not a family background variable is the child’s own gender. Apart from the child’s own gender, one could see $\hat{\theta}_{IOp}$ as a measure of intergenerational persistence, or immobility, in which the missing value for the parent’s own test scores, $y_{i,t-1}$, is replaced with a proxy vector of family background circumstances, $C_i$.

Having separately regressed test scores for each subject (in each country) on the vector $C$ (equation 12), and computed the $R^2$ of each regression to obtain $\hat{\theta}_{IOp}$, we report them on Table 4. These are our estimates of the inequality of educational opportunity (IOp) given by equation (13). They range between 0 and 1, and can be interpreted straightforwardly as a lower-bound on the share of the total variance in educational achievement that is accounted for by

---

24. See Shorrocks (1999) for the original application of the Shapley value to distributional decompositions. Ferreira et al. (2011) provide a formal proof that (18) is the Shapley-Shorrocks decomposition of the variance into the effects of individual circumstances.

25. Mobility is a multifaceted concept, and there are many distinct measures of it, often attempting to capture different aspects of “movement” across distributions. See Fields and Ok (1996) for a discussion. In the present context, we adopt a view of mobility as time- or origin-independence. See also Shorrocks (1978). Persistence would therefore correspond to the concept of origin-dependence, which is closely related to the notions of inequality of opportunity in both van de Gaer (1993) and Roemer (1998).
### Table 4. Inequality of Educational Opportunity for Three PISA Subjects

<table>
<thead>
<tr>
<th>Country</th>
<th>IOp Reading</th>
<th>Standard Error (Reading IOp)</th>
<th>IOp Mathematics</th>
<th>Standard Error (Math IOp)</th>
<th>IOp Science</th>
<th>Standard Error (Science IOp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia &amp; North Africa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>0.173</td>
<td>0.028</td>
<td>0.044</td>
<td>0.012</td>
<td>0.112</td>
<td>0.024</td>
</tr>
<tr>
<td>Hong Kong SAR, China</td>
<td>0.177</td>
<td>0.016</td>
<td>0.154</td>
<td>0.016</td>
<td>0.166</td>
<td>0.018</td>
</tr>
<tr>
<td>Indonesia</td>
<td>0.250</td>
<td>0.038</td>
<td>0.237</td>
<td>0.042</td>
<td>0.220</td>
<td>0.045</td>
</tr>
<tr>
<td>Israel</td>
<td>0.197</td>
<td>0.018</td>
<td>0.206</td>
<td>0.019</td>
<td>0.195</td>
<td>0.016</td>
</tr>
<tr>
<td>Japan</td>
<td>0.206</td>
<td>0.017</td>
<td>0.203</td>
<td>0.020</td>
<td>0.189</td>
<td>0.016</td>
</tr>
<tr>
<td>Jordan</td>
<td>0.346</td>
<td>0.024</td>
<td>0.272</td>
<td>0.024</td>
<td>0.271</td>
<td>0.019</td>
</tr>
<tr>
<td>Korea</td>
<td>0.214</td>
<td>0.022</td>
<td>0.209</td>
<td>0.021</td>
<td>0.173</td>
<td>0.019</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>0.314</td>
<td>0.023</td>
<td>0.306</td>
<td>0.027</td>
<td>0.269</td>
<td>0.023</td>
</tr>
<tr>
<td>Macao-China</td>
<td>0.127</td>
<td>0.012</td>
<td>0.102</td>
<td>0.009</td>
<td>0.111</td>
<td>0.008</td>
</tr>
<tr>
<td>Qatar</td>
<td>0.309</td>
<td>0.010</td>
<td>0.254</td>
<td>0.009</td>
<td>0.264</td>
<td>0.009</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>0.238</td>
<td>0.021</td>
<td>0.165</td>
<td>0.020</td>
<td>0.183</td>
<td>0.020</td>
</tr>
<tr>
<td>China Taipei</td>
<td>0.300</td>
<td>0.017</td>
<td>0.275</td>
<td>0.022</td>
<td>0.281</td>
<td>0.019</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.325</td>
<td>0.023</td>
<td>0.230</td>
<td>0.021</td>
<td>0.265</td>
<td>0.022</td>
</tr>
<tr>
<td>Tunisia</td>
<td>0.215</td>
<td>0.024</td>
<td>0.273</td>
<td>0.031</td>
<td>0.191</td>
<td>0.026</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.251</td>
<td>0.026</td>
<td>0.241</td>
<td>0.033</td>
<td>0.249</td>
<td>0.032</td>
</tr>
<tr>
<td>Latin America</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>0.289</td>
<td>0.024</td>
<td>0.315</td>
<td>0.007</td>
<td>0.312</td>
<td>0.026</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.268</td>
<td>0.020</td>
<td>0.318</td>
<td>0.005</td>
<td>0.286</td>
<td>0.021</td>
</tr>
<tr>
<td>Chile</td>
<td>0.248</td>
<td>0.022</td>
<td>0.330</td>
<td>0.001</td>
<td>0.299</td>
<td>0.021</td>
</tr>
<tr>
<td>Colombia</td>
<td>0.181</td>
<td>0.018</td>
<td>0.216</td>
<td>0.007</td>
<td>0.193</td>
<td>0.018</td>
</tr>
<tr>
<td>Mexico</td>
<td>0.278</td>
<td>0.024</td>
<td>0.261</td>
<td>0.002</td>
<td>0.271</td>
<td>0.024</td>
</tr>
<tr>
<td>Uruguay</td>
<td>0.221</td>
<td>0.015</td>
<td>0.245</td>
<td>0.004</td>
<td>0.248</td>
<td>0.012</td>
</tr>
<tr>
<td>Australia</td>
<td>0.199</td>
<td>0.010</td>
<td>0.153</td>
<td>0.009</td>
<td>0.164</td>
<td>0.009</td>
</tr>
<tr>
<td>Canada</td>
<td>0.242</td>
<td>0.011</td>
<td>0.211</td>
<td>0.011</td>
<td>0.207</td>
<td>0.010</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0.276</td>
<td>0.013</td>
<td>0.241</td>
<td>0.012</td>
<td>0.269</td>
<td>0.013</td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern Europe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulgaria</td>
<td>0.377</td>
<td>0.028</td>
<td>0.331</td>
<td>0.030</td>
<td>0.364</td>
<td>0.030</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0.296</td>
<td>0.021</td>
<td>0.268</td>
<td>0.019</td>
<td>0.279</td>
<td>0.020</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.271</td>
<td>0.013</td>
<td>0.206</td>
<td>0.013</td>
<td>0.208</td>
<td>0.012</td>
</tr>
<tr>
<td>Croatia</td>
<td>0.297</td>
<td>0.017</td>
<td>0.222</td>
<td>0.015</td>
<td>0.239</td>
<td>0.014</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.345</td>
<td>0.023</td>
<td>0.326</td>
<td>0.022</td>
<td>0.326</td>
<td>0.019</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.318</td>
<td>0.017</td>
<td>0.279</td>
<td>0.017</td>
<td>0.262</td>
<td>0.016</td>
</tr>
<tr>
<td>Latvia</td>
<td>0.254</td>
<td>0.017</td>
<td>0.201</td>
<td>0.020</td>
<td>0.187</td>
<td>0.016</td>
</tr>
<tr>
<td>Montenegro</td>
<td>0.252</td>
<td>0.013</td>
<td>0.223</td>
<td>0.012</td>
<td>0.197</td>
<td>0.011</td>
</tr>
<tr>
<td>Poland</td>
<td>0.275</td>
<td>0.014</td>
<td>0.241</td>
<td>0.013</td>
<td>0.241</td>
<td>0.014</td>
</tr>
<tr>
<td>Romania</td>
<td>0.301</td>
<td>0.026</td>
<td>0.313</td>
<td>0.028</td>
<td>0.310</td>
<td>0.027</td>
</tr>
<tr>
<td>Serbia</td>
<td>0.311</td>
<td>0.018</td>
<td>0.276</td>
<td>0.017</td>
<td>0.255</td>
<td>0.016</td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>0.292</td>
<td>0.026</td>
<td>0.317</td>
<td>0.030</td>
<td>0.297</td>
<td>0.024</td>
</tr>
<tr>
<td>Slovenia</td>
<td>0.336</td>
<td>0.018</td>
<td>0.263</td>
<td>0.016</td>
<td>0.268</td>
<td>0.014</td>
</tr>
<tr>
<td>Western Europe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>0.296</td>
<td>0.019</td>
<td>0.300</td>
<td>0.020</td>
<td>0.324</td>
<td>0.022</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.335</td>
<td>0.015</td>
<td>0.329</td>
<td>0.018</td>
<td>0.338</td>
<td>0.015</td>
</tr>
<tr>
<td>Switzerland</td>
<td>0.313</td>
<td>0.013</td>
<td>0.282</td>
<td>0.013</td>
<td>0.322</td>
<td>0.012</td>
</tr>
<tr>
<td>Germany</td>
<td>0.368</td>
<td>0.021</td>
<td>0.351</td>
<td>0.018</td>
<td>0.352</td>
<td>0.019</td>
</tr>
</tbody>
</table>

(continued)
pre-determined circumstances (gender and family background) in each country. Bootstrapped standard errors are reported next to each IOp measure. The IOp estimates range between 12.7% and 38.8% of the total variance of test scores in reading; between 4.4% (10.2% excluding the outlier Azerbaijan) and 35.1% of the variance of test scores in math; and between 11.1% and 37.9% in Science.26

No clear regional pattern emerges from the estimates presented in Table 4. Among the countries with the highest levels of inequality of opportunity, with shares above 30%, are Western European countries (such as Belgium, France, and Germany) but also Eastern European countries (such as Bulgaria and Hungary), and Latin American countries (such as Argentina, Brazil and Chile). Among the countries with the lowest IOp, with shares below 20%, are Asian countries (such as Azerbaijan, Macao (China), and Hong Kong SAR, China), Nordic countries (such as Finland, Iceland, and Norway), Russia, Australia and Italy. The United States, the UK, and Spain lie in an intermediate range, with shares close to 25%.

One can use these results to make specific comparisons. For example, the degree of inequality of educational opportunity seems to be significantly higher in a few large European countries, such as France and Germany, than in the

<table>
<thead>
<tr>
<th>Country</th>
<th>IOp Reading</th>
<th>Standard Error (Reading IOp)</th>
<th>IOp Mathematics</th>
<th>Standard Error (Math IOp)</th>
<th>IOp Science</th>
<th>Standard Error (Science IOp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denmark</td>
<td>0.229</td>
<td>0.015</td>
<td>0.219</td>
<td>0.014</td>
<td>0.249</td>
<td>0.017</td>
</tr>
<tr>
<td>Spain</td>
<td>0.243</td>
<td>0.013</td>
<td>0.239</td>
<td>0.012</td>
<td>0.258</td>
<td>0.013</td>
</tr>
<tr>
<td>Finland</td>
<td>0.247</td>
<td>0.014</td>
<td>0.179</td>
<td>0.010</td>
<td>0.167</td>
<td>0.011</td>
</tr>
<tr>
<td>France</td>
<td>0.305</td>
<td>0.019</td>
<td>0.335</td>
<td>0.019</td>
<td>0.345</td>
<td>0.018</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.274</td>
<td>0.014</td>
<td>0.258</td>
<td>0.012</td>
<td>0.275</td>
<td>0.012</td>
</tr>
<tr>
<td>Greece</td>
<td>0.261</td>
<td>0.023</td>
<td>0.228</td>
<td>0.022</td>
<td>0.245</td>
<td>0.019</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.259</td>
<td>0.018</td>
<td>0.235</td>
<td>0.017</td>
<td>0.240</td>
<td>0.016</td>
</tr>
<tr>
<td>Iceland</td>
<td>0.234</td>
<td>0.009</td>
<td>0.167</td>
<td>0.009</td>
<td>0.184</td>
<td>0.009</td>
</tr>
<tr>
<td>Italy</td>
<td>0.207</td>
<td>0.015</td>
<td>0.178</td>
<td>0.014</td>
<td>0.206</td>
<td>0.014</td>
</tr>
<tr>
<td>Liechtenstein</td>
<td>0.388</td>
<td>0.031</td>
<td>0.323</td>
<td>0.034</td>
<td>0.379</td>
<td>0.030</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>0.344</td>
<td>0.008</td>
<td>0.291</td>
<td>0.008</td>
<td>0.328</td>
<td>0.009</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.247</td>
<td>0.022</td>
<td>0.271</td>
<td>0.023</td>
<td>0.283</td>
<td>0.023</td>
</tr>
<tr>
<td>Norway</td>
<td>0.271</td>
<td>0.016</td>
<td>0.195</td>
<td>0.014</td>
<td>0.220</td>
<td>0.018</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.303</td>
<td>0.021</td>
<td>0.274</td>
<td>0.019</td>
<td>0.267</td>
<td>0.020</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.265</td>
<td>0.014</td>
<td>0.233</td>
<td>0.012</td>
<td>0.250</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Notes: IOp denotes the measure of inequality of educational opportunity, defined in equation (13). It is the share of the total variance in test scores which is accounted for by the student’s pre-determined circumstance variables.

Source: Authors’ analysis based on data from PISA 2006.

26. If one were interpreting these shares as proxies for the persistence measure given by the $R^2$ of (19), one should note that the numbers correspond to squares of the correlation coefficient. The square root of IOp for mathematics scores, for example, ranges from 0.21 to 0.59.
United States. However, these inequalities are significantly lower in Nordic countries, such as Finland and Norway, or in Japan and Korea. Regarding developing economies, countries in Latin America tend to rank in the upper half of the distribution, while Asian countries, such as Indonesia and Thailand, rank in the lower half. Although the estimates are very imprecise for Indonesia, Thailand exhibits significantly lower inequalities than Latin American countries such as Brazil. The results for reading and science are not discussed in detail here, but IOp measures for the three subjects are highly correlated: The Spearman rank correlation coefficients for shares in Reading, Math and Science range from 0.75 to 0.92.

The absence of a clear geographical pattern in the cross-country distribution of inequality of educational opportunity is mirrored in the absence of a correlation between IOp and either the level of educational achievement, as measured by mean test scores, or the level of economic development, as measured by GDP per capita. Simple regressions of IOp in mathematics against both mean achievement in mathematics and GDP per capita yield insignificant coefficients. Scatter plots and some additional robustness analysis are presented in the working paper version of this article, Ferreira and Gignoux (2011b).

Ferreira and Gignoux (2011b) also report the exact decomposition of inequality of opportunity into partial shares by individual circumstance, described in equation (18). These partial shares are functions of individual regression coefficients from (12) which, as noted earlier, are likely to be biased. The partial shares reported in our working paper version should therefore not be interpreted causally in any way. They are useful only as a description of the variables underpinning the overall (lower-bound) measure of inequality of opportunity.

IV. A DESCRIPTIVE APPLICATION: CORRELATIONS BETWEEN IOp AND EDUCATION POLICIES

As an illustration of potential applications, we now briefly investigate the cross-country correlation between the measure of inequality of educational opportunity presented in the previous section and two specific educational policy variables: the distribution of public spending across different levels of the education system, and the extent of early tracking of pupils between general and vocational schools or classes.

The incidence of public spending in education and the allocation of financial resources among the different segments of the education system have been examined by various studies (e.g. Birdsall 1996; Castro-Leal et al. 1999; and Van de Walle and Nead 1995). Given that children with disadvantaged backgrounds tend to drop out from school earlier than others, the allocation of

27. GDP per capita is measured at purchasing power parity exchange rates, in 2006 US prices; the data are from the World Development Indicators (WDI) database.
resources to the primary level of schooling is generally thought more likely to be progressive.

The impacts of tracking policies on the efficiency and equity of educational systems are another example of education policies that have received considerable attention in recent studies (e.g. Ariga et al. 2006; Bertocchi and Spagat 2004; Brunello and Checchi 2007; Brunello et al. 2006; Hanushek and Woessman 2006; Jabukowski et al. 2010; Manning and Piskhe 2006; Pekkarinen et al. 2009). Theory does not provide clear-cut predictions for the effect of early tracking on educational achievements. On the one hand homogenous classrooms, and the associated specialization of teaching and curricula to the needs and abilities of specific students, could lead to efficiency gains. But on the other hand, disadvantaged groups might be harmed by unfavorable allocations of resources, including less well endowed schools, teacher sorting, peer effects, or differences in curricula. Moreover, since much of the early inequality in achievement—and thus the track placements themselves—are driven by differences in parental resources, a frequent concern has been that tracking might reinforce the effects of family background on educational achievements. I.e. that it might reduce inter-generational mobility, and exacerbate inequality of educational opportunity.

We briefly examine the correlation between our measure of IOp and these two policies, using data on the policy indicators from the UNESCO Institute for Statistics (UIS). Our indicator of the distribution of educational expenditures is the share of spending in primary schools—defined as the first ISCED level, corresponding to grades 1 to 6—in total public educational expenditure. The indicator of tracking is the share of technical or vocational enrollment at the secondary level (including lower and upper secondary or the second and third ISCED levels, usually corresponding to grades 7 to 12) in total enrollment at that level. The information on the distribution of education expenditure across levels is missing for six countries (Canada, Montenegro, Qatar, Russia, Serbia and Taiwan, China) and the information on the share of technical and vocational enrollment at the secondary level is missing in five countries (Latvia; Montenegro; Serbia; Taiwan, China; and the United States). Two other countries are excluded from the analysis: Liechtenstein and Luxembourg. The number of observations for Liechtenstein (339 examinees) makes the estimates of learning inequalities unreliable and Luxemburg is too much of an outlier in

28. Early tracking may also be costly in terms of the misallocation of students to tracks, and in terms of forgone versatility in the production of skills (Brunello and Checchi, 2007).

29. The data for 2006 correspond to the school year 2005-06 for countries where the school year laps over two calendar years.

30. As rightly noted by an anonymous referee, a preferable measure of tracking would focus exclusively on the proportion of students in vocational or technical tracks in lower (as opposed to both lower and upper) secondary education. Unfortunately, information on tracking at that more specific level is considerably scarcer: Of the 57 countries in PISA 2006 with information on enrollment at the lower secondary level in the UIS policy indicators data, 36 do not report enrollment in vocational or technical streams at that level.
terms of GDP per capita in 2006 (at about 69,000 US dollars, with the US in second place at 44,000 US dollars).

There is considerable variation in the share of expenditures allocated to the primary level of education in the remaining country sample. While the mean share is 27.0%, the lowest share is observed in Romania at 13.8% and the highest in Jordan at 41.7% (the first quartile is at 20.2% and the third quartile at 34.0%). Figure 1 provides an illustration of the relationship between the primary share of expenditures and IOp. The regression line and a 95% confidence interval for the mean are shown. Table 5 gives the tests of significance of

**Figure 1. Inequality of Educational Opportunity and Public Expenditure at the Primary Level**

![Figure 1. Inequality of Educational Opportunity and Public Expenditure at the Primary Level](image)

*Source: Authors’ analysis based on data from PISA 2006.*

| Table 5. Coefficients on the Primary Share of Public Education Expenditure in Regressions of IOp on that Variable; with and without Controls |
|-----------------------------------|-------------------|-------------------|-------------------|
|                                   | **Reading**       | **Math**          | **Science**       |
| No controls                       |                   |                   |                   |
| All countries                     | $-0.00217^{***}$ (0.00092) | $-0.00077$ (0.00112) | $-0.00152$ (0.00105) |
| Excluding outliers                | $-0.00300^{***}$ (0.00078) | $-0.00113$ (0.00101) | $-0.00172^{*}$ (0.00101) |
| Controlling for GDP and public expenditure in education per pupil |                   |                   |                   |
| All countries                     | $-0.00197^{**}$ (0.00087) | $-0.00013$ (0.00120) | $-0.00103$ (0.00113) |
| Excluding outliers                | $-0.00184^{***}$ (0.00072) | $-0.00181^{*}$ (0.00102) | $-0.00185^{*}$ (0.00108) |

*Notes: Regression coefficients of the share of public expenditure in education allocated to the primary level. Dependent variable: IOp in the subject at column header. Standard errors in parentheses. Where indicated, outliers are identified using the method proposed by Besley, Kuh and Welsch (1980). Data source: UNESCO Institute for Statistics database; $^{***}/**/*$: significant at 1/5/10%.
this relationship both without any controls (first panel) and controlling for per capita GDP and public education expenditure per pupil (second panel). Once outliers are excluded, significant negative correlations exist both for reading and science, with or without controls. For math, the negative correlation is only significant with controls. The coefficients lie between -0.001 and -0.003, indicating that an increase of 10 points in the share of resources allocated to primary schooling is associated with decreases of 1 to 3 points in inequality of educational opportunity.

There is also considerable heterogeneity in tracking in our country sample. The mean share is 20.8 percent and values range from 0.9% in Qatar to 51.4% percent in the Netherlands (the first quartile is at 12.9 and the third at 31.2). Figure 2 provides a scatter plot of the relationship between tracking and IOp in this sample, while Table 6 lists coefficients and standard errors, both without any controls (upper panel) and controlling for per capita GDP and public education expenditure per pupil (bottom panel). There is a clear pattern of significant positive relationships across all three subjects and both regression specifications, with the statistical significance being stronger in the specification with controls. Higher inequality of opportunity tends to be associated with higher shares of technical and vocational enrollment. The regression coefficients lie between 0.001 and 0.002, indicating that an increase of 10 points of the share of technical or vocational enrollments is associated with an increase of 1 to 2 points in inequality of opportunity.

**Figure 2. Inequality of Educational Opportunity and Tracking**

*Note:* Tracking is measured as the share of enrollment in technical or vocational curricula at the secondary level.

*Source:* Authors’ analysis based on data from PISA 2006.
These correlations suggest that our measure of inequality of opportunity is negatively associated with the share of public spending on primary education, and positively associated with tracking into general or technical/vocational schooling at the secondary level. These associations allow for absolutely no inference of causality, of course, but the results seem in line with and extend those of studies devoted to these relationships. For instance, while Hanushek and Woessman (2006) find tracking to be associated with higher levels of overall inequality in test scores, our results suggest it also tends to come with higher levels of inequality of learning opportunities. The analysis here is descriptive and is only meant to illustrate the potential use of indicators of inequality of opportunity for future studies of the distributive impacts of education policies. Future extensions—notably involving the use of panel data—might allow for causal analysis of these relationships.

V. CONCLUSIONS

Internationally comparable information on learning outcomes, such as the standardized test scores collected by PISA surveys, represents a revolution in the quality of data available for research on education. It allows for potentially much greater insight into the determinants of educational achievement, and might therefore contribute to the design of policies that raise average learning levels, or that reduce educational disparities.

The measurement of educational disparities using this kind of data is not, however, a trivial extension of inequality measurement in years of schooling, or in other variables like income. This paper has highlighted two issues that require special attention in the measurement of inequality in educational achievement, and which appear to have been overlooked so far. The first is the standardization of test scores, to which all meaningful measures of inequality are cardinally sensitive. More importantly, many common measures of inequality, including the

### Table 6. Coefficients on Tracking in Regressions of IOp on that Variable; with and without Controls

<table>
<thead>
<tr>
<th></th>
<th>Reading</th>
<th>Math</th>
<th>Science</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No controls</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All countries</td>
<td>0.00106*</td>
<td>0.00130*</td>
<td>0.00179***</td>
</tr>
<tr>
<td>Excluding outliers</td>
<td>0.00158**</td>
<td>0.00109*</td>
<td>0.00160***</td>
</tr>
<tr>
<td><strong>Controlling for GDP and public expenditure in education per pupil</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All countries</td>
<td>0.00148***</td>
<td>0.00173***</td>
<td>0.00214***</td>
</tr>
<tr>
<td>Excluding outliers</td>
<td>0.00090*</td>
<td>0.00175***</td>
<td>0.00205***</td>
</tr>
</tbody>
</table>

*Notes: Regression coefficients of tracking (measured as the share of technical and vocational enrollment at the secondary level). Dependent variable: IOp in the subject at column header. Standard errors in parentheses. Where indicated, outliers are identified using the method proposed by Besley, Kuh and Welsch (1980). Source: UNESCO Institute for Statistics database; ***/**/#: significant at 1/5/10%.*
Gini coefficient and the Theil indices, are not even ordinally invariant to standardization, invalidating country rankings that are based on them.

We show that the simple variance (or the standard deviation) of test scores is ordinally invariant to standardization, and present estimates for all 57 countries that took part in the 2006 round of PISA surveys, in all three subjects for which tests are carried out: reading, mathematics and science. There is considerable international variation in educational inequality thus measured. The standard deviation in Math scores ranges from around 80 in Indonesia, Estonia and Finland, to nearly 110 in Belgium and Israel.

The second measurement issue that may compromise international inequality comparisons based on PISA test scores is the possibility of sample selection. The surveys are designed to be representative of the population of 15 year-olds enrolled in school, and attending grades 7 or above. While this stipulation covers most of the population of that age group in OECD countries, it purposively excludes substantial numbers in poorer countries. Selection into the sample is clearly correlated with determinants of test scores, leading to a classic problem of sample selection bias. Using information on characteristics of fifteen year-olds included in other, ancillary household surveys, we use sample re-weighting methods to assess the implications of the selection bias for our measures of educational inequality in achievement and opportunity. Results for Brazil, Indonesia, Mexico and Turkey suggest that the inequality measures are relatively robust to selection on the basis of three observed variables (gender, mother’s education and father’s occupation). Under a more stringent scenario of strong selection on unobservables with no common support, however, the current measures of educational inequality in these countries would appear to be substantially underestimated.

Finally, we also propose and compute a measure of inequality in educational opportunity. The measure is simply the share of the total variance in achievement that can be accounted for by pre-determined circumstance variables in a linear regression. The index is simple and intuitive, and provides a lower-bound estimate of the joint causal effect of all pre-determined circumstances on educational inequality. It is cardinally invariant to the standardization of test scores, and closely related to the origin-independence concept of inter-generational educational mobility.

Thus measured, inequality of opportunity in our sample of countries ranges from approximately 0.10 – 0.16 in Macao (China), Australia, and Hong Kong SAR, China, to 0.33 – 0.35 in Bulgaria, France and Germany. Although the measure is uncorrelated with average educational achievement and with GDP per capita, it appears to be higher in Latin America and parts of continental Europe (including France, Germany and Belgium). It is lower in Asia, the Nordic countries, and Australia. It is negatively correlated with the share of public educational spending allocated to primary schooling, and positively correlated with the extent of educational tracking, defined as the share of technical and/or vocational enrollment in secondary schools.
This paper sought to place the measurement of educational inequality on a sounder footing, given the specific characteristics of data on educational achievement. Some of our findings, however, raise new questions that may motivate future work. First, although we confine our work to PISA surveys, a number of the issues we addressed are also relevant for the TIMSS, PIRLS and IALS surveys, all of which provide standardized achievement measures, and many of which also provide family background variables. Since those surveys have different country coverage, applying these measures to those surveys may shed light on educational inequality in other parts of the world.

A second issue where additional research is clearly necessary is that of sample selection. The results presented in our Table 3 suggest that while inequality measures appear to be robust to selection on a small set of observables, there is scope for very large selection biases on other variables (which we are treating as unobservable). This serves as a cautionary remark, but also as a call for additional work on selection, either by closer examination of the sub-sample of fifteen year-olds who are not enrolled in school, or by combining and comparing different achievement surveys with distinct sampling frames, such as IALS (which samples households) and PISA (which samples schools). This might be done for countries which participate in both surveys, such as Chile.

Finally, the measures of inequality of achievement and opportunity proposed here could be used as dependent variables in the evaluation of different educational policy interventions, such as teacher training or school governance reforms. This would require achievement surveys that contain the right variables, and are representative at much more finely disaggregated spatial units, likely in combination with interventions that were randomized at the level of those spatial units. But this is not as difficult to achieve as it may appear: It is close in spirit, in fact, to the approach applied by van de Gaer et al. (2012) to the impact of Mexico’s Oportunidades program on the distribution of health opportunities. To the extent that the effect of policy interventions on inequality of educational opportunity (or achievement) is a question of policy interest, the measurement tools developed in this paper may be useful.
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Economic Growth and Equality of Opportunity

Vito Peragine¹, Flaviana Palmisano, and Paolo Brunori

In this paper, we argue that a better understanding of the relationship between inequality and economic growth can be obtained by shifting the analysis from the space of final achievements to the space of opportunities. To this end, we introduce a formal framework based on the concept of the Opportunity Growth Incidence Curve. This framework can be used to evaluate the income dynamics of specific groups of the population and to infer the role of growth in the evolution of inequality of opportunity over time. We show the relevance of the introduced framework by providing two empirical analyses, one for Italy and the other for Brazil. These analyses show the distributional impact of the recent growth experienced by Brazil and the recent crisis suffered by Italy from both the income inequality and opportunity inequality perspectives. JEL codes: D63, E24, O15, O40

In recent years, a central topic in the economic development literature has been the measurement of the distributive impact of growth (see Ferreira 2010). This literature has provided analytical tools to identify and quantify the effect of growth on distributional phenomena such as income poverty and income inequality. Indices for measuring the pro-poorness of growth have been proposed, and the Growth Incidence Curve (GIC), measuring the quantile-specific rate of economic growth in a given period of time (Ravallion and Chen 2003; Son 2004), has become a standard tool in evaluating growth from a distributional viewpoint. The interplay among growth, inequality, and poverty reduction has
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also been investigated (Bourguignon 2004). All of these tools are now used extensively in the field of development economics to evaluate and compare different growth processes in terms of social desirability and social welfare (see Atkinson and Brandolini 2010; Datt and Ravallion 2011).

A common feature of this literature is the focus on individual achievements, such as (equivalent) income or consumption, as the proper “space” of distributional assessments.

In contrast, recent literature in the field of normative economics has argued that equity judgments should be based on opportunities rather than on observed outcomes (see Dworkin 1981a, b; Cohen 1989; Arneson 1989; Roemer 1998; Fleurbaey 2008). The equal-opportunity framework stresses the link between the opportunities available to an agent and the initial conditions that are inherited or beyond the control of this agent. Proponents of equality of opportunity (EOp) accept the inequality of outcomes that arises from individual choices and effort, but they do not accept the inequality of outcomes caused by circumstances beyond individual control. This literature has motivated a rapidly growing number of empirical applications interested in measuring the degree of inequality of opportunity (IOp) in a distribution and evaluating public policies in terms of equality of opportunity (see, among others, Aaberge et al. 2011; Bourguignon et al. 2007; Checchi and Peragine 2010; LeFranc et al. 2009; Roemer et al. 2003). Book-length collections of empirical analyses of EOp in developing countries can be found in World Bank (2006) and de Barros et al. (2009).

The growing interest in EOp, in addition to the intrinsic normative justifications, is motivated by instrumental reasons: it has been convincingly argued (see World Bank 2006, among others) that the degree of opportunity inequality in an economy may be related to the potential for future growth. The idea is that when exogenous circumstances such as gender, race, or parental background play a strong role in determining individual income and occupation prospects, there is a suboptimal allocation of resources and lower potential for growth. The existence of inequality traps, which systematically exclude some groups of the population from participation in economic activity, is harmful to growth.

We share this view, and we believe that a better understanding of the relationship between inequality and growth can be obtained by shifting the analysis from the space of final achievements to the space of opportunities. If two growth processes have, say, the same impact in terms of poverty and inequality reduction, but in the first case, all members of a certain ethnic minority - or all people whose parents are illiterate - experience the lowest growth rate whereas poverty reduction in another case is uncorrelated with differences in race or family background, our current arsenal of measures does not readily allow us to distinguish them. Moreover, although a set of tools has been proposed to explain changes in outcome inequality as the result of differences in growth for individuals with different initial outcomes, to the best of our knowledge, the relationship between the change in IOp and growth has never been investigated.
Our aim is to address this measurement problem by proposing a framework and a set of simple tools that can be used to investigate the distributional effects of growth from an opportunity egalitarian viewpoint. In particular, with reference to a given growth episode, we address the following questions: is growth reducing or increasing the degree of IOp? Are some socio-economic groups systematically excluded from growth?

To answer these questions, we depart from the concept of the GIC provided by Ravallion and Chen (2003) and further developed by Son (2004) and Essama-Nssah (2005), and we extend it to the space of opportunities. Hence, we introduce the concept of the Opportunity Growth Incidence Curve (OGIC), which is intended to capture the effect of growth from the EOp perspective. We distinguish between an individual OGIC and a type OGIC: the former plots the rate of growth of the (value of the) opportunity set given to individuals in the same position in the distributions of opportunities. The latter plots the rate of income growth for each sub-group of the population, where the sub-groups are defined in terms of initial exogenous circumstances. As shown in the paper, these tools capture distinct phenomena: the individual OGIC enables us to assess the pure distributional effect of growth in terms of increasing or reducing aggregate IOp; the type OGIC, in contrast, allows us to track the evolution of specific groups of the population in the growth process to detect the existence of possible inequality traps. For each of the two, we also provide summary measures of growth.

These tools can be used as complements to the standard analysis of the pro-poorness of growth and may provide interesting insights for the design of public policies. In particular, they may help target specific groups of the population and/or identify priorities in redistributive and social policies. Moreover, these tools can be used for the evaluation of public policies in terms of equality of opportunity. In fact, the two-period framework could easily be adapted for the comparison of pre- and post-public intervention distributions—for instance, if one is interested in evaluating the distributive impact of a certain fiscal reform in the space of opportunities.

In this paper, we adopt this theoretical framework to analyze the distributional impact of growth in two different countries, Italy and Brazil, in recent years. These two countries experienced very different patterns of growth in the last decade. On the one hand, Italy experienced a period of very limited growth. According to the Bank of Italy, in the 2002–04 and 2004–06 periods, the average household income increased by 2 percent and 2.6 percent, respectively, whereas the equivalent disposable income of Italian households was characterized by a long spell of negative growth during the recent economic crisis: it decreased by 2.6 percent in

---

3. Hence, we investigate the relationship between growth and inequality of opportunity using a “micro approach”; an alternative “macro approach” would also be possible by investigating the relationship between growth and IOp from a cross-country or longitudinal perspective (see Marrero and Rodriguez 2010).
the 2006–10 period and by 0.6 percent between 2008 and 2010 (Banca d’Italia 2008, 2012). Inequality in the same period increased, but only slightly. On the other hand, Brazil faced a period of sustained growth (with an average 5 percent GDP yearly growth in the last decade), and this growth, as shown in the literature, was markedly progressive. In fact, the Gini index for the entire distribution decreased during the period considered from 60.01 in 2001 to 54.7 in 2009 (see contributions by Ferreira et al. 2008, World Bank 2012).

Therefore, it is interesting to examine how the perspective of opportunity inequality can add elements of knowledge to the analysis of two markedly different distributional dynamics.

We use the Bank of Italy’s “Survey on Household Income and Wealth” (SHIW) to assess the distributional impact of growth in Italy. In particular, we consider four of the most recent available waves to compare the 2002–06 growth episode with the 2006–10 episode. We use the “Pesquisa Nacional por Amostra de Domicílios” (PNAD), provided by the Istituto Brasilero de Geograpia e Estatistica, to analyze growth in Brazil, and we focus on the 2002–05 growth episode against the 2005–08 episode.

As far as Italy is concerned, when we focus on each single growth episode, some relevant insights arise. For instance, when the 2002–06 growth period is considered, the standard GIC shows a clear progressive pattern, but this pattern is reversed when the individual OGIC is adopted. When the 2006–10 period is considered, the regressive pattern shown by both the individual OGIC and the type OGIC demonstrates that the burden of the economic crisis has been borne by the weak groups in the population. Important information can be gained when we compare the two periods. The first period dominates the second according to the GIC and the individual OGIC, but this dominance does not hold when the type OGIC is adopted. We suggest that these results may be interpreted as the consequence of differences in per capita income growth between regions and some structural changes introduced in the Italian labor market in the recent past.

With respect to Brazil, it is interesting to note that although the growth experienced by the individual outcome in 2002–05 appears considerable for the whole distribution (with the exception of the top 15 percent), the growth experienced in terms of opportunities is less prominent. Indeed, most of the types suffer a reduction in the value of the opportunity during the growth process.4 In contrast, the 2005–08 growth episode appears to be beneficial for the whole population regardless of the focus of the analysis (whether outcome or opportunity). Our analysis shows that the 2005–08 growth process is not only generally progressive but that it also leads to a reduction in the IOp (progressive individual OGIC). Furthermore, the initially disadvantaged groups of the population seem to benefit more from growth than those that were initially advantaged (decreasing type OGIC). When the two processes are compared, the dominance of the

4. To obtain this conflict between type OGIC and GIC, it is necessary that rich individuals experiencing losses are spread across the majority of socioeconomic groups.
2002–05 growth episode over the 2005–08 episode is evident for every perspective adopted.

Hence, we contribute to the literature by showing how it is possible to extend the existing frameworks proposed for the distributional assessment of growth to make them consistent with the EOp approach. The empirical analyses conducted in the paper show that the evaluation of growth may differ if the opportunity inequality perspective is adopted instead of the standard income inequality perspective.

The rest of this paper is organized as follows. Section I introduces the models used in the literature on the distributional effect of growth and in the EOp literature. It then proposes the opportunity growth incidence curves and summary indexes to assess the distributional impact of growth in terms of opportunity. Section II provides the empirical analyses based on Italian and Brazilian data. Section III concludes.

The Incidence of Growth in the Space of Opportunities

A well-developed body of literature has proposed a number of tools that can be used to evaluate the distributive impact of growth\(^5\) in the space of final achievements. After a brief survey of these tools, this section will propose a set of formal tools that can be used to evaluate the impact of growth in the space of opportunities.

*Growth and Income Inequality*

Let \(F(y_t)\) be the cumulative distribution function of income at time \(t\), with mean income \(\mu(y_t)\), and let \(y_t(p)\) be the quantile function of \(F(y_t)\), representing the income corresponding to quantile \(p\) in \(F(y_t)\). To evaluate the growth taking place from \(t\) to \(t+1\), Ravallion and Chen (2003) define the Growth Incidence Curve (GIC) as follows\(^6\):

\[
g(p) = \frac{y_{t+1}(p)}{y_t(p)} - 1 = \frac{L'_{r+1}(p)}{L'_r(p)} (\gamma - 1) - 1, \quad \text{for all } p \in [0, 1]
\]

where \(L'_r(p)\) is the first derivative of the Lorenz curve at percentile \(p\) and \(\gamma = \mu(y_{t+1})/\mu(y_t) - 1\) is the overall mean income growth rate. The GIC plots the percentile-specific rate of income growth in a given period of time. Clearly, \(g(p) \geq 0\) (\(g(p) < 0\)) indicates positive (negative) growth at \(p\). A downward-sloping GIC indicates that growth contributes to equalize the distribution of

---

5. In what follows, we focus, in particular, on those tools that will be extended to the EOp model in the next section. For a detailed survey of other existing measures of growth, see Essama-Nsaah and Lambert (2009) and Ferreira (2010).

6. For a longitudinal perspective on the evaluation of growth, see Bourguignon (2011) and Jenkins and Van Kerm (2011).
income (i.e., \( g(p) \) decreases as \( p \) increases), whereas an upward-sloping GIC indicates non-equalizing growth (i.e., \( g(p) \) increases as \( p \) increases). When the GIC is a horizontal line, inequality does not change over time, and the rate of growth experienced by each quantile is equal to the rate of growth in the overall mean income.

Growth incidence curves are used to detect how a given growth spell affects the different parts of the distribution. In addition, they are used as criteria to rank different growth episodes. Ravallion and Chen (2003) apply first-order dominance criteria based on the GIC: first-order dominance implies that the GIC of a growth spell is everywhere above the GIC of another growth spell. Son (2004) elaborates on this concept by proposing weaker second-order dominance conditions, requiring that the mean growth rate up to the \( p \) poorest percentile in a growth episode - or the “cumulative GIC” - be everywhere larger than in another. In this case, the cumulative GIC is given by

\[
G(p) = \int_0^p g(q) y_t(q) dq / \int_0^1 y_t(q) dq
\]

for all \( p \in [0,1] \).

Building on the concept of the GIC, the literature has provided a variety of aggregate measures of growth. We recall, among these, the rate of pro-poor growth proposed\(^7\) by Essama-Nssah (2005): \( \text{RPPGEN} = \int_0^1 v(p) g(p) dp \), where \( v(p) > 0 \), and \( v'(p) \leq 0 \) is a normalized social weight, decreasing with the rank in the income distribution. Hence, \( \text{RPPGEN} \) represents a rank-dependent aggregation of each point of the GIC and measures the overall extent of growth, giving more importance to the growth experienced by the income of the poorest individuals.\(^8\) We enrich this framework by looking at the literature on EOp measurement.

From Income to Opportunity Inequality

In the EOp model (see Roemer 1998, Van de Gaer 1993, Peragine 2002), the individual income at a given time, \( t \in \{1, \ldots, T\} \), \( y_t \), is assumed to be a function of two sets of characteristics: the circumstances, \( c \), belonging to a finite set \( \omega \) and the level of effort, \( e_t \in \Theta \subseteq \mathbb{R}_+^\times \). The individual cannot be held responsible for \( c \), which is fixed over time; he is, instead, responsible for the effort \( e_t \) that he autonomously decides to exert in every period of time. Income is generated by a production function \( g: \Omega \times \Theta \rightarrow \mathbb{R}_+ \):

\[
y_t = g(c_e_t). \tag{2}
\]

This is a reduced form model in which circumstances and effort are assumed to be orthogonal, and the function \( g \) is assumed to be monotonic in both arguments. Although the monotonicity of \( g \) is a fairly reasonable assumption, the orthogonality assumption rests on the theoretical argument that it would be hardly

\(^7\) In the original paper, \( \text{RPPGEN} \) is applied to discrete distributions. Here, we use a continuous version of the same index to be consistent with our notation.

\(^8\) Ravallion and Chen (2003) also propose the \( \text{RPPGRC} = \frac{\int_0^1 g(p) dp}{H_t} \) where \( H_t \) is the initial poverty headcount ratio. \( \text{RPPGRC} \) measures the proportionate income change of the poorest individuals.
sustainable to hold people accountable for factor $e_i$ if it were dependent on exogenous circumstances.

In line with this model, a partition of the total population is now introduced. Each group in this partition is called a type and includes all individuals sharing the same circumstances. For example, if the only two circumstances were gender (male or female) and race (black or white), then there would be four types in the population: white men, black men, white women, and black women. Hence, considering $n$ types, for all $i = 1, \ldots, n$, the outcome distribution of type $i$ at time $t$ is represented by a cdf $F_i(y_t)$, with population size $m_{it}$, population share $q_{it}$, and mean $\mu_i(y_t)$.

Given this analytical framework, the focus is on the income prospects of individuals of the same type, represented by the type-specific income distribution $F_i(y_t)$. This distribution is interpreted as the set of opportunities open to each individual in type $i$. In other words, the observable actual incomes of all individuals in a given type is used to proxy the unobservable ex ante opportunities of all individuals in that type.

Let us underline here a dual interpretation of the types in the EOp model: on the one hand, the type is a component of a model that, starting from a multivariate distribution of income and circumstances, allows us to obtain a distribution of (the value of) opportunity sets enjoyed by each individual in the population. On the other hand, given the nature of the circumstances typically observed and used in empirical application, the partition in types may be of interest per se: they can often identify well-defined socio-economic groups that may deserve special attention by the policy makers. As we will see, this dual interpretation of the types will be exploited in the analysis of the impact of growth on EOp.

A specific version of the EOp model, which is called “utilitarian”, further assumes that the value of the opportunity set $F_i(y_t)$ can be summarized by the mean $\mu_i(y_t)$. This is clearly a strong assumption because it implies neutrality with respect to the inequality within types. Assuming within-type neutrality, the next step consists of constructing an artificial distribution in which each individual income is substituted with the value of the opportunity set of that individual, that is, the mean income of the type to which the individual belongs. More formally, by ordering the types on the basis of their mean such that $\mu_1(y_t) \leq \ldots \leq \mu_j(y_t) \leq \ldots \leq \mu_n(y_t)$, the smoothed distribution corresponding to $F(y_t)$ is defined as $Y^s_t = (\mu^s_1, \ldots, \mu^s_j, \ldots, \mu^s_N)$. $N$ is the total size of the population, and $\mu^s_j$ is the smoothed income, interpreted as the value of the opportunity set, of the individual ranked $j/N$ in $Y^s_t$. Hence, in this model, measuring opportunity inequality simply amounts to measuring inequality in the smoothed distribution $Y^s_t$.

Some authors have questioned this “utilitarian” approach (see Fleurbaey 2008 for a discussion of the issue). For instance, some authors argue that in addition to circumstances and effort, an additional factor, luck, plays a role in determining the individual outcome (see, inter alia, Van de Gaer 1993; LeFranc et al. 2008, 2009). Therefore, they argue, only part of within-type heterogeneity can be directly attributable to differences in effort. In particular, the unequal
outcomes resulting from “brute” luck should be compensated for. Furthermore, these authors argue, individuals may be risk averse; hence, the within-type inequality may have a cost for them. Following this line of reasoning, alternative models of EOp that consider within-type heterogeneity have been proposed in the literature.

The model adopted in this paper, based on the assumption of within-type inequality neutrality and the use of the mean income conditional on each type as the value of the opportunity set, is well grounded on normative reasons and, in particular, is consistent with a strong version of the reward principle; see Fleurbaey (2008) and Fleurbaey and Peragine (2013) for a discussion. However, it is also motivated by practical reasons; accounting for within-type heterogeneity is very demanding in terms of data. It is often the case that the small size of the samples used makes it difficult to obtain easily comparable within-type distributions. This approach makes our empirical analysis fully consistent with most of the analyses performed in the existing literature. Nevertheless, although our theoretical model is built on the assumption of within-type neutrality, we explore the issue of within-type heterogeneity in the empirical section by looking at growth within each type. It is shown that the dynamic of inequality within types can be a source of divergence between the standard approach based on income inequality and the opportunity egalitarian approach.

A final methodological consideration is in order here and concerns the issue of omitted circumstance variables. We use a pure deterministic model where, given a set of selected circumstances, any residual variation in individual income is attributed to personal effort. This amounts to saying that once the vector of circumstances has been defined, on the basis of normative grounds and observability constraints, all other factors are implicitly classified as within the sphere of individual responsibility. However, the vector \( c \) observed in any particular dataset is likely to be a sub-vector of the theoretical vector of all possible circumstances that determine a person’s outcome. Whenever the dimension of the observed vector \( c \) is less than the dimension of the “true” vector, then we obtain lower-bound estimators of true inequality of opportunity; that is, the inequality

9. The literature distinguishes between brute luck, which is unrelated to individual choices and hence deserves compensation, and option luck, which is a risk that individuals deliberately assume and does not call for compensation. See Ramos and Van de Gaer (2012), Fleurbaey (2008), and LeFranc et al. (2009) for a detailed discussion of the different meanings of luck.

10. For example, LeFranc et al. (2008) and Peragine and Serlenga (2008) use stochastic dominance conditions to compare the different type distributions. Moreover, LeFranc et al. (2008) measure the opportunity set as (twice) the surface under the generalized Lorenz curve of the income distribution of the individual’s type, that is \( \mu_i (1 - G_i) \), where the type mean income \( \mu_i \) and \( (1 - G_i) \) represent, respectively, the return component and the risk component, with \( G_i \) denoting the Gini inequality index within type \( i \). See also O’Neill et al. (2000) and Nilsson (2005) for empirical analyses that attempt to provide alternative evaluations of opportunity sets using parametric estimates.

11. As discussed in Brunori et al. (2013), the (ex ante) utilitarian approach has been by now adopted by several authors to assess IOp in about 41 different countries, making an international comparison of inequality of opportunity estimates across the world possible.
that would be captured by observing the full vector of circumstances. The implication is that the empirical estimates obtained using this model should be interpreted as lower-bound estimates of IOp.\textsuperscript{12} Similarly, it is worth underlining that whenever circumstances are partially unobservable, the change in IOp due to growth should be interpreted as the change in the lower bound IOp conditioned to the observable circumstances. An evaluation of change in IOp based on a different set of variables could lead to different conclusions.

The Opportunity Growth Incidence Curve

In this section, we introduce the \textit{two versions of the Opportunity Growth Incidence Curve (OGIC), which can be considered complementary tools to the GIC, to improve the understanding of the distributional features of growth when an opportunity egalitarian perspective is adopted. The two versions, the \textit{individual OGIC} and the \textit{type OGIC}, capture two different intuitions about the relationship between growth and EOp. The first focuses on the impact of growth on the distribution of opportunities. The second focuses on the relationship between overall economic growth and type-specific growth.}

Given an initial distribution of income $Y_t$ and the corresponding smoothed distribution $Y^s_t$ introduced in the previous section, the individual OGIC can simply be obtained by applying the GIC proposed by Ravallion and Chen (2003) to the smoothed distribution. Hence, the \textit{individual OGIC} can be defined as follows:

$$g_{Y^s_t}(j/N) = \frac{\mu_{j}^{t+1}}{\mu_{j}^{t}} - 1, \forall j \in \{1, \ldots, N\}.$$  \hfill (3)

$g_{Y^s_t}(j/N)$ measures the proportionate change in the value of opportunities of the individuals ranked $j/N$ in the smoothed distributions. Obviously, $g_{Y^s_t}(j/N) \geq 0$ ($g_{Y^s_t}(j/N) < 0$) means that there has been positive (negative) growth in the value of the opportunity set given to the individuals ranked $j/N$ respectively in $Y^s_t$ and in $Y^s_{t+1}$.

The individual OGIC provides information on the impact of growth on IOp. Consider the Lorenz curve of $Y^s_t$:

$$L_{Y^s_t}(j/N) = \frac{\sum_{k=1}^{j} \mu_{k}^{t}}{\sum_{k=1}^{N} \mu_{k}^{t}}, \forall j \in \{1, \ldots, N\}, \forall t \in \{1, \ldots, T\}.$$  \hfill (4)

\textsuperscript{12} For a discussion of this issue with reference to a non deterministic, parametric model of EOp, see Ferreira and Gignoux (2011) and Luongo (2011).

\textsuperscript{13} Note that, given the assumption of anonymity implicit in this framework, the individuals ranked $j/N$ in $t$ can be different from those ranked $j/N$ in $t + 1$. 
The individual OGIC defined in eq. (3) can be decomposed in such a way that it becomes a function of the Lorenz curve defined in eq. (4), as follows:

\[
g^y_{ij}(j/N) = \frac{\Delta L^y_{t+1}(j/N)}{\Delta L^y_i(j/N)}(\gamma + 1) - 1, \forall j \in \{1, \ldots, N\}
\]

where \(\Delta L^y_{t+1}(j/N) = \mu^y_j/\mu(y_j)\) is the first derivative of \(L^y_{t+1}(j/N)\) with respect to \(j/N\), and \(\gamma = \mu(Y_{t}+1)/\mu(y_t) - 1\) is the overall mean income growth rate.

Thus, when growth is proportional, it does not have any impact on the level of IOp: \(\Delta L^y_{t+1}(j/N)/\Delta L^y_{t}(i/N) = 1\), and \(g^y_{ij}(j/N)\) will just be an horizontal line, with \(g^y_{ij}(j/N) = \gamma\) for all \(j\). On the contrary, when growth is progressive (regressive) in terms of opportunity, growth acts by reducing (worsening) IOp: \(\Delta L^y_{t+1}(j/N)/\Delta L^y_{t}(i/N) \neq 1\), and \(g^y_{ij}(j/N)\) will be a decreasing (increasing) curve.

The main aspect that distinguishes the individual OGIC from the standard GIC is represented by the distributions used to construct that curve. This variation allows us to establish a link between growth and IOp. Note that the smoothed distribution at the base of the individual OGIC is the same used by Checchi and Peragine (2010) and Ferreira and Gignoux (2011) to measure ex ante IOp. Therefore, our evaluation of growth based on the individual OGIC is, by construction, consistent with the IOp index they proposed; other things being equal, an individual OGIC curve that is downward sloping in all of its domain implies a reduction in IOp.

However, the individual OGIC is unable to track the evolution of each type during the growth process. In the smoothed distribution, types are ranked according to the value of their opportunity set at each point in time. Thus, the shape of the curve depends not only on the change in the type-specific mean income but also on the type-specific population share and the reranking of types taking place during the growth process. Now, although these features are desirable when one is interested in studying the evolution of IOp over time, the same characteristics make it impossible to detect the individual OGIC if there are groups of the population that are systematically excluded from growth. However, this can provide valuable information for analysts and policy makers. For example, consider a very small type that suffers a deterioration of its condition over time. This information could be irrelevant for the evolution of the overall opportunity inequality, but it would be extremely important for the design of tailored policy interventions toward that group.

To address this specific issue and to investigate the relationship between overall economic growth and type-specific growth, we introduce a second version of the OGIC, which we label the type OGIC.

Letting \(Y_{\mu t} = (\mu_1(y_{t}), \ldots, \mu_n(y_{t}))\) be the distribution of type mean income at time \(t\), where types are ordered increasingly according to their mean,
i.e., \( \mu_1(y_t) \leq \ldots \leq \mu_n(y_t) \), and \( \tilde{Y}_{t+1} = (\tilde{\mu}_1(y_{t+1}), \ldots, \tilde{\mu}_n(y_{t+1})) \) is the distribution of type mean income at time \( t+1 \), where types are ordered according to their position at time \( t \), we define the type OGIC as follows:

\[
\tilde{g}^o \left( \frac{i}{n} \right) = \frac{\tilde{\mu}_i(y_{t+1}) - \mu_i(y_t)}{\mu_i(y_t)}, \forall i \in \{1, \ldots, n\}. \tag{6}
\]

The type OGIC plots, against each type, the variation of the opportunity set of that type. This can be interpreted as the rate of economic development of each social group in the population, where these groups are defined on the basis of initial circumstances. \( \tilde{g}^o(i/n) \) is horizontal if each type benefits (loses) in the same measure from growth. It is negatively (positively) sloped if the initially disadvantaged types get higher (lower) benefit from growth than those initially advantaged.\(^{15}\)

The type OGIC differs from the standard GIC in two aspects. The first is represented by the distribution used to plot the curve: the GIC is based on the income distribution, whereas the OGIC is based on the distribution of opportunity sets. The second is represented by the weakening of the anonymity assumption for types. Thus, the type OGIC, tracking the same type over time, provides information on the temporal evolution of the opportunity set.

The OGIC, in both the individual and the type versions, can be used to rank different growth episodes. Analogously with the literature on the standard GIC, we can apply first-order dominance criteria based on the OGIC.\(^{16}\) First-order dominance implies that the OGIC of a growth spell is everywhere above that of another.

However, the two approaches (individual and type OGIC) are generally not equivalent, and they can generate a different ranking of growth processes. In fact, beyond their interpretation and the fact that they can be used to investigate different aspects of the relationship between economic growth and EOp, the differences between the individual and the type OGIC are mainly due to demographic and reranking issues. The following remark makes this point clear.

**Remark 1.** Let \( Y_t^A \) and \( Y_t^B \) be two initial distributions of income, and let \( G^A \) and \( G^B \) be two different growth processes taking place, respectively, on \( Y_t^A \) and \( Y_t^B \) and generating, respectively, two final distributions of income, \( Y_{t+1}^A \) and \( Y_{t+1}^B \). Moreover, let \( n^A \) and \( n^B \) be the number of types, respectively, in \( Y_t^A \) and \( Y_t^B \) and \( m^A_i \) and \( m^B_i \) be the number of individuals in each type \( i = 1, \ldots, n \), respectively, in \( Y_t^A \) and \( Y_t^B \). If (i) \( n^A_t = n^B_t \), \( \forall t = 1, \ldots, T \), (ii) \( m^A_{it} = m^B_{it} \), \( \forall i \in \{1, \ldots, n\} \), \( \forall t = 1, \ldots, T \), (iii) no reranking of types, then \( \tilde{g}^{A_0}(i/n) \geq \tilde{g}^{B_0}(i/n) \), \( \forall i \in \{1, \ldots, n\} \) if and only if \( g^{A_0}(j/N) \geq g^{B_0}(j/N) \), \( \forall j \in \{1, \ldots, N\} \).

---

14. Note that we track the same type but do not track the same individuals.
15. Note that the type OGIC is a generalization of the idea underlying the first component of Roemer’s (2011) index of development, that is, “how well the most disadvantaged type is doing”.
16. For a normative justification of these dominance conditions based on a rank-dependent social welfare function, see the working paper version of the paper: Peragine et al. (2011).
Proof. See appendix.

This remark establishes that when the two distributions have, at each point in time \( (i) \), the same number of types and \( (ii) \) the same type-specific population size, and when \( (iii) \) types keep their relative position in the type mean income distribution over time, ranking income distributions according to the individual OGIC is equivalent to ranking income distributions according the type OGIC. Because conditions \( (i) \) and \( (ii) \) basically impose restrictions on the types’ demography and condition \( (iii) \) imposes restrictions on the rank of the types, it is clear that possible differences in the ordering provided by the two OGICs are determined by variations in the type’s population shares, between the two distributions and the two periods compared, and by the reranking of types over time.

Although the conditions in Remark 1 may seem demanding, an interesting case in which they are met is the comparison of growth processes taking place on the same initial distribution. This is the standard case in the literature on microsimulation analyses\(^{17}\) and, in general, in the case of an evaluation of policy interventions.

The Cumulative OGIC

So far, we have focused on first-order OGIC dominance, which is a strong condition that is rarely verified with real data. A weaker condition is obtained by second-order dominance. This order of dominance builds on the definition of the cumulative\(^{18}\) OGIC.

To obtain the cumulative OGIC, one should look at the proportionate difference between the generalized Lorenz curves applied to the smoothed distribution at time \( t \) and \( t + 1 \), which, after rearranging, gives the following expression for the individual version:

\[
G^0_{Y^i} \left( \frac{j}{N} \right) = \frac{\sum_{k=1}^{j} g^0_{Y^i} \left( \frac{k}{N} \right) \mu_k^t}{\sum_{k=1}^{j} \mu_k^t} - \frac{\left( L^i_{Y^i+1} \left( \frac{j}{N} \right) (\gamma + 1) \right)}{L^i_{Y} \left( \frac{j}{N} \right)} - 1, \forall j \in \{1, \ldots, N\}. \quad (7)
\]

The cumulative individual OGIC plots the mean income growth rate up to the \( j \)th poorest individual in \( Y^i \). It can be downward or upward sloping depending on the pattern of growth among smoothed incomes. Clearly, at \( j/N = 1 \), \( G^0_{Y^i}(j/N) \) equals the overall mean income growth rate, \( \gamma \).

The above decomposition allows to express the cumulative OGIC as depending on two components: the overall mean income change and the variation in the

\(^{17}\) See, inter alia, Sutherland et al. (1999).

\(^{18}\) Similar to the OGIC, the derivation of its cumulative version closely follows the methodology proposed by Son (2004), adequately adapted to be consistent with the EOp theory.
level of the IOp. In case of proportional growth, the Lorenz curves do not change, and the cumulative OGIC is equal to overall mean income growth rate.

On the other hand, the cumulative type OGIC is defined as follows\(^{19}\):

\[
\widehat{G}_Y^\theta(i/n) = \frac{\sum_{j=1}^{i} g^\theta \left( \frac{j}{n} \right) \mu_j(Y_t)}{\sum_{j=1}^{i} \mu_j(Y_t)}, \forall i \in \{1, \ldots, n\}.
\]

The cumulative type OGIC plots the mean income growth rate up to the type ranked \(i\) in the initial type mean distribution against each type in the population. It can be downward or upward sloping, depending on the pattern of growth among types. At \(i = n\), \(\widehat{G}_Y^\theta(i/n)\) equals the overall mean growth rate of \(Y_\mu\).

**OGIC Indexes**

To avoid inconclusive results because of the partiality of the dominance conditions based on the curves presented so far, we propose aggregate measures of growth that incorporate some basic EOp principles.

From the individual perspective, adopting a rank-dependent approach to the evaluation of growth, an aggregate measure of growth consistent with the EOp theory can be expressed as follows:\(^{20}\)

\[
G_Y = \frac{1}{N} \sum_{j=1}^{N} \nu \left( \frac{j}{N} \right) g_Y^\theta \left( \frac{j}{N} \right).
\]

Given the assumption of anonymity of the individual OGIC, the weight \(\nu(j/N)\) depends on the relative position of individuals in the smoothed distribution, respectively, in \(t\) and \(t + 1\). Thus, the same weight is given to the value of the opportunity set of individuals ranked the same in the smoothed distribution of the two periods\(^{21}\). \(\nu(j/N)\) represents the social evaluation of the growth in the opportunity enjoyed by individuals in the same position in \(t\) and \(t + 1\).

Thus, eq. (9) represents a rank-dependent aggregation of the information provided by each single point of the individual OGIC. In particular, imposing monotonicity, \(\nu(j/N) \geq 0, \forall j \in \{1, \ldots, N\}\), and opportunity inequality aversion,

---

19. Similar to the cumulative individual OGIC, the cumulative type OGIC is obtained by rearranging the difference between the Generalized Lorenz curves applied to the type mean distributions \(Y_\mu\) and \(Y_{\mu+1}\).

20. The approach is close in spirit to Essama-Nssah (2005), reviewed in a previous section. For a normative justification of the rank-dependent approach to IOp analyses, see Peragine (2002), Aaberge et al. (2011), and Palmisano (2011).

21. See endnote 12.
\(v(j/N) \geq v((j+1)/N), \forall j \in \{1, \ldots, N-1\}\), we obtain a measure of opportunity-sensitive growth. This measure is increasing in each individual opportunity growth and is more sensitive to the growth in the opportunity experienced by those individuals with the lowest opportunities. Using the specification \(v(j/N) = 2(1 - j/N)\), we obtain a Gini-type measure of opportunity-sensitive growth.

If, instead, one is interested in assessing the pure progressivity of growth without concern for the aggregate growth, then the following index can be adopted:

\[
OG_{YS} = G_{YS} - \overline{G}_{YS}
\]

(10)

where \(\overline{G}_{YS} = \frac{1}{N} \sum_{j=1}^{N} g_{YS}^j \left(\frac{j}{N}\right)\). \(OG_{YS} = 0\) if growth is proportional; it is positive (negative) if growth is progressive (regressive).

An alternative expression can be obtained by using a weighted average of the growth experienced by each type, with weights incorporating a concern for the initial condition of the types:

\[
G_{Y\mu} = \frac{1}{n} \sum_{i=1}^{n} w\left(\frac{i}{n}\right) g^{\mu}\left(\frac{i}{n}\right)
\]

(11)

The function \(w(i/n)\) is the social weight associated to type \(i\) and depends on the rank of the type in the initial distribution of income. As before, this index satisfies monotonicity: \(w(i/n) \geq 0, i \in \{1, \ldots, n\}\) (that is, aggregate growth is not decreasing in each type growth) and opportunity inequality aversion: \(w(i/n) \geq w(i + 1/m), i \in \{1, \ldots, n-1\}\) (that is, more weight is given to the income growth experienced by the most disadvantaged types).

Following Aaberge et al. (2011) and choosing \(w\left(\frac{i}{n}\right) = 1 - \sum_{j=1}^{i} q_{j/\mu}\), a Gini-type index of opportunity-sensitive growth results.

**The Empirical Analyses**

This section investigates the distributional changes that occurred in Italy and Brazil in the last decade. These analyses pursue two additional aims: (i) assessing the main consequences of the actual economic crisis on the Italian distribution of income according to the EOp perspective and (ii) assessing the distributional implications of the most recent economic development experienced by Brazil in terms of EOp.
For both applications, we first provide an assessment of growth according to the equality of outcome perspective. We then move to the analysis of growth according to the EOp perspective.\(^{22}\)

**Opportunity and Growth in Italy: The Data**

Italy is the first country considered in this section. This analysis is developed using the Bank of Italy’s “Survey on Household Income and Wealth” (SHIW), a representative sample of the Italian resident population interviewed every two years. Three waves of the survey are considered: 2002, 2006, and 2010 (the latest available).

The unit of observation is the household, defined as all persons sharing the same dwelling. The individual outcome is, then, measured as the household equivalent income in 2010 euro.\(^{23}\) Income includes all household earnings, transfers, pensions, and capital incomes, net taxes, and social security contributions. The richest and poorest 1 percent of the households in each wave are dropped to avoid the effect of outliers. To identify the types, the distribution is partitioned into 18 types using information about three characteristics of the head of the family: the highest educational attainment of her parents (three levels: up to elementary school, lower secondary, and higher), the highest occupational status of her parents (two levels: not in the labor force/blue collar and white collar) and the geographical area of birth (three areas: North, Centre, and South). Note, however, that those households for which the identification of the type is not possible because of missing information about one or more circumstances are excluded. The sample sizes of each wave considered are 6,428 in 2002, 6,354 in 2006, and 6,579 in 2010.

The list of types with their respective opportunity profiles\(^{24}\) is reported in Table 1 for each wave. Types are ranked according to their average income. Rankings are clearly driven by the regional origin of the household head. In particular, although some reranking takes place for types of other regions, five of the six types from the South of Italy are the lowest-ranked at all times.

\(^{22}\) We calculate confidence intervals for the difference between individual OGIC, type OGIC, and indexes in the two growth processes. The resampling procedure that we use is in line with the approach proposed by Lokshin (2008) for the GIC. We assume that the income distributions observed at the two points in time, \(y', y^{t+1}\), are independent and identically distributed observations of the unknown probability distributions \(F(y'), F(y^{t+1})\). \(\gamma\) is the statistic of interest, and its standard error is \(\sigma(F(y'), F(y^{t+1})) = \sqrt{\text{Var} \gamma(y', y^{t+1})}\). Our bootstrap estimate of the standard error is \(\hat{\sigma} = \hat{\sigma}(F(y'), F(y^{t+1}))\), where \(F(y'), F(y^{t+1})\) are the empirical distributions observed. The 95 percent confidence interval is obtained by resampling \(B = 1,000\) ordinary non parametric bootstrap replications of the two distributions \(y', y^{t+1}\). The standard error of parameter \(\hat{\gamma}\) is obtained using \(\hat{\sigma}_B = \sqrt{\sum_{b=1}^B (\hat{\gamma}(b) - \hat{\gamma}(.)^2)/(B - 1)}\), where \(\hat{\gamma}(.) = \sum_{b=1}^B \hat{\gamma}(b)/B\). We know that \(\hat{\sigma}_B \rightarrow \sigma\) when \(B \rightarrow \infty\), and, under the assumption that \(\gamma\) is approximately normally distributed, we calculate confidence intervals: \(\hat{\gamma} = \hat{\gamma} \pm z_{1\alpha/2}\hat{\sigma}_B\). Our estimate quality relies on strong assumptions. However, as will be clear in the discussion of the results, dominances appear rather reliable for the illustrative purpose of the exercise.

\(^{23}\) We use the OECD equivalence scale given by the square root of the household size.

\(^{24}\) All standard errors are obtained using the sample weights according to the suggestion in Banca d’Italia (2012).
### TABLE 1. Italy 2002-2006–2010: Descriptive Statistics and Partition in Types

<table>
<thead>
<tr>
<th>Area</th>
<th>Education</th>
<th>Occupation</th>
<th>rank</th>
<th>sample</th>
<th>$\mu$</th>
<th>rank</th>
<th>sample</th>
<th>$\mu$</th>
<th>rank</th>
<th>sample</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>South</td>
<td>No-edu/Elementary</td>
<td>Blue c./not in l.f.</td>
<td>1</td>
<td>1241</td>
<td>0.2174</td>
<td>4</td>
<td>1273</td>
<td>0.2291</td>
<td>3</td>
<td>1512</td>
<td>0.2385</td>
</tr>
<tr>
<td>South</td>
<td>Lower secondary</td>
<td>Blue c./not in l.f.</td>
<td>2</td>
<td>110</td>
<td>0.0214</td>
<td>4</td>
<td>124</td>
<td>0.0214</td>
<td>1</td>
<td>198</td>
<td>0.0408</td>
</tr>
<tr>
<td>South</td>
<td>Higher</td>
<td>Blue c./not in l.f.</td>
<td>3</td>
<td>137</td>
<td>0.0233</td>
<td>1</td>
<td>104</td>
<td>0.0150</td>
<td>2</td>
<td>126</td>
<td>0.0214</td>
</tr>
<tr>
<td>South</td>
<td>No-edu/Elementary</td>
<td>White c.</td>
<td>4</td>
<td>682</td>
<td>0.1130</td>
<td>3</td>
<td>604</td>
<td>0.1098</td>
<td>4</td>
<td>594</td>
<td>0.0990</td>
</tr>
<tr>
<td>South</td>
<td>Lower secondary</td>
<td>White c.</td>
<td>5</td>
<td>213</td>
<td>0.0324</td>
<td>6</td>
<td>230</td>
<td>0.0421</td>
<td>5</td>
<td>228</td>
<td>0.0372</td>
</tr>
<tr>
<td>Centre</td>
<td>No-edu/Elementary</td>
<td>Blue c./not in l.f.</td>
<td>6</td>
<td>657</td>
<td>0.0822</td>
<td>7</td>
<td>604</td>
<td>0.0755</td>
<td>9</td>
<td>622</td>
<td>0.0729</td>
</tr>
<tr>
<td>Centre</td>
<td>Lower secondary/Higher</td>
<td>Blue c./not in l.f.</td>
<td>7</td>
<td>51</td>
<td>0.0068</td>
<td>12</td>
<td>49</td>
<td>0.0082</td>
<td>13</td>
<td>60</td>
<td>0.0111</td>
</tr>
<tr>
<td>North</td>
<td>Lower secondary</td>
<td>Blue c./not in l.f.</td>
<td>8</td>
<td>135</td>
<td>0.0237</td>
<td>10</td>
<td>182</td>
<td>0.0301</td>
<td>10</td>
<td>162</td>
<td>0.0294</td>
</tr>
<tr>
<td>North</td>
<td>No-edu/Elementary</td>
<td>Blue c./not in l.f.</td>
<td>9</td>
<td>1137</td>
<td>0.1623</td>
<td>8</td>
<td>1121</td>
<td>0.1591</td>
<td>8</td>
<td>1022</td>
<td>0.1465</td>
</tr>
<tr>
<td>Centre</td>
<td>No-edu/Elementary</td>
<td>White c.</td>
<td>10</td>
<td>316</td>
<td>0.0384</td>
<td>9</td>
<td>287</td>
<td>0.0401</td>
<td>14</td>
<td>260</td>
<td>0.0268</td>
</tr>
<tr>
<td>South</td>
<td>Higher</td>
<td>White c.</td>
<td>11</td>
<td>270</td>
<td>0.0406</td>
<td>13</td>
<td>239</td>
<td>0.0356</td>
<td>11</td>
<td>295</td>
<td>0.0375</td>
</tr>
<tr>
<td>North</td>
<td>No-edu/Elementary</td>
<td>White c.</td>
<td>12</td>
<td>594</td>
<td>0.0996</td>
<td>11</td>
<td>543</td>
<td>0.0839</td>
<td>12</td>
<td>474</td>
<td>0.0709</td>
</tr>
<tr>
<td>Centre</td>
<td>Lower secondary</td>
<td>White c.</td>
<td>13</td>
<td>107</td>
<td>0.0187</td>
<td>16</td>
<td>93</td>
<td>0.0128</td>
<td>16</td>
<td>119</td>
<td>0.0202</td>
</tr>
<tr>
<td>North</td>
<td>Higher</td>
<td>Blue c./not in l.f.</td>
<td>14</td>
<td>71</td>
<td>0.0094</td>
<td>14</td>
<td>94</td>
<td>0.0140</td>
<td>7</td>
<td>100</td>
<td>0.0160</td>
</tr>
<tr>
<td>Centre</td>
<td>Higher</td>
<td>Blue c./not in l.f.</td>
<td>15</td>
<td>32</td>
<td>0.0039</td>
<td>14</td>
<td>45</td>
<td>0.0059</td>
<td>6</td>
<td>30</td>
<td>0.0034</td>
</tr>
<tr>
<td>North</td>
<td>Lower secondary</td>
<td>White c.</td>
<td>16</td>
<td>253</td>
<td>0.0421</td>
<td>15</td>
<td>250</td>
<td>0.0387</td>
<td>15</td>
<td>247</td>
<td>0.0471</td>
</tr>
<tr>
<td>North</td>
<td>Higher</td>
<td>White c.</td>
<td>17</td>
<td>296</td>
<td>0.0452</td>
<td>17</td>
<td>363</td>
<td>0.0519</td>
<td>18</td>
<td>343</td>
<td>0.0543</td>
</tr>
<tr>
<td>Centre</td>
<td>Higher</td>
<td>White c.</td>
<td>18</td>
<td>126</td>
<td>0.0197</td>
<td>18</td>
<td>149</td>
<td>0.0268</td>
<td>17</td>
<td>187</td>
<td>0.0268</td>
</tr>
</tbody>
</table>

**Note:** Types are ranked in ascending order according to the average income at the beginning of each growth period.

**Source:** Authors’ calculations on SHIW (Banca d’Italia).
To analyze growth, we consider two four-year periods: 2002–06 and 2006–10. The exercise is appealing because it compares two periods during which Italy faced two different economic slowdowns. The former was characterized by the almost total absence of growth in 2002 and 2003. The latter, triggered by the 2008 financial crisis, was characterized by a deep fall in the GDP growth rate in 2008 and, after a slight respite between 2009 and 2010, is ongoing.

**Opportunity and Growth in Italy: The Results**

The GICs for the two periods are reported in Figure 1. These curves are obtained by partitioning the distribution into percentiles and by plotting against each percentile its specific growth rate, expressed in yearly percentage points.

Two features stand out. First, the GICs for the two periods lie in two different domains: positive for the first period and negative for the second period, with the exception of the last percentile. This feature is further captured by the mean income growth rate relative to each period, which is 1.96 percent for 2002–06 and −0.66 percent for 2006–10. Second, the two growth processes show very different and symmetric patterns. The income dynamic is progressive between 2002 and 2006, but it becomes quite regressive between 2006 and 2010. Their symmetrical shape suggests that the two processes might have an equally opposed redistributional impact. The sign of the variation over time of their respective aggregate indexes of inequality confirms this supposition: income inequality decreases during the first period and increases during the second period25 (see Table 2 in the appendix).

We proceed in our analysis with the assessment of the distributional effects of growth in the space of “opportunities”. The individual OGIC for the periods considered are reported in Figure 2.

The individual OGIC of 2002–06 shows that growth acts by increasing the value of the opportunities for all quantiles of the smoothed distributions.26 However, the growth rate is not stable across quantiles. In particular, the slightly increasing pattern of the individual OGIC over the whole distribution demonstrates an opportunity-regressive impact of growth.

The peculiarities of this growth process are confirmed by the value of the synthetic measures of growth (see Table 2 in the appendix). The first index, measuring the extent of the opportunity-sensitive growth, is positive, as expected because the individual OGIC lies above 0. The second index, exclusively capturing the equal opportunity-enhancing effect of growth is negative, demonstrating that growth might have failed in its role as an instrument to reduce IOp. These results emphasize the relevance of extending standard analyses of growth to the space of “opportunity”. For instance, the different shapes characterizing the GIC

---

25. The results for the second period are consistent with other empirical evidence on the effect of the last financial and economic crisis. See, for example, Jenkins et al. (2013).

26. To make the individual OGIC and the type OGIC graphically comparable, we partitioned the smoothed distributions into 18 quantiles.
**Figure 1.** Italy 2002–2006–2010: Growth Incidence Curve

![Growth Incidence Curve](image)

*Source:* Authors’ calculation from SHIW (Bank of Italy).

**Table 2.** Italy: 2002–2006–2010 Dominance Conditions

<table>
<thead>
<tr>
<th>quantiles/types rank</th>
<th>GIC</th>
<th>type OGIC</th>
<th>cum. type OGIC</th>
<th>individual OGIC</th>
<th>cum. individual OGIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.5691***</td>
<td>2.6484***</td>
<td>2.6180***</td>
<td>3.9839***</td>
<td>3.9744***</td>
</tr>
<tr>
<td>2</td>
<td>4.6810***</td>
<td>11.5799***</td>
<td>7.3428***</td>
<td>2.6985***</td>
<td>3.3317***</td>
</tr>
<tr>
<td>3</td>
<td>4.1114***</td>
<td>-1.5181</td>
<td>4.3373***</td>
<td>2.6562***</td>
<td>3.1058***</td>
</tr>
<tr>
<td>4</td>
<td>4.4694***</td>
<td>0.5413</td>
<td>3.3125***</td>
<td>2.5996***</td>
<td>2.9757***</td>
</tr>
<tr>
<td>5</td>
<td>3.6610***</td>
<td>5.9404***</td>
<td>3.9061***</td>
<td>3.4201***</td>
<td>3.0512***</td>
</tr>
<tr>
<td>6</td>
<td>3.3625***</td>
<td>1.3937</td>
<td>3.3944***</td>
<td>1.6977***</td>
<td>2.7881***</td>
</tr>
<tr>
<td>7</td>
<td>3.2277***</td>
<td>7.8721***</td>
<td>4.0511***</td>
<td>2.8942***</td>
<td>2.8017***</td>
</tr>
<tr>
<td>8</td>
<td>2.8174***</td>
<td>6.0244***</td>
<td>4.3561***</td>
<td>5.4506***</td>
<td>3.1885***</td>
</tr>
<tr>
<td>9</td>
<td>2.5479***</td>
<td>1.6141**</td>
<td>3.9883***</td>
<td>1.8843***</td>
<td>2.9947***</td>
</tr>
<tr>
<td>10</td>
<td>2.4750***</td>
<td>-1.1908</td>
<td>3.3700***</td>
<td>2.1158**</td>
<td>2.8801***</td>
</tr>
<tr>
<td>11</td>
<td>2.3956***</td>
<td>5.7042***</td>
<td>3.6263***</td>
<td>1.5239***</td>
<td>2.7224***</td>
</tr>
<tr>
<td>12</td>
<td>2.7012***</td>
<td>1.4691</td>
<td>3.3977***</td>
<td>1.3037***</td>
<td>2.5751***</td>
</tr>
<tr>
<td>13</td>
<td>2.8946***</td>
<td>7.2706**</td>
<td>3.8027***</td>
<td>2.6333***</td>
<td>2.5808***</td>
</tr>
<tr>
<td>14</td>
<td>2.7802***</td>
<td>5.3008**</td>
<td>3.9270***</td>
<td>2.6164***</td>
<td>2.5835***</td>
</tr>
<tr>
<td>15</td>
<td>2.4743***</td>
<td>-7.5717**</td>
<td>3.0613***</td>
<td>1.8334***</td>
<td>2.5185***</td>
</tr>
<tr>
<td>16</td>
<td>2.9552***</td>
<td>1.4023</td>
<td>2.9156***</td>
<td>2.6785***</td>
<td>2.5292***</td>
</tr>
<tr>
<td>17</td>
<td>1.8412***</td>
<td>1.9006</td>
<td>2.8161***</td>
<td>3.4850***</td>
<td>2.6090***</td>
</tr>
<tr>
<td>18</td>
<td>0.3548</td>
<td>4.2672**</td>
<td>2.9169***</td>
<td>2.5781***</td>
<td>2.6063***</td>
</tr>
</tbody>
</table>

* * = 90 percent, ** = 95 percent, *** = 99 percent are significance levels for the difference between curves obtained from 1,000 bootstrap replications of the statistics.

*Source:* Authors’ calculations on SHIW (Banca d’Italia).
and the individual OGIC explain the diverging trends of inequality of outcome compared to the trend of IOp: inequality of outcome decreases, whereas IOp increases.

For the second period, the 2006–10 individual OGIC lies below zero for most of the distribution, suggesting that growth generates a reduction in the values of the opportunities enjoyed by individuals. In particular, it appears that the highest cost of the recession is borne by the individuals in the poorest quantiles of the smoothed distributions. Furthermore, similar to the previous period, the individual OGIC for 2006–10 shows an increasing trend, implying that growth might have acted by worsening opportunity inequality. The severe consequences of the recession are also captured by the two synthetic measures of growth, which both take a negative value.

Turning now to the comparison of the two episodes, the results are clear. The individual OGIC of 2002–06 lies always above the individual OGIC of 2006–10, and the dominance is statistically significant at all points of the curves.27.

Hence, the growth process in 2002–06 dominates the growth process in 2006–10 when both the extent of growth and progressivity components are considered. However, if we want to focus exclusively on their opportunity-redistributive impact (that is, on the extent to which these processes act by increasing or reducing IOp), the dominance is not clear because they both show a

27. This dominance is confirmed by the comparison of their cumulative individual OGICs (figures and data available upon request).
regressive pattern. It can be helpful, in this case, to compare the values of their respective opportunity-equalizing indexes, which show that 2002–06 is, with statistical significance, less regressive than 2006–10.

We can conclude that both of the income dynamics under scrutiny act by increasing $\text{IOp}$. However, whereas this trend is consistent with the change in outcome inequality in the second period, in the first period, the variation of outcome inequality and the variation of opportunity inequality are in the opposite direction. This result reveals that a conflict may arise in the evaluation of growth when these two different perspectives are adopted for the assessment of the same growth process.

It is interesting to examine why such a conflict arises. If inequality between types increases while overall outcome inequality declines, the within-type share of total inequality must necessarily decline.\textsuperscript{28} From this perspective, it may be helpful to look at Figure 3, which reports the GICs within types for the nine poorest and the nine richest types in each process. As expected, growth is progressive in both the poorest and richest types, with an higher average growth in the richest type.\textsuperscript{29} This within-type dynamic explains the divergence between the income- and opportunity-based distributional assessments.

Turning the focus to the type-specific growth, the picture changes dramatically. The type OGIC for 2002–06, reported in Figure 4, does not always lie above zero for the whole distribution; in particular, the types ranked 3 and 15 experience a loss. Most importantly, the shape of the type OGIC differs significantly from the shape of the individual OGIC. According to this perspective, growth can no longer be classified as regressive. For the Italian case, this is equivalent to saying that households whose heads were born in the South grow, on average, less than households with different geographical origins.\textsuperscript{30}

The type population share and the anonymity implicit in the individual OGIC explain why a regressive individual OGIC is coupled with a non-regressive type OGIC. The smoothed distribution, constructed to evaluate distributional phenomena from an EOp perspective, ranks the types according to their average income at each point in time. Hence, growth is evaluated by comparing the average of different types whenever there is a reranking of types over time. In contrast, the type OGIC tracks types over time. Hence, types are ranked according to their average income at the initial period of time. Whenever there is a reranking of types over time, some GIC-OGIC divergence may emerge.

For the second growth process, the 2006–10 type OGIC shows some similarity to the individual OGIC of the same period. In particular, most of the types experience a reduction in the value of their opportunity set, and this reduction is higher for the disadvantaged types. In sum, both the individual and the type

\textsuperscript{28} Note that in these empirical applications, the inequality measure used is additively decomposable for within and between groups.

\textsuperscript{29} We aggregate types to have sufficient observations in each quantile of the within-type GIC.

\textsuperscript{30} As reported in Table 1, the circumstance “head born in the South” appears in the five poorest types in 2002 and 2010 and in the four poorest types in 2006.
Figure 3. Italy 2002–2006–2010: Within-Types Growth Incidence Curve

Source: Authors’ calculation from SHIW (Bank of Italy).

Figure 4. Italy 2002–2006–2010: Type Opportunity Growth Incidence Curve

Source: Authors’ calculation from SHIW (Bank of Italy).
OGIC confirm the negative impact of the crisis in terms of the extent of opportunity and the distribution of opportunity.

Interestingly, the only three types that demonstrate positive growth in this period share the circumstance of coming from central Italy. This finding is consistent with the reduction of between-region inequality in Italy due to their different rates of income decline during the recent economic recession. Whereas the North-South gap remained stable, the recession narrowed the gap between the North and the Centre. Among the reasons that may explain this trend is the negative performance of incomes in the North during the recent slowdown, which is generally attributed to the decline of the car industry and other manufacturing sectors, largely developed in Piedmont and Friuli-Venezia-Giulia (Istat, 2012). A severe crisis in the agricultural sector and a growing service industry (especially in the health care sector) may explain, at least in part, the diverging trend of the Southern and Central regions.

The comparison of the two growth episodes is less clear because they have a specular shape: types that benefit most from growth during the first process are those that lose more during the second. The two type OGICs intersect more than once; hence, it is not possible to establish a ranking between the two growth processes. It is possible to obtain an unambiguous ordering by weakening the dominance conditions and comparing the cumulative type OGICs. We find that the first process dominates the second and that this dominance is always statistically significant. This result is also supported by the comparison of the synthetic measures of growth between the two periods. The index evaluating the extent of growth, with concern for the growth experienced by the initially disadvantaged types, is positive for the first period and negative for the second, and their difference is statistically significant (see Table 3).

It is not an easy task to understand the driving forces of these transformations. Given that, by definition, the rank of types and income are correlated, it is extremely difficult to disentangle the changes that may have affected, in opposite directions, the distribution of outcome and the distribution of opportunities. However, the trend of the North-South divide and labor market reforms may be considered among the determinants of redistribution since 2002. First, the different reforms realized in the recent past to reduce the gap in the opportunities accessible to different individuals have not been able to fulfill the desired goal. In particular, as shown by Pavolini (2011), among others, different public services, particularly different measures and interventions of the welfare state, are still suffering from territorial divergences with consequences in terms of an increase in IOp over time, as witnessed by the lower growth rates experienced by the Southern types.

31. Although the first process is better than the second and the dominance is statistically significant for most of the types, for type 15, the second process is preferred to the first one with statistical significance.
32. This may be a challenging question for future research.
<table>
<thead>
<tr>
<th></th>
<th>2002</th>
<th>2006</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu(y) ) eq.</td>
<td>20116.82 (4735.42)</td>
<td>21692.12 (5275.08)</td>
<td>21117.34 (5445.91)</td>
</tr>
<tr>
<td>mld (all)</td>
<td>0.1422 (0.0026)</td>
<td>0.1301 (0.0021)</td>
<td>0.1437 (0.0027)</td>
</tr>
<tr>
<td>mld (between)</td>
<td>0.0256 (0.0006)</td>
<td>0.0274 (0.0001)</td>
<td>0.0313 (0.0007)</td>
</tr>
<tr>
<td>( G_{Ys} )</td>
<td>1.821 (0.0145)</td>
<td>–0.9532 (0.0155)</td>
<td></td>
</tr>
<tr>
<td>( OG_{Ys} )</td>
<td>–0.0946 (0.0080)</td>
<td>–2.869 (0.0244)</td>
<td></td>
</tr>
<tr>
<td>( G_{Yb} )</td>
<td>–0.2340 (0.3707)</td>
<td>–1.2618 (0.0197)</td>
<td></td>
</tr>
</tbody>
</table>

Note: \( mld \) = mean logarithmic deviation or generalized entropy index with parameter 0, \( G_{Ys} \) = EOp consistent aggregate measures of growth (eq. 9), \( OG_{Ys} \) = EOp consistent aggregate measures of growth progressivity (eq. 10), \( G_{Yb} \) = Aggregate measure of between-type inequality of growth (eq. 11); 95 percent bootstrapped standard errors are reported in parenthesis.

Source: Authors’ calculations on SHIW (Banca d’Italia).
Second, the labor market reforms introduced in 1998 and extended in 2000 and 2003, which mainly aimed to reduce the labor protection legislation (particularly for temporary workers), have increased wage flexibility and job turnover, increasing the “instability” in the opportunity faced by individuals (Jappelli and Pistaferri, 2009). This instability may explain why growth appears more opportunity regressive in the second period, a period of crisis. Boeri and Garibaldi (2007) suggest that although job flexibility generates instability, it may provide more job opportunities during periods of positive growth. This is not the case during recessions because these workers, in all categories of atypical job contracts, are more likely to be fired and are often excluded from social security benefits. We suggest that such an effect has been stronger in the southern regions, thereby explaining the territorial gradient in the diverging trends of different types.

**Opportunity and Growth in Brazil: The Data**

Our theoretical framework may be of particular interest in the analysis of developing and emerging economies that experience lively growth processes with a dramatic impact on poverty and redistribution. For this reason, the second country considered in this paper is Brazil. To perform this analysis, the 2002, 2005, and 2008 waves of the Brazilian Pesquisa Nacional por Amostra de Domicílios (PNAD), a representative survey of the Brazilian population, are used.

The unit of observation is the household, and the individual outcome is measured as the monthly household equivalent income, expressed in 2008 Brazilian real. Household income is computed as the sum of all household members’ individual incomes, including earnings from all jobs, and all other reported income, including income from assets, pensions, and transfers.

The population is partitioned into 15 types using the information on two circumstances: region of birth and race. Region of birth is coded in five categories (North, Northeast, Southeast, South, Center-west), and race is coded in three categories (white/east Asian, black/mixed race, and indigenous). Individuals who were born abroad and those classified as “other” for the variable race are excluded because the number of observations is too low to make appropriate inference. Hence, the sample sizes of each wave considered in this analysis are as follows: 366,388 households in 2002, 390,046 in 2005, and 372,581 in 2008.

The full opportunity profiles for the three waves are reported in Table 4 in the appendix. In this table, it is clear that race is the main determinant of the disparity in opportunities. Consistent with a number of contributions on socio-economic inequality in Brazil, racial relationships appear to be the major source of outcome and opportunity inequality in Brazil (Telles 2004; Bourguignon et al. 2007; among others).

33. Equivalent income is obtained by dividing total income by the square root of the household size.
34. Again, the richest and poorest 1 percent of the household distribution in each wave are dropped.
35. All estimates are based on the sample weights according to Silva et al. (2002).

<table>
<thead>
<tr>
<th>Region</th>
<th>Race</th>
<th>rank(^02)</th>
<th>sample(^02)</th>
<th>(q_i)(^02)</th>
<th>(\mu_i)(^02)</th>
<th>rank(^05)</th>
<th>sample(^05)</th>
<th>(q_i)(^05)</th>
<th>(\mu_i)(^05)</th>
<th>rank(^08)</th>
<th>sample(^08)</th>
<th>(q_i)(^08)</th>
<th>(\mu_i)(^08)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northeast</td>
<td>black-mixed</td>
<td>1</td>
<td>91118</td>
<td>0.2227</td>
<td>516.73</td>
<td>2</td>
<td>97846</td>
<td>0.2229</td>
<td>550.09</td>
<td>1</td>
<td>93547</td>
<td>0.2272</td>
<td>695.64</td>
</tr>
<tr>
<td>Northeast</td>
<td>indigenous</td>
<td>2</td>
<td>299</td>
<td>0.0007</td>
<td>576.47</td>
<td>6</td>
<td>309</td>
<td>0.0006</td>
<td>702.42</td>
<td>2</td>
<td>398</td>
<td>0.0010</td>
<td>715.49</td>
</tr>
<tr>
<td>North</td>
<td>black-mixed</td>
<td>3</td>
<td>25874</td>
<td>0.0381</td>
<td>631.47</td>
<td>3</td>
<td>35053</td>
<td>0.0542</td>
<td>604.64</td>
<td>3</td>
<td>33200</td>
<td>0.0556</td>
<td>769.59</td>
</tr>
<tr>
<td>South</td>
<td>black-mixed</td>
<td>4</td>
<td>10121</td>
<td>0.0270</td>
<td>683.06</td>
<td>7</td>
<td>11549</td>
<td>0.0292</td>
<td>748.19</td>
<td>6</td>
<td>12006</td>
<td>0.0319</td>
<td>937.98</td>
</tr>
<tr>
<td>Southeast</td>
<td>black-mixed</td>
<td>5</td>
<td>42007</td>
<td>0.1448</td>
<td>768.61</td>
<td>9</td>
<td>48800</td>
<td>0.1606</td>
<td>806.90</td>
<td>8</td>
<td>47725</td>
<td>0.1633</td>
<td>969.41</td>
</tr>
<tr>
<td>Center-west</td>
<td>black-mixed</td>
<td>6</td>
<td>16052</td>
<td>0.0300</td>
<td>777.33</td>
<td>8</td>
<td>17223</td>
<td>0.0306</td>
<td>799.66</td>
<td>10</td>
<td>17472</td>
<td>0.0321</td>
<td>1006.28</td>
</tr>
<tr>
<td>Center-west</td>
<td>indigenous</td>
<td>7</td>
<td>154</td>
<td>0.0003</td>
<td>806.05</td>
<td>1</td>
<td>136</td>
<td>0.0002</td>
<td>444.41</td>
<td>4</td>
<td>175</td>
<td>0.0003</td>
<td>859.83</td>
</tr>
<tr>
<td>Northeast</td>
<td>white-east asian</td>
<td>8</td>
<td>42720</td>
<td>0.1094</td>
<td>821.07</td>
<td>10</td>
<td>42911</td>
<td>0.1017</td>
<td>823.36</td>
<td>9</td>
<td>40880</td>
<td>0.1018</td>
<td>975.68</td>
</tr>
<tr>
<td>South</td>
<td>indigenous</td>
<td>9</td>
<td>119</td>
<td>0.0002</td>
<td>866.19</td>
<td>5</td>
<td>128</td>
<td>0.0003</td>
<td>628.87</td>
<td>7</td>
<td>183</td>
<td>0.0005</td>
<td>940.65</td>
</tr>
<tr>
<td>North</td>
<td>indigenous</td>
<td>10</td>
<td>98</td>
<td>0.0002</td>
<td>879.60</td>
<td>4</td>
<td>206</td>
<td>0.0002</td>
<td>622.59</td>
<td>5</td>
<td>236</td>
<td>0.0003</td>
<td>861.65</td>
</tr>
<tr>
<td>North</td>
<td>white-east asian</td>
<td>11</td>
<td>9916</td>
<td>0.0146</td>
<td>970.79</td>
<td>11</td>
<td>11088</td>
<td>0.0167</td>
<td>903.47</td>
<td>11</td>
<td>9942</td>
<td>0.0164</td>
<td>1102.10</td>
</tr>
<tr>
<td>Southeast</td>
<td>indigenous</td>
<td>12</td>
<td>117</td>
<td>0.0004</td>
<td>1082.98</td>
<td>12</td>
<td>105</td>
<td>0.0004</td>
<td>1011.33</td>
<td>12</td>
<td>153</td>
<td>0.0005</td>
<td>1192.87</td>
</tr>
<tr>
<td>South</td>
<td>white-east asian</td>
<td>13</td>
<td>49021</td>
<td>0.1311</td>
<td>1169.46</td>
<td>14</td>
<td>49133</td>
<td>0.1244</td>
<td>1229.42</td>
<td>14</td>
<td>44957</td>
<td>0.1198</td>
<td>1456.16</td>
</tr>
<tr>
<td>Center-west</td>
<td>white-east asian</td>
<td>14</td>
<td>12717</td>
<td>0.0244</td>
<td>1179.96</td>
<td>13</td>
<td>13147</td>
<td>0.0238</td>
<td>1176.54</td>
<td>13</td>
<td>12642</td>
<td>0.0236</td>
<td>1433.06</td>
</tr>
<tr>
<td>Southeast</td>
<td>white-east asian</td>
<td>15</td>
<td>66055</td>
<td>0.2561</td>
<td>1385.93</td>
<td>15</td>
<td>62412</td>
<td>0.2341</td>
<td>1387.16</td>
<td>15</td>
<td>59065</td>
<td>0.2255</td>
<td>1613.84</td>
</tr>
</tbody>
</table>

Note: Types are ranked in ascending order according to the average income at the beginning of each growth period.

Source: Authors’ calculations on PNAD (Instituto Brasileiro de Geografia e Estatística).
To analyze the distributional impact of growth in Brazil according to the EOp perspective, two three-year period growth processes are considered: 2002–05 and 2005–08. The choice of these particular periods is driven by the observation that during these years, Brazil experienced quite diverging economic trends. The former was a period of economic slowdown; the PNAD data record an increase in the overall mean income of only 0.26 percent. In contrast, the latter period was a period of pronounced growth, with an overall mean income growth of approximately 6.36 percent.

**Opportunity and Growth in Brazil: The Results**

As in the first illustration, we begin this analysis with the assessment of growth according to the equality of outcome perspective. The GICs for the two periods considered are reported in Figure 5.

Although both curves lie almost always above zero, growth is outstanding in the second period. In fact, it is possible to unambiguously order the two growth processes because the difference between the GIC coordinates in the two periods is always statistically significant (see Table 5 in the appendix). The redistributive impact of the two processes is very similar. The respective curves are both neatly decreasing, demonstrating that growth acts by alleviating outcome inequality.

We now proceed in the evaluation of the Brazilian growth by endorsing an opportunity-egalitarian perspective. The individual OGICs for the two growth episodes are reported in Figure 6.

One feature stands out. For the 2002–05 growth episode, although the GIC lies almost always above zero, the individual OGIC is positive only for half of the smoothed distribution. This conflict indicates that although the majority of households experience positive growth, the extent of the losses borne by the richest 15 percent is substantial in determining the change in the value of the opportunity sets. This effect is plausible whenever the richest households are not concentrated only in the richest type; that is, income quantiles and types are not perfectly correlated, as for the case of Brazil during 2002–05.

This does not happen during 2005–08, when the individual OGIC lies above zero, implying that growth plays a positive role in determining an improvement of the opportunities faced by the entire population. As a result, the second process also dominates the first when an opportunity-egalitarian perspective is adopted, and the dominance is statistically significant (see Table 5 in the appendix). The sign of the dominance is also confirmed by the plot of the cumulative individual OGIC. The progressivity of the two growth episodes is clarified by the decreasing shape of the two curves. These results are further supported by the estimation of the synthetic measures of growth. The index capturing the opportunity-sensitive extent of growth is positive for both the 2002–05 and 2005–08 processes, but it is higher for 2005–08. In the same way, the value of the index capturing the progressivity of growth, in terms of equality of
opportunity, is positive for both processes. This means that during the two periods, growth acts by alleviating the disparities in opportunities, but this effect is stronger for the 2005–08 process (see Table 6 in the appendix).
Similar features characterize the assessment of growth when the focus is on the type-specific growth. Figure 7 reports the type OGICs for the 2002–05 and 2005–08 periods.

Regarding the first period, it is possible to observe that, consistent with the individual OGIC, most of the types experience a reduction in the value of their opportunity set. These types particularly include households with an indigenous head. However, the curve does not appear to show a clear pattern; it is progressive for the lowest part of the distribution up to type 7 and then takes a clear regressive shape. The unstable trend is confirmed by the negative value of the opportunity-sensitive growth measure. It can thus be inferred that the negative growth experienced by certain types more than compensates for the positive growth experienced by the poorest types.

For the second period, the positive distributional implications of the growth process are again confirmed by the type-specific OGIC. All types experience an increase in the values of their opportunity set with a quite progressive trend. These results are supported by the positive value of the index measuring the extent of opportunity-sensitive growth (see Table 6 in the appendix). Thus, we can conclude that this growth process is beneficial in terms of opportunity when both size and distributional aspects are considered.

36. However, recall that this curve does not take into account the relative size of types. In this specific case, in fact, the types that experience an increase in the value of their opportunity set represent over 90 percent of the population.
### Table 6. Brazil: 2002–2005–2008 Complete Rankings and Inequality

<table>
<thead>
<tr>
<th></th>
<th>2002</th>
<th>2005</th>
<th>2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>366,388</td>
<td>390,046</td>
<td>372,581</td>
</tr>
<tr>
<td>$\mu(y)$ eq.</td>
<td>934.66 (333.55)</td>
<td>937.057 (324.13)</td>
<td>1113.48 (355.26)</td>
</tr>
<tr>
<td>mld (all)</td>
<td>0.4738 (0.0014)</td>
<td>0.4327 (0.00131)</td>
<td>0.3922 (0.0010)</td>
</tr>
<tr>
<td>mld (between)</td>
<td>0.0672 (0.0004)</td>
<td>0.0618 (0.0004)</td>
<td>0.0512 (0.0003)</td>
</tr>
<tr>
<td>avg. growth.</td>
<td>0.26%</td>
<td>6.36%</td>
<td></td>
</tr>
<tr>
<td>$G_{Y_{s}}$</td>
<td>0.7547 (0.0910)</td>
<td>7.4937 (0.1169)</td>
<td></td>
</tr>
<tr>
<td>$OG_{Y_{s}}$</td>
<td>0.4384 (0.0559)</td>
<td>0.7891 (0.0566)</td>
<td></td>
</tr>
<tr>
<td>$G_{Y}$</td>
<td>-1.0213 (0.6120)</td>
<td>9.5304 (1.0758)</td>
<td></td>
</tr>
</tbody>
</table>

Note: mld = mean logarithmic deviation or generalized entropy index with parameter 0, $G_{Y_{s}}$ = EOp consistent aggregate measures of growth (eq. 9), $OG_{Y_{s}}$ = EOp consistent aggregate measures of growth progressivity (eq. 10), $G_{Y_{m}}$ = Aggregate measure of between type inequality of growth (eq. 11), 95 percent bootstrapped standard errors are reported in parenthesis.

Source: Authors’ calculations on PNAD (Instituto Brasileiro de Geografia e Estatística).
As is reasonable to expect, the comparison of the two processes highlights an unambiguous dominance of the second period growth over the first. The difference in the OGIC coordinates is statistically significant for almost all types, as shown in Table 5 in the appendix. For robustness purposes, we also test the difference of the respective cumulative type OGICs coordinates, which is clearly statistically significant for all types, and the difference, which is again significant, of their aggregate index of growth (see Table 6 in the appendix).

Finally, Figure 8, reporting the within-type GICs, explains how the progressive growth of Brazil between 2002 and 2005 is the joint effect of a reduction of between- and-within type inequality. The four within-type GICs are downward sloping, and the average growth rate in the poorest seven types is higher in both cases than the same rate in the eight richest types.

This considerable change in the overall inequality for the time span considered is well known in the literature. Ferreira et al. (2008) suggest a number of determinants of this change: the decline in inequality between educational subgroups, a reduction in the urban-rural gap, a reduction of inequalities between racial groups, a dramatic increase in the minimum wage, and improvements in social protection programs. Clearly, these variables have a direct impact on inequality of outcome and on the distribution of opportunities. Moreover, our analysis shows that these growth processes have been beneficial in terms of improving opportunities and that Brazil has experienced an impressive increase in the degree of EOp, particularly during the 2002–05 period. Our conclusions complement
the findings of Molinas et al. (2011), who look at the development of IOp in Brazil with a specific focus on the opportunities of children.

CONCLUSIONS

In this paper, we have argued that a better understanding of the relationship between inequality and growth can be obtained by shifting the analysis from final achievements to opportunities.

To this end, we have introduced the individual OGIC and the type OGIC. The former can be used to infer the role of growth in the evolution of IOp over time. The latter can be used to evaluate the income dynamics of specific groups of the population. For both versions of the OGIC, we have also proposed aggregate indices that can be used to measure the distributional impact of growth from the EOp perspective when it is not possible to rank growth episodes through the use of curves. We have shown that possible divergences in the rankings obtained through the use of the individual OGIC and the type OGIC are mostly due to demographic issues.

We have provided two empirical applications, for Italy and for Brazil. These analyses show that the measurement framework we have introduced can be used to complement existing tools for the evaluation of the distributional implications of growth. Moreover, our tools appear to be potentially relevant for the
understanding of the joint dynamic of income inequality and inequality of opportunity. Another field of application of our framework is the analysis of tax-benefit systems of reforms. Typically, the distributional aspects of these reforms are analyzed through microsimulation techniques and are evaluated in terms of income inequality reduction. Comparing reforms with the help of the tools developed in this paper, which allow the evaluation of the IOp reduction, seems a promising path for future research.

Appendix

Proof of Remark 1 We start by showing the sufficiency that the individual OGIC implies the type OGIC dominance. Let the two type OGICs be defined as follows:

\[ g^A(i/n_A) = \frac{\tilde{\mu}^A_i(y_{t+1})}{\mu^A_i(y_t)} - 1 \quad \forall i \in \{1, \ldots, n_A\} \]

\[ g^B(i/n_B) = \frac{\tilde{\mu}^B_i(y_{t+1})}{\mu^B_i(y_t)} - 1 \quad \forall i \in \{1, \ldots, n_B\} \]

If (i) holds and there is type OGIC dominance between the two growth processes \( G^A \) and \( G^B \), we will have the following:

\[ g^A(i/n_A) \geq g^B(i/n_B) \iff \frac{\tilde{\mu}^A_i(y_{t+1})}{\mu^A_i(y_t)} \geq \frac{\tilde{\mu}^B_i(y_{t+1})}{\mu^B_i(y_t)}, \forall i \in \{1, \ldots, n\}. \]  

(12)

If (iii) holds, the type OGIC dominance of the growth processes \( G^A \) over \( G^B \) will be

\[ g^A(i/n_A) \geq g^B(i/n_B) \iff \frac{\mu_i(y_{t+1})}{\mu_i(y_t)} \geq \frac{\mu_i(y_{t+1})}{\mu_i(y_t)}, \forall i \in \{1, \ldots, n\} \]  

(13)

where \( \mu_i(y_{t+1}) \) is the mean income of the type ranked \( i \) in the final distribution of the types’ mean income, which, under (iii), corresponds to \( \mu_i(y_{t+1}) \). Now, let the two individual OGICs be defined as follows:

\[ g^A(i/n_A) = \frac{\mu_i^A(y_{t+1})}{\mu_i^A(y_t)} - 1 \quad \forall i = 1, \ldots, n_A \]

\[ g^B(i/n_B) = \frac{\mu_i^B(y_{t+1})}{\mu_i^B(y_t)} - 1 \quad \forall i = 1, \ldots, n_B \]

(i) and (ii) implies \( N_A = N_B \). Hence, if there is individual OGIC dominance of the growth process \( G^A \) over \( G^B \), we will have the following:

\[ g^A(i/n_A) \geq g^B(i/n_B) \iff \frac{\mu_{j^A}^{At}(y_{t+1})}{\mu_{j^A}^{At}(y_t)} \geq \frac{\mu_{j^B}^{Br}(y_{t+1})}{\mu_{j^B}^{Br}(y_t)}, \forall j \in \{1, \ldots, N\} \]  

(14)

Now, for the individuals \( j \) belonging to type \( i \), given (ii) and because we use smoothed income, we can write eq. (13) in terms of (14):

\[ g^A(i/n_A) \geq g^B(i/n_B) \iff \sum_{j=1}^{m_{At+1}} \frac{\mu_{j}^{At+1}}{\mu_{j}^{At}} \geq \sum_{j=1}^{m_{Br+1}} \frac{\mu_{j}^{Br+1}}{\mu_{j}^{Br}}, \forall i \in \{1, \ldots, n\} \]  

(15)
If eq. (14) holds, than it must be the case that the dominance in their type aggregation holds, providing the dominance in eq. (15). Hence we have proved the sufficiency of the remark.

We now prove the necessary condition by contradiction.

Suppose that eq. (15) holds. Now, pick a type \( i \in \{1, \ldots, n\} \). Assume that for that type \( \exists k \{1, \ldots, m_i\} \) such that \( \mu_k^{At} + \frac{1}{\mu_k^{At}} \leq \mu_k^{Bt} + \frac{1}{\mu_k^{Bt}} \), then because all individuals in the same type are given the same mean income, \( \sum_{j=1}^{m_i} \frac{\mu_j^{At}}{\mu_j^{At}} - \sum_{j=1}^{m_i} \frac{\mu_j^{Bt}}{\mu_j^{Bt}} < 0 \) for a given type \( i \), contradicting eq. (15). QED
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This paper evaluates the change in health opportunities for children aged two to six years who participate in the Mexican Oportunidades program. Oportunidades is a large-scale, conditional cash transfer program initiated in 1998 through which poor rural households receive cash in exchange for their compliance with preventive health care requirements, nutrition supplementation, education, and monitoring. In 2010, approximately 5.8 million families participated in the program, and cash transfers to the participants totaled $4.8 billion. The average treatment effects of the program on the health of young children have been shown to be positive (see the literature surveyed in Parker et al. 2008). We propose a methodology that focuses on the conditional cumulative distribution functions of health outcomes to identify whether and where in the distribution the program is effective for children whose parents have certain characteristics. Our methodology evaluates the program from the perspective of children’s opportunities rather than average treatment effects.

Fiszbein et al. (2009) report that in 1997, only three developing countries (Mexico, Brazil, and Bangladesh) had conditional cash transfer programs in place; by 2008, this number had increased to 29, with many more countries planning to implement such programs. It is important to develop techniques to evaluate the effects of these programs on children’s opportunities because these programs are increasingly popular in developing countries, they are sometimes conducted on a large scale, and their focus is on breaking the intergenerational poverty cycle. Despite the recent emergence of substantial empirical literature measuring inequality of opportunity (e.g., Paes et al. 2009 and the references below), no such techniques currently exist.

In the recent literature on equality of opportunity (e.g., Bossert 1995; Fleurbaey 1995, 2008; Roemer 1993), a distinction is generally drawn between two types of factors that influence the outcome under consideration. On the one hand, there are circumstances and characteristics for which an individual is not responsible, such as race, sex, and parental background; these are the characteristics upon which we condition the cumulative distribution function. On the other hand, there are other characteristics for which individuals are considered responsible, such as having a good work ethic. The idea is that public policies, including conditional cash transfer programs, should compensate for the former while respecting the influence of the latter.1

We apply the framework to health outcomes of children aged two to six years. We consider the following circumstances for which parents are not responsible: race, in particular, whether either parent is indigenous; educational level, determined by whether either parent had primary education; and participation in the program. Each possible combination of circumstances corresponds to a “type,” in Roemer’s terminology (Roemer 1993). Therefore, we

1. Recently, Lefranc et al. (2009) extended this framework with a third factor, random factors that are legitimate sources of inequality “as long as they affect individual outcomes and circumstances in a neutral way” (p. 1192).
have eight types. To evaluate the program, we take the health outcomes of children who belong to families enrolled in the program for each of the four types, which are defined on the basis of the parents’ race and education level, and we compare those outcomes with the health outcomes of children whose parents belong to the corresponding type that was not enrolled in the program. Within each type, outcomes can (and will) differ because of factors that are unobserved and ascribed to parental responsibility, such as parental health investments in children. In section II, we argue that an opportunity perspective implies that the comparison of treatment and control types must be based on first- or second-order stochastic dominance.

The idea of using first- or second-order stochastic dominance to investigate equality of opportunity for a particular outcome is not novel. However, until now, this method has been applied only to study whether opportunities are equal within a particular population (see O’Neill et al. 2000 and Lefranc et al. 2009 for studies in which the outcome is income; see Rosa Dias 2009 and Trannoy et al. 2010 for adults’ self-assessed health studies; for comparisons between different countries, see Lefranc et al. 2008 for income-based outcomes; for comparisons between regions, see Peragine and Serlenga 2008 for education-based outcomes). Our paper makes three primary contributions to this literature. First, and most important, we conduct our evaluation by establishing the effect of Oportunidades on children’s health opportunities. Second, we consider opportunity in the health of young children because their health is crucial for their adult outcomes (see, e.g., Black et al. 2007 and Alderman et al. 2006) and because it is important in its own right. Third, in contrast to previous literature that tested for stochastic dominance in the context of equality of opportunity, our test procedure is based on Davidson and Duclos (2009) and Davidson (2009). Thus, we test the null of nondominance against the alternative of dominance so that rejection of the null logically entails dominance.

Most of the literature on program evaluation focuses on estimating average treatment effects. However, we are interested in establishing or rejecting stochastic dominance between the distributions of health outcomes of children when their parents are either in or out of the program. This exercise is not trivial because we cannot observe the same child both in and out of the program; in other words, we cannot simply resort to a comparison of the cumulative distributions of treatment and control types without making additional assumptions (Heckman 1992). One such assumption is perfect positive quantile dependence (see Heckman et al. 1997), which stipulates that those who are at the $q$th quantile in the distribution with treatment would have been at the $q$th quantile in the distribution without treatment. Roemer’s identification axiom (Roemer 1993) is usually invoked in empirical applications of equality of opportunity when responsibility characteristics are unobserved. This axiom posits that the parents of children who are at the same percentile of their type distribution have exercised comparable responsibility. We argue below that this axiom provides a normatively inspired alternative to perfect positive quantile dependence by reducing
the problem to a comparison of the cumulative distribution functions of the corresponding treatment and control types. The literature on average treatment effects stresses that treatment and control samples must be comparable in terms of preprogram characteristics. We show that this is also imperative when testing for stochastic dominance. Following the literature on average treatment effects, we propose a propensity score matching technique on the basis of preprogram characteristics to better compare treatment and control types. Finally, it is noteworthy that two authors recently suggested incorporating stochastic dominance into project evaluation: Verme (2010) proposed a stochastic dominance approach to determine the effect of a perfectly randomized experiment based on the measures establishing poverty line dominance (i.e., dominance for a range of poverty lines) developed by Foster et al. (1984). Our approach, based on equality of opportunity, stresses that we should focus on the distributions that are conditional on circumstances instead of comparing the distributions of all treatment and control samples. Therefore, we compare the distributions of corresponding treatment and control types. Moreover, our propensity score matching technique makes this approach effective for imperfectly randomized experiments. Naschold and Barrett (2010) allow for nonrandomized treatment by focusing on stochastic dominance between treatment and control samples of the distribution of the difference in outcome, both before and after treatment. They do not focus on types, and the results are difficult to interpret because dominance in terms of differences does not imply that treatment leads to a dominating distribution, which fundamentally depends on who gains and who loses.

Our main findings are that the treatment has substantial positive effects on the health opportunities of children from indigenous families. The effects on children growing up in nonindigenous families are weaker, although we still find significant positive treatment effects for that group.

The paper is structured as follows. Section I provides definitions and explains the methodology. The data are described in section II. Section III presents the empirical results, including a discussion of the relationship with previous studies. Section IV concludes.

I. Definitions and Methodology

Let a child’s health outcome be represented by the variable \( h \in H = [b, \tilde{b}] \subseteq \mathbb{R} \), and let higher values for \( h \) mean better health. A child’s health is the result of two types of variables. The first variable, \( c \in C \), represents circumstances and characteristics for which the child’s parents are not responsible, such as race, educational background, and whether the family participates in the program.\(^2\) The second

\(^2\) Race and educational background are circumstances because they should not influence the health opportunities parents can obtain for their children. Whether the family participates in the program is largely determined by the locality in which they lived at the time the program began; therefore, this is outside of parental control.
variable, \( r \in \mathbb{R} \), represents characteristics for which parents are responsible, such as health investments in children. Each combination of circumstances corresponds to a type. Social programs should improve children’s opportunities, and from the perspective of the equality of opportunity literature, they should compensate for health differences that are caused by circumstances. Moreover, they should respect the influence of parental responsibility, at least to some extent (see, e.g., Swift 2005 for a defense of this position).

In many empirical applications, responsibility is unobserved, as it is here. In such cases, the equality of opportunity framework is usually operationalized using the identification axiom proposed by Roemer (1993), which states that the parents of two children who are at the same percentile of their type distribution of health have exercised identical responsibility.\(^3\) Thus, if the cumulative distribution function of health for a type whose family participated in the program lies below the cumulative distribution function of health for the corresponding type who did not participate in the program, the type in the program needs less parental effort to obtain a particular level of child health than the type not in the program. If this holds for all levels of health, program participation unambiguously improves the opportunities for this type. Consequently, if the distribution of a type with treatment first-order stochastically dominates the distribution of the corresponding type that did not receive treatment, the program improves this type’s opportunities. Similar reasoning applies to second-order stochastic dominance, with the caveat that second-order stochastic dominance can also be obtained by within-type, inequality-reducing transfers of health that do not fully respect the influence of parental responsibility.\(^4\)

Roemer’s identification axiom does not necessarily imply that we would find children with and without treatment at exactly the same \( q \)th quantile (which is the perfect positive quantile dependence found in Heckman et al. 1997); instead, it merely states that the comparison of the quantiles of the treated and corresponding untreated type is normatively relevant because it compares the health outcomes of children of parents who behaved equally responsibly.

Let \( F_c(h|c) \) denote the conditional distribution of children’s health for parents with circumstances \( c \) in the control sample, and let \( F_T(h|c) \) denote the same distribution in the treatment sample. We say that the project improves the opportunities for the health of children with parental circumstances \( c \) if the conditional distribution \( F_T(h|c) \) first-order stochastically dominates the conditional distribution \( F_c(h|c) \), and we test whether first-order stochastic dominance occurs. Thus, the issue of statistical inference arises. We follow Davidson and Duclos (2009), starting from nondominance as the null hypothesis. To

---


4. Fully respecting the influence of responsibility means that the health differences caused by responsibility are fully preserved by the program. Alternative notions of responsibility are weaker and require, for instance, that the program does not change the rank order of children’s health. This weaker requirement is compatible with second-order stochastic dominance.
illustrate the procedure for testing first-order dominance and to describe the test more formally, let $U \subseteq H$ be the union of the supports of $F^c(h|c)$ and $F^T(h|c)$. We test the null hypothesis of nondominance of $F^c(h|c)$ by $F^T(h|c)$,

$$\max_{z \in U} (F^T(z|c) - F^c(z|c)) \geq 0$$

against the alternative hypothesis that $F^T(h|c)$ first-order stochastically dominates $F^c(h|c)$,

$$\max_{z \in U} (F^T(z|c) - F^c(z|c)) < 0.$$ 

This approach has the advantage of allowing us to draw the conclusion of dominance if we succeed in rejecting the null hypothesis; in other words, when the null is rejected, the only other possibility is dominance. By contrast, if dominance is the null hypothesis, as is the case in most empirical work to date, failure to reject dominance does not allow us to accept dominance. As Davidson and Duclos (2009) point out, taking nondominance as the null with continuous distributions comes at the cost that it is not possible to reject nondominance in favor of dominance over the entire support of the distribution.\(^5\) Rejecting nondominance is normally possible only over restricted ranges of the observed variable. Thus, another merit of this approach is that it allows us to identify the maximal range over the supports of the distribution for which we are able to reject the null of nondominance and, therefore, to accept dominance in favor of the project. In this way, we can check whether we have dominance over ranges of the observed variable that are of special importance, such as the range below minus two standard deviations from the reference height for standardized height, which indicates stunting.

Of course, we must use the identical procedure to test the null of nondominance of $F^T(h|c)$ by $F^C(h|c)$ against the alternative hypothesis that $F^C(h|c)$ dominates $F^T(h|c)$. If rejection occurs, we identify the maximal range over the support of the distribution for which we are able to reject the null of nondominance and to accept dominance against the project.\(^6\) These elements are incorporated in the following weak version of improvements in opportunities, which encompasses most of the work in this paper.

First-Order Improvements: The project leads to a first-order improvement of the opportunities of children with parental circumstances $c$ if (a) there exists

---

5. Let $h$ be the lower bound of $U$. Evidently, $F^T(h|c) - F^C(h|c) = 0$; therefore, the maximum over $U$ is never less than zero. Moreover, close to the boundaries of the support, there may be too little information to reject nondominance.

This equation clearly shows that the composition of the treatment has no effect (\(F^c(h|c_1, x) = F^T(h|c_1, x)\)), but the composition of those with circumstances \(c_1\) differs between the control and treatment types. Suppose that \(f^c(x|c_1)\) is higher than \(f^T(x|c_1)\) for favorable preprogram characteristics \(x\), or characteristics for which \(F^c(h|c_1, x)\) is lower, and that \(f^c(x|c_1)\) is lower than \(f^T(x|c_1)\) for unfavorable preprogram characteristics. As a result, \(F^c(h|c_1)\) is smaller than \(F^T(h|c_1)\), and we might erroneously
infer that the treatment had an adverse effect on the opportunities of those with circumstances \( c_1 \).

II. DATA DESCRIPTION

In this section, we describe the Oportunidades program and the construction of treatment and control samples. We describe the selection of circumstances and outcomes and examine the data used to evaluate the program.

*The Oportunidades Program*

The Oportunidades program is a conditional cash transfer program in which bimonthly cash transfers are provided to households in extreme poverty. The cash transfers are conditioned on the attendance of children in school, health care visits for all members of the household, and attendance at information sessions on primary health care and nutrition. Money for schooling constitutes the largest part of the conditional cash transfer. The total amount that a household receives depends on the number, age, and sex of its children. On average, households receive approximately 20 percent of their household consumption from such cash transfers.

Interventions for young children and their mothers are particularly emphasized. Prenatal and postpartum care visits, growth monitoring, immunization, and management of diarrhea and antiparasitic treatments are provided to mothers and young children. Children between the ages of four months and 23 months must have nine periodic medical check ups. From the age of 23 months until the child turns 19 years old, household members must have at least two check ups per year. Children between the ages of six and 23 months, lactating women and low-weight children between the ages of two and four years receive milk-based and micronutrient fortified foods containing the daily recommended intake of zinc, iron, and essential vitamins.\(^7\)

*Sample Design*

The selection of immediate and delayed treatment samples was undertaken in several steps (see, e.g., INSP 2005). Highly deprived localities were identified by using a deprivation index computed on the basis of relevant sociodemographic data available from national censuses. Localities with at least 500 and not more than 2,500 inhabitants, that were categorized as having high or very high deprivation and that had access to an elementary school, a middle school and a health clinic were eligible for treatment. Localities were identified, and a random sample was constructed that was stratified by locality size. Within each state, localities were randomly assigned into treatment and control groups.

\(^7\) These supplements may also be given to children in households that are not receiving treatment (including children in the control sample) if signs of malnutrition are detected. This may lead to a downward bias of the estimated effect of Oportunidades (see also Behrman et al. 2009b, footnote 8).
A sample of 506 localities was finally selected for the study. A random procedure assigned 320 of these localities to receive immediate treatment; the remaining 186 began receiving treatment approximately 18 months later. In the selected localities, the poverty conditions of all households were evaluated, and households categorized as experiencing extreme poverty were included in the program. This categorization was based on household income, characteristics of the head of household, and variables related to dwelling conditions. Comments by a community assembly on the inclusion and exclusion of households were considered if they met certain criteria to identify beneficiary families. The randomized design enabled us to use the immediate treatment sample as the treatment group and the delayed treatment sample as the control group. However, when we consider the effect of the program on the health outcomes of children between the ages of two and six years in 2003, most of these children grew up in families that were in the program for their entire lives. For children born before the delayed treatment began, this comparison can only show the effect of the difference in exposure when the children were young. Therefore, and because we want to limit our study to an analysis of households that actually received cash transfers (this information is not available for the initial treatment sample), our treatment sample is a subset of the delayed treatment sample. Once the delayed treatment sample began receiving treatment, we had to construct a new control sample, with the intention of making it as similar as possible to the treatment samples (see, e.g., Todd 2004 and Behrman et al. 2006). First, localities that did not meet the criteria for access to an elementary school, a middle school, and a health clinic were excluded. Next, a propensity score method was used that was based on data at the local level as a function of observed characteristics from the 2000 Census that permitted comparison with the localities of the original sample. This procedure led to a selection of 151 localities in which households that met the criteria for program eligibility were included in the control sample. We compare this control sample to the subset of the delayed treatment sample, as described above.

As we explained at the end of section I, the households in the treatment and control samples must be comparable in terms of preprogram characteristics.

8. Most studies focus on a comparison of the immediate and delayed treatment samples and therefore evaluate the effect of differences in duration of program participation; see, e.g., Schultz (2004), Behrman et al. (2005), or Behrman et al. (2009a).

9. In the working paper version, we repeat the analysis for children born after April 1998 (when the original treatment started) and before October 1999 (when delayed treatment started), taking the original treatment sample as the treatment sample and the delayed treatment sample as the control. The program effects are less clearly shown, but some positive treatment effects remain; see also note 21.

10. Sensitivity analysis (reported in the working paper version, available at http://www.feb.ugent.be/ nl/Ondz/WP/Papers/wp_11_749.pdf) shows that the results are similar when we compare the entire delayed treatment sample (including those for which no positive transfers were reported) and the control sample.
There are important problems with the way the control sample was selected.\(^{11}\) Matching at the local level was performed on the basis of a comparison with observable characteristics in 2000. By this time, the treatment sample had already received treatment. However, matching should have been performed on the basis of characteristics before treatment began. In addition, matching at the local level does not imply matching at the household level (see also Behrman and Todd 1999). Moreover, we do not have data on all children of the households that were in the delayed treatment sample for three reasons (see table A.1 in appendix 1). First, some households dropped out of the sample because of sample attrition. Second, health data were only collected for a subsample of children. Third, because of problems with household identifiers, it was impossible to match all of the children for whom health data were available with only one household each. We only included unique matches in our samples (accounting for more than 80 percent of the children, fortunately). The second and third problems were also present in the control sample. As a result, the treatment and control samples may have differences in terms of preprogram characteristics.

For our empirical strategy in section III, we first use a logistic regression approach to test whether there are statistically significant differences in composition between the treatment and control samples in 1997 for the households with children that were observed in 2003.\(^{12}\) We use a propensity score matching technique to match the four treatment types with the corresponding control types to correct for possible under- and overrepresentation of households with certain preprogram characteristics. This technique entails weighted sampling (see appendix 3). We compare the resulting weighted distributions at crucial points (such as standardized height below minus two standard deviations from the reference height, indicating stunting) to establish whether the treatment led to first- or second-order improvements of opportunities for each type by performing stochastic dominance tests on the weighted distribution functions.

**Circumstances and Outcomes**

Ideally, normative theory requires us to obtain a full description of parental circumstances. In reality, an exhaustive description is not available from surveys, and the inclusion of an extensive set of circumstances is statistically unworkable for nonparametric procedures such as ours because of the limited number of observations. For these reasons, we limit ourselves to program participation and two additional circumstances.

11. This may explain why the control sample has rarely been used in academic papers. Recently, however, matched sampling was used to compare schooling (Behrman et al. 2009b and Behrman et al. 2010) and work outcomes (Behrman et al. 2010) in immediate treatment, delayed treatment, and control samples.

12. In 2003, in addition to the regular household data, a questionnaire with recall data was collected. The purpose of these retrospective questions was to compare the preprogram characteristics for the treatment samples with the new control sample.
The first circumstance refers to parental educational background. In the literature on equality of opportunity, this variable is used most frequently, is always statistically significant, and has been shown to be the most important circumstance in Latin American countries (see, e.g., Bourguignon et al. 2007 and Ferreira and Gignoux 2011). We measure educational background with a dichotomous variable indicating whether at least one parent completed primary education.\footnote{In the working paper version, we report the results when parental background is measured on the basis of mother’s education only. The results are similar to the ones we present here.} The second circumstance variable refers to parents’ indigenous background. There is substantial literature indicating that indigenous people remain disadvantaged in Mexico (Olaiz et al. 2006; Psacharopoulos and Patrinos 1994; Rivera et al. 2003; SEDESOL 2008). We consider parents to have an indigenous background if at least one of them can speak or understand an indigenous language.

Combining these two binary characteristics with a binary characteristic indicating program participation yields eight types in Roemer’s terminology. We partition the samples on the basis of parental indigenous origin (indigenous or nonindigenous) and parental level of education (primary or less than primary) to form the following types: indigenous, less than primary education (IL); indigenous, primary education (IP); nonindigenous, less than primary education (NL); nonindigenous, primary education (NP). Table 1 shows that there are remarkable differences in the composition of the control sample and the treatment sample among these groups. Clearly, the control sample contains fewer indigenous children and more nonindigenous children with at least one parent who completed primary education than the treatment sample. Because we are comparing cumulative distribution functions of types in the control sample with the corresponding types in the treatment sample, this creates no problem for our analysis. However, as shown in section I, problems arise when there are

<table>
<thead>
<tr>
<th></th>
<th>Control sample</th>
<th>Treatment sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>%</td>
</tr>
<tr>
<td>All</td>
<td>1859</td>
<td>100</td>
</tr>
<tr>
<td>IL</td>
<td>241</td>
<td>13.0</td>
</tr>
<tr>
<td>IP</td>
<td>173</td>
<td>9.3</td>
</tr>
<tr>
<td>NL</td>
<td>621</td>
<td>33.4</td>
</tr>
<tr>
<td>NP</td>
<td>824</td>
<td>44.3</td>
</tr>
</tbody>
</table>

\textit{Note:} The acronyms refer to the following types: IL, indigenous, less than primary education; IP, indigenous, primary education; NL, nonindigenous, less than primary education; NP, nonindigenous, primary education.

\textit{Source:} Authors’ analysis based on data sources discussed in the text.
important differences in terms of preprogram characteristics between the treatment and control types that are compared.

We focus on several health outcomes. Two important measures of malnutrition for children are anemia, which is defined as hemoglobin levels lower than 11 grams per deciliter, and stunting, which covers a wider range of nutritional deficiencies and is defined as height for age below minus two standard deviations from the WHO International Growth Reference. The latter implies that in a reference population, approximately 2.3 percent of the population is stunted. As reviewed by Grantham-McGregor and Ani (2001), anemia (iron deficiency) in infancy has been associated with poorer cognition, school achievement, and behavioral problems into middle childhood. Branca and Ferrari (2002) point out that stunting is associated with developmental delay, delayed achievement of developmental milestones (such as walking), later deficiencies in cognitive ability, reduced school performance, increased child morbidity and mortality, higher risk of developing chronic diseases, impaired fat oxidation (stimulating the development of obesity), small stature later in life, and reduced productivity and chronic poverty in adulthood. In addition to actual stunting, height has a positive effect on completed years of schooling, earnings (see, e.g., Alderman et al. 2006), and cognitive and noncognitive abilities (see, e.g., Case and Paxson 2008 and Schick and Steckel 2010) throughout the distribution. Therefore, we treat our two measures of malnutrition as dichotomous and continuous variables, focusing on the fraction of anemic (stunted) children and on the entire distribution of hemoglobin levels (standardized height). Another health outcome is based on the standardized Body Mass Index (BMI); children are at risk of being overweight if their standardized BMI is larger than 1.15. In a reference population, this cutoff value indicates that 15 percent of children are at risk of being overweight. Overweight children have delayed skill acquisition at young ages (Cawley and Spiess 2008), are more likely to have psychological or psychiatric problems, have increased cardiovascular risk factors, have increased incidence of asthma and diabetes (Reilly et al. 2003), are more likely to be obese as adults (Serdula et al. 1993), and may earn lower wages (Cawley 2004). A final health outcome is based on the number of days parents reported that the child was sick during the previous four-week period. We consider the percentage of children reporting zero days and more than three days. Table 2 provides information on the outcome variables of the control and treatment samples.

Considering all households, it is striking that the different entries are similar for all health outcomes in the control and treatment samples, with the exception of the number of days sick; fewer sick days were reported for children in the treatment sample than in the control sample. Approximately one child in four is anemic, and one in three is stunted. Compared with the reference

14. The incidence of underweightedness is lower than in a reference population.
population, our sample contains far too many stunted children and too many children at risk of being overweight.

Interesting but predictable patterns emerge when considering the distribution of health outcomes over the types.\(^{15}\) Comparing the IL type with the NL type and the IP type with the NP type, indigenous children have worse health outcomes than nonindigenous children, except for the risk of being overweight in the treatment sample. The differences are substantial, particularly for hemoglobin concentration and standardized height in the control sample. Comparing the IL type with the IP type and the NL type with the NP type, the differences between children who had at least one parent who completed primary education and children whose parents had less than primary education are less obvious. The largest differences occur for standardized height; here having a parent who completed primary education is a clear advantage. Overall, these results are in line with the previous literature (see, e.g., Backstrand et al. 1997; Fernald and Neufeld 2006; González de Cossío et al. 2009; Rivera and Sepúlveda 2003; Rivera et al. 2003).

\(^{15}\) The types may differ in terms of characteristics that do not enter the definition of type and in terms of preprogram characteristics.

### Table 2. Health Outcomes of Two- to Six-Year-Old Children in 2003

<table>
<thead>
<tr>
<th></th>
<th>Hemoglobin Median</th>
<th>Stunted Median</th>
<th>BMI Median</th>
<th>Days sick</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Control sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anemic</td>
<td>0.24</td>
<td>12.00</td>
<td>0.32</td>
<td>-1.46</td>
</tr>
<tr>
<td>IL</td>
<td>0.30</td>
<td>11.90</td>
<td>0.64</td>
<td>-2.40</td>
</tr>
<tr>
<td>IP</td>
<td>0.36</td>
<td>11.60</td>
<td>0.50</td>
<td>-1.99</td>
</tr>
<tr>
<td>NL</td>
<td>0.25</td>
<td>12.00</td>
<td>0.32</td>
<td>-1.47</td>
</tr>
<tr>
<td>NP</td>
<td>0.18</td>
<td>12.20</td>
<td>0.20</td>
<td>-1.13</td>
</tr>
<tr>
<td><strong>B. Treatment sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anemic</td>
<td>0.23</td>
<td>12.10</td>
<td>0.34</td>
<td>-1.58</td>
</tr>
<tr>
<td>IL</td>
<td>0.29</td>
<td>11.70</td>
<td>0.43</td>
<td>-1.82</td>
</tr>
<tr>
<td>IP</td>
<td>0.27</td>
<td>12.00</td>
<td>0.35</td>
<td>-1.63</td>
</tr>
<tr>
<td>NL</td>
<td>0.24</td>
<td>12.20</td>
<td>0.33</td>
<td>-1.58</td>
</tr>
<tr>
<td>NP</td>
<td>0.13</td>
<td>12.50</td>
<td>0.26</td>
<td>-1.32</td>
</tr>
</tbody>
</table>

Note: The acronyms refer to the following types: IL, indigenous, less than primary education; IP, indigenous, primary education; NL, nonindigenous, less than primary education; NP, nonindigenous, primary education. ROW, risk of being overweight.

Source: Authors’ analysis based on data sources discussed in the text.
III. Empirical Results

We now use the data described in the previous section to evaluate the Oportunidades program. We show that the treatment and control samples are not comparable in terms of preprogram characteristics, and we apply a propensity score matching technique to make them comparable. We apply the methodology presented in section I on the resulting samples to evaluate the program. We then compare the results to previous studies.

Comparison of Weighted Treatment and Control Types

As stated at the end of section I, a crucial assumption in the identification of treatment effects on the basis of a simple comparison of the outcomes of treatment and control samples is that $F^c(x|c_1) = F^T(x|c_1)$, implying that the two samples must be similar in terms of preprogram characteristics. If that is the case, after conditioning on $c_1$, observing $x$ does not provide any information about whether an observation belongs to the treatment or control sample. We test this hypothesis as described below.

We construct a sample containing members of both the control and treatment samples. Next, we perform a logistic regression in which the dependent variable takes the value one if the observation belongs to the control sample and the value zero if it belongs to the treatment sample.

Explanatory variables are characteristics of the family, characteristics of the family’s dwelling, family assets, and state of residence (see appendix 2 for more details). These characteristics were measured in 1997, before the program started.16 The results are reported in table A.2 in appendix 2. We find that many of the characteristics significantly affect the probability that the observation comes from the control sample, indicating that the hypothesis that treatment and control samples are comparable in terms of the composition of their preprogram characteristics must be rejected.

In the identification of average treatment effects, a standard way to address differences in the composition of the treatment and control samples is to use propensity score matching techniques. The goal is to make the treatment and control samples more comparable by weighting different observations based on the estimated probability that the observation belongs to the control sample, as determined by the logistic regression discussed in the previous paragraph. Appendix 3 explains this procedure and how the weighting is used to obtain estimates of the relevant distribution functions. The weighting procedure has a substantial effect on the Roemer motivation for considering cumulative distribution functions (Roemer’s identification axiom), as we discuss in

16. For the control sample, this is based on recall data (see also note 12).
In table 3, we use the weighted samples to consider the effect of the treatments on the fraction of children who are anemic, stunted, or at risk of being overweight. We use the same samples to examine the fraction of children for whom zero sick days or more than three sick days during the previous four weeks were reported. Effects that are statistically significantly different from zero at the 5 percent level of significance are indicated by "**", and effects that are statistically significantly different from zero at the 10 percent level of significance are indicated by one "*". Each entry provides the effect of the treatment. From an opportunity perspective, a desirable effect on these fractions indicates that less responsibility allows parents to prevent their children from being anemic, stunted, at risk of being overweight, or sick for more than three days in the previous four-week period.

We see that the treatment effects reported in table 3 are substantial, and all significant effects of the program are in a desirable direction. For each health indicator, we find at least one significant desirable treatment effect for one of the types. The table suggests that the program works well, particularly for children of indigenous origin without a parent who completed primary education. This type is likely to be the most disadvantaged, as table 2 suggests.

Children of indigenous origin with a parent who completed primary education have an improvement in all indicators, although the effects are only

---

Table 3. Difference between Control and Treatment Groups in the Fraction of Anemic, Stunted, at Risk of Overweight Children and Days Sick. Weighted Samples

<table>
<thead>
<tr>
<th></th>
<th>Anemic</th>
<th>Stunted</th>
<th>Risk overweight</th>
<th>0 days sick</th>
<th>&gt;3 days sick</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>−0.03</td>
<td>0.01</td>
<td>−0.04</td>
<td>0.09**</td>
<td>−0.06**</td>
</tr>
<tr>
<td>IL</td>
<td>−0.05</td>
<td>−0.18*</td>
<td>−0.11**</td>
<td>0.10*</td>
<td>−0.05*</td>
</tr>
<tr>
<td>IP</td>
<td>−0.17**</td>
<td>−0.17**</td>
<td>−0.08</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>NL</td>
<td>0.00</td>
<td>−0.01</td>
<td>−0.04</td>
<td>0.06</td>
<td>−0.02</td>
</tr>
<tr>
<td>NP</td>
<td>−0.08**</td>
<td>0.05</td>
<td>0.03</td>
<td>0.07</td>
<td>−0.09**</td>
</tr>
</tbody>
</table>

Note: The acronyms refer to the following types: IL, indigenous, less than primary education; IP, indigenous, primary education; NL, nonindigenous, less than primary education; NP, nonindigenous, primary education.

Source: Authors’ analysis based on data sources discussed in the text.

---

appendix S2. Appendix S3 provides the equivalent of table 2 for the weighted (matched) samples. Supplemental appendices S2 and S3 are available at http://wber.oxfordjournals.org/.

Because health is also influenced by preprogram characteristics, we can no longer infer from the percentile in the distribution of health for each type the corresponding responsibility; the same percentile will be obtained by people with different combinations of responsibility and preprogram characteristics. In the supplemental appendix S2, we show that, under certain assumptions, the weighting procedure guarantees that individuals at the same percentile in the weighted treatment and the control sample have identical expected responsibility.

---

17. Because health is also influenced by preprogram characteristics, we can no longer infer from the percentile in the distribution of health for each type the corresponding responsibility; the same percentile will be obtained by people with different combinations of responsibility and preprogram characteristics. In the supplemental appendix S2, we show that, under certain assumptions, the weighting procedure guarantees that individuals at the same percentile in the weighted treatment and the control sample have identical expected responsibility.
significant for the fraction of anemic and stunted children. For nonindigenous children, the results are less obvious. The fraction of nonindigenous children who are anemic decreases because of the program, but the results presented in table 3 identify no other significant treatment effects for nonindigenous children.

Figure 1 presents the results of the stochastic dominance tests, using the procedure explained in section I. The horizontal axis denotes the numerical value of the variable of interest (hemoglobin concentration, standardized height, standardized BMI, and reported days sick).

The black (grey) boxes depict the maximal range over the support of the distributions for which the null of nondominance is rejected at the 5 percent level of significance in favor of a desirable (undesirable) effect of the treatment. Hatched (white) boxes indicate the same at a significance level of 10 percent. When hatched (white) boxes are adjacent to a black (grey) box, they show how far the rejection range of the null can be extended for the 10 percent level of significance.

18. Because of the many zero observations, this test procedure cannot be used for the number of days sick. Here, the stochastic dominance test is based on a standard test for the difference between the cumulative distribution functions at the natural numbers between 0 and 30. The intervals shown for this health outcome connect the points in the support where the difference between the cumulative distribution functions is statistically significant.
significance. Each row contains an acronym “XYi,” of which the first two characters, “XY”, indicate the name of the types that are compared (XY = IL, IP, NL, or NP), and the character “i” indicates whether the test refers to first- (i = 1) or second- (i = 2) order stochastic dominance. The numbers in parentheses behind the boxes show the percentage of observations of the treated type within the black or grey (hatched or white) box.

For example, in the top left panel of figure 1, the hatched box labeled “IL1” shows that, using a 10 percent level of significance, the null hypothesis that the cumulative distribution of the treatment type does not first-order stochastically dominate the distribution of the control type must be rejected against the alternative, that the distribution of the treatment type first-order stochastically dominates the distribution of the control type over the range [7.5, 11.2], which contains 35.5 percent of the treated type. The hypothesis of nondominance can only be rejected at the 10 percent level of significance. Thus, we tested the null hypothesis of the absence of second-order stochastic dominance in favor of the treatment against the alternative, that the distribution of the treatment type second-order stochastically dominates the distribution of the control type at the 5 percent level of significance. We failed to reject the null, such that no box “IL2” is drawn. For IP types, the black box labeled “IP1” indicates that the null hypothesis of nondominance can be rejected at the 5 percent level of significance over the range [8.1, 14.5], which contains 97 percent of the treated IP type. When we increase the level of significance to 10 percent, the hatched box shows that the rejection interval enlarges only marginally, to [8.0, 14.5]. For NL types, when testing for first-order stochastic dominance, we find a white box over the small range of [9.7, 9.9] with very few observations of the treatment type and a solid black box further up in the distribution. When testing NL types for second-order stochastic dominance, we find a small white box. On balance, the evidence for this type against treatment is not strong. Finally, for NP types, we have first a solid black and then a white box. The latter is only significant at the 10 percent level of significance and occurs at a less important part of the distribution (above 11, when children are no longer anemic). When testing for second-order stochastic dominance, we see a solid black box labeled “NP2,” indicating that the project leads to second-order improvement,19 and this type is also positively affected by the program.

19. Observe that the “NP1” interval is not a subset of the “NP2” interval. This is because the test procedure for first-order (second-order) stochastic dominance identifies the point in the support where the difference between the cumulative (cumulated) distribution functions is most significant and then constructs the interval around this point. There is no reason why the point (and, hence, the intervals) identified should be the same or why the intervals should be related by set inclusion. Moreover, first-order stochastic dominance over a particular interval does not imply second-order stochastic dominance over that same interval because, for second-order dominance, the values of the cumulative distribution functions to the left of the first interval are also relevant. Hence, it may occur that we find an interval over which we reject non-first-order stochastic dominance, but we cannot find an interval over which we reject non-second-order stochastic dominance.
The other panels in figure 1 can be similarly interpreted. In the top right panel, we see that the treatment leads to first-order improvements in the standardized height for IL and IP types over large and crucial parts of the support (standardized height below minus two standard deviations from the reference height). For NL types, we find a first-order stochastic dominance effect in favor of the treatment in an important part of the distribution (standardized height below minus two standard deviations from the reference height) and an adverse effect higher up in the distribution. There is evidence of a marginal perverse first-order treatment effect at a significance level of 10 percent on standardized height for NP types over a small range of \([-2.11, -2.00]\), which contains only 3 percent of the observations of the treated type, and a positive effect higher up in the distribution. No second-order stochastic dominance effects can be established for the nonindigenous types. In the bottom left panel, we concentrate on what occurs at the right of the dotted vertical line, which represents children at risk of being overweight. We see positive, first-order stochastic dominance effects at the 5 percent level of significance for IL types and some evidence of marginally significant perverse treatment effects for IP and NP types. The bottom right panel shows first-order improvements for IL, NL, and NP types. The intervals reported here, except for IL, contain few observations, because of the high frequency of zero reported sick days (see table 2).

The results reported in table 3 and figure 1 are consistent. The stochastic dominance results provide more detail and identify effects in important parts of the distribution that would otherwise go unnoticed, such as the positive first-order stochastic dominance effect on standardized height for NL children. If first-order improvements cannot be found and the influence of parental responsibility is not to be fully respected, then second-order stochastic dominance provides a way to determine whether the program has positive effects. Second-order improvements occur only once in our application, for the hemoglobin concentration of NP types. In summary, we find strong evidence of positive treatment effects for children of indigenous origin, particularly for those without a parent who completed primary education. The evidence for children from nonindigenous origin is not as strong, but enrollment in the program also seems to have positive effects on health opportunities for these children, on balance.

**Comparison to Previous Studies**

Diaz and Handa (2006) use propensity score matching techniques to construct alternative control samples from the Mexican national household survey. They compute average treatment effects by comparing the immediate treatment sample after eight months of receiving program benefits with the delayed treatment sample (who had not yet received benefits), on the one hand, and their newly constructed control samples, on the other. They conclude, “The PSM [propensity score matching] technique requires an extremely rich set of covariates, detailed knowledge of the beneficiary selection process, and the outcomes
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of interest need to be measured as comparably as possible in order to produce viable estimates of impact” (p. 341). In our case, the outcomes are measured in identical ways in the delayed treatment and control samples, and the control sample is constructed following the beneficiary selection process as closely as possible. Our selection of covariates for the propensity score matching closely follows Behrman et al. (2009b), who use almost identical covariates in comparing the effects on schooling outcomes of the short-run differential exposure (between the immediate and delayed treatment samples) with the long-run differential exposure (between the immediate treatment and control samples). They find that longer exposure produces larger effects, and the differences between the order of magnitude of the short- and long-run effects are reasonable. This finding suggests that the propensity score matching technique we use can produce reliable estimates of average treatment effects.

The interpretation of the difference between the distributions of the weighted treatment and control samples as a treatment effect depends on the extent to which the weighting procedure manages to correct for possibly unobserved heterogeneity caused by the imperfect randomness of the assignment to treatment and control groups. Of course, it is not possible to test this directly, but we can compare our results to the findings in the literature that consider differences in children’s health outcomes between immediate and delayed treatment samples. Rivera et al. (2004) compare the health outcomes of children younger than 12 months old in 1997. They find that in 1999 after 12 months of treatment, children in the immediate treatment sample had higher mean hemoglobin values than the children from the delayed treatment sample, who were untreated up to that point. After the immediate treatment sample had received 24 months of treatment and the delayed treatment sample had received approximately six months of treatment, children from the immediate treatment sample had grown more than children in the delayed treatment sample, and the differences in height were significantly larger for households with low socioeconomic status (a score based on dwelling characteristics, possession of durable goods, and access to water and sanitation). Gertler (2004) finds similar results for children aged 0 to 35 months in 1997, stating that “treatment children were 25.3 percent less likely to be anemic and grew about 1 centimeter more during the first year of the program” (p. 340). Both of these differences are statistically significant at the 1 percent level. Unfortunately, Gertler does not report whether the effect differs for different subgroups, such as our types. Hemoglobin levels, unlike height, were not observed before the program started. Therefore, the results for hemoglobin levels do not control for child fixed effects as opposed to growth effects, as noted by Behrman and Hoddinott (2005). They investigate the effect on the height of children who were between 4 and 48 months of age when treatment began in August 1998. They find that when child fixed effects are not included, treatment has a significant negative effect on child height for children between 4 and 36 months of age. However, if child fixed effects are controlled (by considering the difference between 1999
and 1998), the treatment effect becomes significantly positive at approximately one centimeter, as in Gertler (2004). Notably, program effects are larger for children in households in which the head of the household speaks an indigenous language and the mother is more educated.

Finally, Fernald et al. (2008) use a different approach. They combine the data of both the immediate and delayed treatment samples to estimate the effect of the size of the conditional cash transfer received on children between 24 and 68 months of age in 2003, when the children’s height was measured. Increasing the size of the transfer leads to higher height-for-age scores, a lower prevalence of stunting and a lower prevalence of obesity. Parental level of education and whether the head of the household spoke an indigenous language were not significant controls in their model.

Overall, these findings are in line with ours. The program has significant positive effects on children’s height and hemoglobin concentration levels. Larger effects tend to be found for households in which an indigenous language is spoken. This finding is compatible with Fernald et al. (2008) because, in general, indigenous families receive larger cash transfers than nonindigenous families based on the finding that they tend to have more children. Our results indicate where in the distribution the program is most effective for the different types, and we can see that the program is most powerful for the most disadvantaged types, children of indigenous origin.

IV. Conclusion

There is a growing body of literature on the measurement of inequality of opportunity (for an overview, see, e.g., Ramos and Van de gaer 2012). Thus far, the ideas in the literature have not been applied to evaluate social programs. We propose a methodology to do so.

We bring together insights from the literature on equality of opportunity, the literature on program evaluation, and the literature on testing for stochastic dominance. Roemer’s (1993) normative approach to equality of opportunity indicates that we should focus on types and that, if responsibility characteristics are unobserved, individuals at the same percentile of the distribution of the

20. Behrman and Hoddinott (2005) obtain the same pattern when considering standardized height-for-age scores.

21. We compare the health outcomes of immediate and delayed treatment in the working paper version of the paper for children born between the beginning of the initial treatment and the beginning of the delayed treatment. This substantially limits the size of the sample. Moreover, because all of these children received at least three years of treatment by the time their health outcomes were measured, few significant effects can be found, particularly for hemoglobin concentration and reported days sick. This indicates that these variables are more sensitive to nutritional status in the immediate past than in the more distant past. We find a significant positive effect on standardized height for indigenous children without parental primary education over a large range of the support of the distribution and for nonindigenous children with parental primary education over a limited support of the distribution. Again, the evidence is in favor of the program.
outcome within their type have exercised a comparable degree of responsibility. This approach provides a normative foundation for the comparison of cumulative distribution functions of corresponding treatment and control types. The literature on program evaluation stresses that care should be taken to ensure that the treatment and control samples are comparable in terms of preprogram characteristics. If they are not, propensity score matching techniques can be used to make the samples more comparable. Hence, we test whether the treatment and control samples are comparable in terms of preprogram characteristics and since the test fails, we propose a weighted sampling method based on standard propensity score matching techniques to make the treatment and control types comparable. Finally, Davidson and Duclos (2009) and Davidson (2009) propose a new technique to test for stochastic dominance, taking non-dominance as the null so that rejection of the null implies dominance. Their test procedure is particularly suited to our study because it allows us to see where dominance can be established along the distribution.

We applied our procedure to study the effect of the Mexican Oportunidades program on children's health opportunities. We can draw two conclusions about the proposed methodology. First, in our application (as in the applications by Lefranc et al. 2008, Lefranc et al. 2009, Peragine and Serlenga 2008, and Rosa Dias 2009), looking for second-order stochastic dominance does not significantly add to the conclusions drawn from first-order stochastic dominance. Thus, whether the influence of parental responsibility is to be fully respected does not substantially affect the conclusions. Second, the treatment and control samples differed substantially in terms of preprogram characteristics. Therefore, it is important to use weighted sampling based on techniques such as propensity score matching to make the samples (more) comparable. Concerning the actual effects of the program, our results indicate that the Oportunidades program has a substantially favorable effect on the health opportunities of the most disadvantaged children, that is, those with parents of indigenous origin and without a parent who completed primary education. Additionally, the effects on children of indigenous origin with a parent who completed primary education are sizable and important. The effects on nonindigenous children are less obvious, but the overall evidence in this paper indicates that the program also results in better health opportunities for these children.

Appendix 1. Sampling Procedure

When we compare the sample sizes in the column “1997 data available” with the sizes in table 1 in the main text, we see that 12 (three) observations dropped out in the final control (treatment) sample because of missing observations on circumstances.
Table A.1. Sampling Process

<table>
<thead>
<tr>
<th>Original number of children (a)</th>
<th>Matched children</th>
<th>1997 data available</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>number (b)</td>
<td>% of (a)</td>
</tr>
<tr>
<td>Control</td>
<td>2,247</td>
<td>1,871</td>
</tr>
<tr>
<td>Treatment</td>
<td>2,615</td>
<td>2,200</td>
</tr>
<tr>
<td>Total</td>
<td>4,862</td>
<td>4,071</td>
</tr>
</tbody>
</table>

Source: Authors’ analysis based on data sources discussed in the text.

Appendix 2. Results of the Logistic Regression

Our specification for the logistic regression is close to the specification used for propensity score matching by Behrman et al. (2009b) and Behrman and Parker (2011). The dependent variable equals one if the observation comes from the control sample and zero otherwise. Explanatory variables are based on preprogram characteristics of the treatment sample and the 1997 recall characteristics of the control sample. We have five types of explanatory variables:

1. Household characteristics, which include the ages of the head of the household and spouse (in years); the sex of the head of the household; whether the head of the household and spouse speak an indigenous language; whether the parents completed primary education; whether the parents work; and the composition of the household (number of children and women and men of different ages)

2. Dwelling conditions of the household, which include the number of rooms in the house and a list of dummy variables indicating the presence of electric light, running water on the property, running water in the house (which implies the presence of running water on the property), a dirt floor, and whether the roof and walls are of poor quality

3. Asset information, which includes dummy variables indicating whether the family owns animals or land and whether the family possesses a blender, refrigerator, fan, gas stove, gas heater, radio, stereo, TV, video, washing machine, car, or truck

4. State of residence, which includes a list of dummy variables indicating the state in which the family lives, with the reference state (all state of residence dummies equal to zero) of Veracruz

5. Dummy variables for missing characteristics whose effects could be meaningfully estimated, following Behrman et al. (2009b) and Behrman and Parker (2011); the variable “Miss Asset” takes the value of one if any of the assets listed in the table between “Animals” and “Truck” is missing

Table A.2 gives the estimated coefficients.
## Table A.2. Logistic Regression Results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coef.</th>
<th>SE</th>
<th>z</th>
<th>Variable</th>
<th>Coef.</th>
<th>SE</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age Hh. head</td>
<td>2.197</td>
<td>0.351</td>
<td>0.625</td>
<td>Blender</td>
<td>0.169</td>
<td>0.132</td>
<td>1.27</td>
</tr>
<tr>
<td>Age spouse</td>
<td>0.012</td>
<td>0.007</td>
<td>0.661</td>
<td>Fridge</td>
<td>0.054</td>
<td>0.200</td>
<td>0.27</td>
</tr>
<tr>
<td>Sex Hh. head</td>
<td>-2.197</td>
<td>0.351</td>
<td>6.252</td>
<td>Fan</td>
<td>0.142</td>
<td>0.120</td>
<td>1.20</td>
</tr>
<tr>
<td>Indig. Hh. head</td>
<td>-0.718</td>
<td>0.272</td>
<td>2.642</td>
<td>Gas stove</td>
<td>0.377</td>
<td>0.145</td>
<td>2.60</td>
</tr>
<tr>
<td>Indig. spouse</td>
<td>0.249</td>
<td>0.278</td>
<td>0.902</td>
<td>Gas heater</td>
<td>0.709</td>
<td>0.360</td>
<td>1.97</td>
</tr>
<tr>
<td>Educ. Hh. head</td>
<td>-0.329</td>
<td>0.114</td>
<td>3.012</td>
<td>Radio</td>
<td>-0.600</td>
<td>0.100</td>
<td>5.96</td>
</tr>
<tr>
<td>Educ. spouse</td>
<td>0.386</td>
<td>0.116</td>
<td>3.322</td>
<td>Hifi</td>
<td>0.361</td>
<td>0.144</td>
<td>1.71</td>
</tr>
<tr>
<td>Work Hh. head</td>
<td>1.124</td>
<td>0.282</td>
<td>4.292</td>
<td>TV</td>
<td>-0.635</td>
<td>0.188</td>
<td>3.53</td>
</tr>
<tr>
<td>Work spouse</td>
<td>0.623</td>
<td>0.161</td>
<td>3.862</td>
<td>Video</td>
<td>0.498</td>
<td>0.345</td>
<td>1.44</td>
</tr>
<tr>
<td># Children 0–5</td>
<td>-0.090</td>
<td>0.048</td>
<td>1.892</td>
<td>Washing machine</td>
<td>-0.35</td>
<td>0.330</td>
<td>0.11</td>
</tr>
<tr>
<td># Children 6–12</td>
<td>-0.211</td>
<td>0.042</td>
<td>5.062</td>
<td>Car</td>
<td>1.229</td>
<td>0.465</td>
<td>2.64</td>
</tr>
<tr>
<td># Children 13–15</td>
<td>-0.160</td>
<td>0.084</td>
<td>1.912</td>
<td>Truck</td>
<td>0.243</td>
<td>0.282</td>
<td>0.86</td>
</tr>
<tr>
<td># Children 16–20</td>
<td>-0.016</td>
<td>0.073</td>
<td>0.222</td>
<td>Guerrero</td>
<td>-0.548</td>
<td>0.190</td>
<td>2.88</td>
</tr>
<tr>
<td># Women 20–39</td>
<td>0.014</td>
<td>0.119</td>
<td>0.122</td>
<td>Hidalgo</td>
<td>-0.937</td>
<td>0.209</td>
<td>4.48</td>
</tr>
<tr>
<td># Women 40–59</td>
<td>0.040</td>
<td>0.155</td>
<td>0.262</td>
<td>Michoacán</td>
<td>-0.582</td>
<td>0.176</td>
<td>3.30</td>
</tr>
<tr>
<td># Women 60 +</td>
<td>0.040</td>
<td>0.185</td>
<td>0.222</td>
<td>Puebla</td>
<td>-1.097</td>
<td>0.150</td>
<td>7.33</td>
</tr>
<tr>
<td># Men 20–39</td>
<td>-0.162</td>
<td>0.106</td>
<td>1.542</td>
<td>Querétaro</td>
<td>0.119</td>
<td>0.219</td>
<td>0.54</td>
</tr>
<tr>
<td># Men 40–59</td>
<td>0.366</td>
<td>0.161</td>
<td>2.282</td>
<td>San Luis</td>
<td>-0.462</td>
<td>0.153</td>
<td>3.02</td>
</tr>
<tr>
<td># Men 60 +</td>
<td>0.698</td>
<td>0.234</td>
<td>2.992</td>
<td>Miss Age Sp.</td>
<td>-4.297</td>
<td>0.713</td>
<td>6.03</td>
</tr>
<tr>
<td># Rooms</td>
<td>-0.006</td>
<td>0.010</td>
<td>0.052</td>
<td>Miss Indg. Hh.</td>
<td>0.799</td>
<td>1.959</td>
<td>0.41</td>
</tr>
<tr>
<td>Electrical light</td>
<td>0.036</td>
<td>0.115</td>
<td>0.322</td>
<td>Miss Indg. Sp.</td>
<td>-2.102</td>
<td>1.894</td>
<td>1.11</td>
</tr>
<tr>
<td>Running water land</td>
<td>0.879</td>
<td>0.115</td>
<td>7.672</td>
<td>Miss Work Hh.</td>
<td>3.461</td>
<td>1.871</td>
<td>1.85</td>
</tr>
<tr>
<td>Running water house</td>
<td>-0.435</td>
<td>0.208</td>
<td>2.102</td>
<td>Miss Work Sp.</td>
<td>3.817</td>
<td>1.844</td>
<td>2.07</td>
</tr>
<tr>
<td>Dirt floor</td>
<td>0.096</td>
<td>0.118</td>
<td>0.812</td>
<td>Miss water land</td>
<td>0.871</td>
<td>1.640</td>
<td>0.53</td>
</tr>
<tr>
<td>Poor quality roof</td>
<td>-0.026</td>
<td>0.108</td>
<td>0.242</td>
<td>Miss water house</td>
<td>0.699</td>
<td>0.827</td>
<td>0.84</td>
</tr>
<tr>
<td>Poor quality wall</td>
<td>-0.483</td>
<td>0.126</td>
<td>3.822</td>
<td>Miss Assets</td>
<td>-4.121</td>
<td>2.398</td>
<td>1.72</td>
</tr>
<tr>
<td>Animals</td>
<td>-0.168</td>
<td>0.113</td>
<td>1.482</td>
<td>Constant</td>
<td>3.860</td>
<td>0.422</td>
<td>9.13</td>
</tr>
<tr>
<td>Land</td>
<td>-0.545</td>
<td>0.105</td>
<td>5.172</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of obs.</td>
<td>2,741</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR $\chi^2$ (54)</td>
<td>730.0</td>
<td></td>
<td></td>
<td>Pseudo $R^2$</td>
<td>0.198</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob. &gt; $\chi^2$</td>
<td>0.000</td>
<td></td>
<td></td>
<td>Log Likelihood</td>
<td>-1478.75</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** Dependent variable equals one if the observation is in control and zero if the observation is in treatment group.

**Source:** Authors’ analysis based on data sources discussed in the text.
APPENDIX 3. MATCHING ESTIMATOR AND CONSTRUCTION OF THE CORRESPONDING DISTRIBUTION FUNCTION

Step 1: Propensity score matching

The estimated logistic regressions allow us to compute, for each observation, the propensity score \( P_i \), the probability that the observation is in the control sample given its preprogram characteristics \( x_i \). Figure A.1 depicts the estimated propensity scores because we matched the treatment into the control sample for each of the four combinations of race and parental level of education, and we determined the common support for each of these four comparisons as the overlap of the support of the control and treatment samples. Table A.3 above gives the common support and the number of observations in the common support for each of the types.

We tested the balancing property score using Stata. The optimal number of blocks was 11, and we had 54 explanatory variables, resulting in 594 tests. In 14 cases, the balancing property was rejected. As an additional test, we reran the logistic equation from table A.2 using the weighted sample. Only four coefficients out of 54 were significant. These results are encouraging.

Step 2: Construction of the cumulative distribution function

Let \( I_1 \) denote the set of individuals in the treatment sample, \( I_0 \) denote the set of individuals in the control sample, and \( S_p \) denote the region of common support. The number \( n_0 \) gives the number of individuals in the set \( I_0 \cap S_p \). The outcome of individual \( j \) in the control sample is \( Y_{0j} \), and the outcome of individual \( i \) in the treatment sample is \( Y_{1i} \). Let \( D = 1 \) for program participants and \( D = 0 \) for those who do not participate in the program.

The purpose is to match each individual in the control sample with a weighted average of individuals in the treatment sample. The usual estimator of the average treatment effect thus becomes

\[
T = \frac{1}{n_0} \sum_{j \in I_0 \cap S_p} [E(Y_{1j}|D = 1, P_j) - Y_{0j}]
\]

with \( E(Y_{1j}|D = 1, P_j) = \sum_{i \in I_1} W(i, j) Y_{1i} \).

The construct \( E(Y_{1j}|D = 1, P_j) \) is the outcome of the hypothetical individual matched to individual \( j \). The average treatment effect can be written as

\[
T = \frac{1}{n_0} \sum_{j \in I_0 \cap S_p} \sum_{i \in I_1} W(i, j) Y_{1i} - \frac{1}{n_0} \sum_{j \in I_0 \cap S_p} Y_{0j}.
\]
Figure A.1. Estimated Propensity Scores
The first term is the average of the matched observations, which attaches to each of the original observations $Y_{1i}$ a weight

$$\omega_i = \frac{1}{n_0} \sum_{j \in I_0 \cap S_T} W(i, j).$$

It is therefore natural (and consistent with the standard model of the estimation of average treatment effects) to use for each observation $Y_{1i}$ the weight $\omega_i$ to construct the cumulative distribution function.

Many possible ways exist to determine the weights $W(i, j)$. We use a Kernel estimator, such that

$$W(i, j) = \frac{G\left(\frac{P_i - P_j}{\alpha}\right)}{\sum_{k \in I_1} G\left(\frac{P_k - P_i}{\alpha}\right)},$$

where $G(.)$ is the Epanechnikov kernel function and $\alpha$ is a bandwidth parameter. The bandwidth parameter was chosen in an optimal way using the formula in Silverman (1986, 45–47):

$$\alpha = 1.06 \min\left(\sigma, \frac{\rho}{1.34}\right),$$

where $\sigma$ is the standard deviation and $\rho$ is the interquartile range of the distribution of propensity scores. The resulting bandwidths for each of the types are given in the last column of table A.3.

<table>
<thead>
<tr>
<th>Common support</th>
<th>Control #</th>
<th>Treatment #</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL [0.106, 0.868]</td>
<td>228</td>
<td>260</td>
<td>0.074</td>
</tr>
<tr>
<td>IP [0.158, 0.957]</td>
<td>155</td>
<td>193</td>
<td>0.074</td>
</tr>
<tr>
<td>NL [0.017, 0.952]</td>
<td>586</td>
<td>318</td>
<td>0.071</td>
</tr>
<tr>
<td>NP [0.063, 0.949]</td>
<td>668</td>
<td>318</td>
<td>0.071</td>
</tr>
<tr>
<td>Total</td>
<td>1,637</td>
<td>1,089</td>
<td></td>
</tr>
</tbody>
</table>

Note: The acronyms refer to the following types: IL, indigenous, less than primary education; IP, indigenous, primary education; NL, nonindigenous, less than primary education; NP, nonindigenous, primary education.

Source: Authors’ analysis based on data sources discussed in the text.
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The impact of armed conflict on gender differentials in schooling appears to be highly context-specific, as the review of the literature and the findings from the three studies in this symposium reveal. In some settings boys’ schooling is more negatively affected than that of girls. In others, the reverse is the case. Effects are largely shaped by events surrounding a conflict, pre-war gender differences in educational attainments, and education and labor market opportunities in the absence of war. Rigorous evaluations of post-conflict policies and aid projects can provide useful information to address educational needs and gender differentials in these environments. JEL codes: I20, J10, O12

This symposium focuses on the link between schooling and armed conflict, and gender differentials in these links. This overview briefly reviews the recent literature on these links, and then discusses the contributions made by the three studies in this symposium. The studies indicate that the impact varies greatly depending on the context in which the conflict takes place.

Armed conflict can cause long-lasting damage that goes well beyond the immediate death and destruction. Several reviews document how armed conflict damages physical, human, and social capital, constrains economic growth, and affects the well-being of populations.1 During armed conflicts, households adopt a variety of coping strategies that are also commonly used in response to economic shocks.2 However, these strategies may be less effective in settings affected by…
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1. See for example the reviews by Blattman and Miguel 2010; Buvinic et al. 2013; Collier et al. 2003; and Justino, Leone, and Salardi (2014).
2. For some of the literature on the responses to economic shocks, see Kochar 1999; Morduch 1995; and Rose 1999; 2001.
armed conflict since households are exposed not only to economic shocks but also to damaged physical and service infrastructure, and high risks to personal safety. Shocks induced by natural disasters may have similar impacts on households’ well-being, but such shocks are less disruptive of trust and social networks than armed conflict (e.g., Cassar et al. 2011; Rohner et al. 2011).

**What Do We Know about the Impact of Armed Conflict on Schooling?**

A large body of literature indicates that exposure to economic shocks in early childhood can have a negative and long-lasting impact on the health and educational attainment of individuals, in turn affecting their long-term earnings and well-being in adulthood.3

Similar to economic shocks, many studies also find that armed conflict negatively affects children’s educational attainment. The magnitude of the loss and the relative impact on girls versus boys depends on contextual factors. In some settings, armed conflict is found to reduce boys’ educational attainment more than that of girls. One reason is that boys may be enlisted in the military, argues a study on Bosnia and Herzegovina (Swee 2011); another is that they may be sent out to work to help the household cope with the conflict-induced shock. Rodriguez and Sanchez (2012) find that municipality-level exposure to conflict in Colombia increases the chances both of children aged 6-17 dropping out of school and of adolescent boys being employed.

Boys’ schooling attainment may also decline more relative to girls’ in settings where girls had low schooling during the pre-conflict period (and therefore had less to lose). For example, Akresh and de Walque (2010) use two Demographic and Health Surveys (DHS) collected before and after the 1994 genocide in Rwanda and find that boys from non-poor families who were of school-going age during the war suffered greater declines in their education compared to girls or boys from poorer households. They relate this result to violent targeting of wealthy Tutsi households and communities during the genocide. Similarly, the long-term effect of the collapse of the educational system during the Khmer Rouge period in Cambodia reduced secondary school attainment more for boys, since girls were less likely to be in school during the pre-conflict period (de Walque 2006: Figure 9). In a related study, Merrouche (2011) finds that individuals from Cambodian regions with high levels of landmine contamination lost an average 0.5 years of education with a similar effect for boys and girls.

In other settings, girls’ schooling is more affected by armed conflict, possibly because parents seek to protect their girls from rape and other threats to their honor, as suggested by studies on the civil war in Tajikistan (Shemyakina 2011) and the insurgency (a low intensity conflict) in Punjab, India (Singh and Shemyakina 2013). Economic effects also came in play, as households in rural

---

3. See for example the reviews by Almond and Currie 2011; and Strauss and Thomas 2008.
Punjab that had both boys and girls may have substituted the educational expenditure towards boys at the expense of girls in the face of uncertainty (Singh and Shemyakina 2013).

Small losses in schooling during armed conflict can translate into large losses in lifetime earnings. Ichino and Walter-Ebmer (2004) examine the educational attainment of children born in 1920-1949 in four European countries and find that the cohorts born in 1930-1939 (those who reached age 10 during or soon after the war) completed less schooling than other cohorts under consideration. This negative effect was observed only for children living in Austria and Germany — which were heavily engaged in World War II — but not for children from Sweden and Switzerland which were neutral during the war. The authors suggest that military service of fathers and/or their death in the war was one of the primary channels through which conflict had an impact on schooling. Further, the authors find that the war was associated only with a small loss schooling, but this small difference reduced the likelihood of obtaining higher education degrees by the affected cohorts and made a substantial impact on their lifetime income. Disaggregating the data by the intensity of the conflict, Akbulut-Yuksel (2009) finds that boys and girls of school-going age during the war who lived in German cities heavily targeted by allied bombings achieved a significantly lower education level than those living in areas exposed to fewer bombings.

The importance of the intensity of violence is also illustrated by Chamarbagwala and Morán (2011), who explore the effect of differing levels of violence on primary education attainment by children who were of school-going age during the 30 year long war in Guatemala. Rural Mayan children who were of school age during the period of worst violence (1979-84) and who lived in the departments with high intensity of human right violations lost the most schooling.

By contrast, in settings with long-running low intensity conflict where access to schooling is likely to be little disrupted, education level can increase. De Groot and Goksel (2011) observe that in the Basque country, the demand for higher education by citizens from the middle level education group went up.

Two studies explore the effect of random abduction by the Lord Resistance Army (LRA) in Uganda on former child soldiers. Former male child soldiers were found to have lower education and earnings, and were less likely to be employed in skill or capital intensive occupations than those who were never abducted (Blattman and Annan 2010). The story was different for females. Educated females were more likely to be abducted, due to their perceived value as midwives, note-takers and radio-operators (Annan et al. 2011). These young women were less likely to be released, and during their abduction they were forced into marriages faster than those with less education. Abduction alone did not have a significant effect on women’s schooling, which Annan et al. explain by the lack of opportunities for women in Uganda in general. However, female abductees who had children during their abduction (“forced mothers”) were
eight times less likely to re-enroll in school than female returnees without children. Foltz and Opoku-Agyemang (2011) focus on the effect of low intensity conflict in 2000-2005 on general population in Uganda and find little gender differential in school attainment.

In contrast to most studies that focus on children of school-going age, León (2012) also investigates the effect of exposure to political violence in Peru in utero and till age 6 on schooling attainment. Children’s exposure to violent events during these early years of life is negatively and statistically significantly associated with children’s long-run school attainment. By contrast, regional exposure to violence during one’s primary schooling years has a negative impact only in the short but not the long run. León attributes the observed long-run effects to factors such as the deaths of teachers on the one hand, and on the other, to the poorer health of individuals affected early in life (as measured by their weight-for-height and height-for-age z-scores), and potentially poorer health of mothers due to the conflict. He does not differentiate between the impacts of violent events on schooling of boys versus girls.

Some studies have focused also on the effect of conflict on the quality of schooling. Brück et al. (2013) study the relationship between student test scores and district-level fatalities during the 2nd Intifada in Palestine. In both the West Bank and the Gaza Strip, the chance to pass the secondary school final exam was lower in school districts with higher fatality levels. In the West Bank (but not the Gaza Strip) the observed effect is stronger for boys than girls. The authors cite as a possible reason that boys in this region are more exposed to injuries, serious accidents, and post-traumatic stress disorder. Additionally, using various measures of school quality, the authors establish that the decline in test scores could be attributed to the negative effect of conflict on the quality of schooling.

In Turkey, Kibris (2013) finds substantially lower test scores in the regions affected by the low intensity Kurdish-Turkish conflict, and suggests that an inability to attract and retain good teachers by these regions is one of the channels through which this conflict has affected educational outcomes. Monteiro and Rocha (2012) find a negative impact of gang violence in Brazilian favelas on students’ math test scores. The closer the school’s location is to violent events, the lower are the test scores. Violence within three to four months before the Prova Brazila exam (but not after) has a negative impact on the exam test scores. Local violence by drug gangs has a large negative impact on school resources (turnover of principals, teacher absenteeism and school closures). The authors find no substantial effect of violence in the previous academic year on this year’s student test scores, indicating that schools are resilient in reconstituting themselves.

4. León (2012) notes though that both the insurgents and the government forces, left schools intact but often destroyed other infrastructure.
The studies in this issue evaluate the effect of armed conflict on primary school attainment by gender in Timor-Leste, Nepal and Burundi. The authors draw on a variety of datasets collected by international and local organizations and use rigorous data analysis methods to study these effects. These studies help us understand how different institutional environments surrounding the conflict and post-conflict reconstruction shape gender differences in schooling outcomes. The studies by Valente and by Verwimp and Van Bavel focus on the short-term effects of the conflicts in Nepal and Burundi respectively, while Justino, Leone, and Salardi explore both, the short and long-run effects of the anti-colonial struggle of Timor Leste. All studies focus on the educational experiences of the cohort that was of school age during the conflict.

Valente (2014) focuses on the 1996-2006 Maoist insurgency in Nepal. The conflict was driven by the insurgents’ strong ideological agenda to improve the social and economic standing of disadvantaged groups, and eliminate caste, gender and ethnicity driven inequalities in Nepal. The author uses the 2001 and 2006 DHS data and several district level conflict-intensity variables to identify the impact of armed conflict on educational outcomes of children of school-going age during this war. The intensity of Maoist activity in a district as measured by the number of deaths is associated with increased girls’ schooling attainment, while the effect for boys is smaller and not so robust. However, conditional on the number of deaths, a rise in Maoist abductions — that often targeted school-age children — decreased educational attainments of girls in more affected districts.

The conflict escalated in 2001, so in addition to the standard difference in difference regression framework, Valente augments the analysis by exploring the effect of change in violence between 2001 and 2006 on the educational attainment of children who were of primary schooling age in these survey years. For instance, the 10-year olds in 2001 were exposed to less conflict than the 10-year olds in 2006, who experienced an intensified conflict for most of their schooling years. Examining education of children of comparable age but exposed to differing degrees of conflict exploits more fully the available data, and the results show that the duration of exposure to more intense conflict dramatically changes outcomes with children surveyed in 2006 obtaining more education than children surveyed in 2001. This innovative technique is possible due to the timing of the surveys. The study also credibly shows that different aspects of conflict may have varying impact on outcomes.

Valente suggests that an increase in female educational attainment during conflict was primarily linked to the Maoists’ efforts to remove educational barriers for the disadvantaged groups of population and in particular, women. Women were actively present within structures of Maoist organizations; participated in politics and were viewed as important to the spread of Maoist propaganda as they had access to other members of the household (Ariño 2008). Thus, the
engagement of women and the goals of the Maoists, argues Valente, may have contributed to an increased educational attainment during the conflict, and especially by girls in the Maoist controlled districts.

Justino, Leone, and Salardi (2014) focus on the long-term struggle against occupation and colonization of Timor Leste by Indonesia. The intensity of violence during this long conflict varied over time and space. Post-conflict development in Timor Leste was characterized by a strong role of the international organizations, and a reconstruction process that benefited girls in particular. Under the East Timor Transitional Authority (ETTA), school fees were substantially reduced which increased enrollment of girls, children from poor households and rural areas (World Bank 2003). Also in Timor-Leste, the displaced tended to quickly move back to their places of residences and to re-establish community-run schooling programs (Justino, Leone, and Salardi 2014).

The authors study the impact of the conflict on school attendance in 2001, immediately following the 1999 wave of violence, a short-term outcome, and on primary school attainment in 2007, a longer-term result. In the analysis, they use the same cohort of individuals surveyed in different years. To examine the effect of the conflict on school attendance, the authors construct a panel-like dataset using retrospective data on school attendance for three consecutive years from a cross-sectional survey (i.e., before, during and after the 1999 wave of violence). The short-term effect of household level conflict exposure (as measured by displacement and damage to dwelling) is a reduced primary school attendance for boys and girls.

The identification of conflict exposure to violence over a longer time period is performed by exploiting variation in peaks of violence and in different forms of warfare that took place in Timor Leste at different times. In the long-run, the authors observe a substantial loss in educational attainment of boys, but not girls, who grew during different periods of violence. They explain this result by a higher workforce participation rates among boys, and the substitution by households of future gains from investment in education for current consumption.

Burundi experienced an armed conflict since 1965, with conflicts erupting almost every 10-15 years. The conflict was sustained by the economic differences and long-standing grievances between Hutu and Tutsi. Verwimp and Van Bavel evaluate the impact of the 1993-2000 war in Burundi and the 1993-1994 massacres on the educational attainment of boys and girls who were of primary school age at the time, using individual and household survey data collected in 2002. They use several province- and child-level conflict intensity measures. To differentiate households by their economic status, the authors use self-reported retrospective data on the household pre-war (1993) economic characteristics. This differentiation of households by their pre-war economic status is important, as post-war wealth status is likely to be affected by the conflict. Similar to Akresh and de Walque (2010) study for Rwanda, they find that the negative effect of conflict on education is significantly more pronounced for boys (but not girls) from non-poor households – reducing the gender gap in schooling. They
attribute this finding to the predominance of non-poor boys amongst those sent to school in the pre-conflict period, so they had the most to lose from schooling disruption during the conflict. In pre-war poor-households, educational attainment of both, boys and girls declined. Further, the authors note that the negative effect of displacement on education is particularly strong for children who had to move multiple times, especially these from poor households.

**Discussion**

The three studies in this issue illustrate how the context shapes the impact of armed conflict on children’s schooling, including gender differentials in schooling. In several settings, boys’ schooling is more negatively affected than that of girls – sometimes because boys are withdrawn by their families to contribute to household income, as in Timor Leste (Justino, Leone, and Salardi 2014), or because they are drafted into serving in the conflict. Where boys have much greater access to schooling than girls in the pre-conflict situation, as in Burundi (Verwimp and Van Bavel 2014), boys are more affected by the conflict-induced reduction of access to schooling, which reduces the gender gap in schooling. Elsewhere, as in Nepal (Valente 2014), where insurgents were ideologically motivated to reduce inequalities in access to schooling, a greater presence of insurgents (as measured by killings) helped increase girls’ access to schooling – except when the insurgents stepped up abductions. In cultures which emphasize protecting girls’ reputations and consequently their marriageability, conflict’s disruptions can reduce their access to schooling. All these differences prevail despite the fact that conflict typically disrupts schooling infrastructure and teachers’ ability to fully perform their duties that should affect education of boys and girls in a similar manner.

Rigorous evaluation research is needed on post-conflict societies and policies, including the effectiveness of post-conflict reconstruction efforts in addressing gaps and gender inequalities in schooling created by the conflict, as well as the effectiveness of aid projects in improving children’s school outcomes.
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This paper analyzes the impact of the wave of violence that occurred in Timor Leste in 1999 on education outcomes. We examine the short-term impact of the violence on school attendance in 2001 and its longer-term impact on primary school completion of the same cohorts of children observed again in 2007. We compare the educational impact of the 1999 violence with the impact of other periods of high-intensity violence during the 25 years of Indonesian occupation. The short-term effects of the conflict are mixed. In the longer term, we find evidence of a substantial loss of human capital among boys in Timor Leste who were exposed to peaks of violence during the 25-year long conflict. The evidence suggests that this result may be due to household trade-offs between education and economic welfare. JEL Codes: I20, J13, O12, O15

The developmental consequences of violence and conflict are far reaching, affecting millions of men, women, and children (World Bank 2011). The objective of this paper is to examine one important channel linking violent conflict and development outcomes: the education of children living in contexts of conflict and violence. The paper focuses on the case of Timor Leste, particularly the last wave of violence in 1999 during the withdrawal of Indonesian troops from the territory. We analyze the short-term impact of the 1999 violence on primary school attendance in 2001 and its longer-term impact on primary school completion in 2007. In addition, we separately examine the impact of early periods of high-intensity violence (HVI) during the 25 years of Indonesian occupation and the effects of the entire conflict on primary school completion in 2007 to compare the average impact of the overall conflict period with the educational impact of singular peaks of violence. This is a
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unique and important feature of this paper because long conflicts are not characterized by constant levels of violence. Although armed conflict has considerable effects on people’s lives, there is an important theoretical distinction between the conflict process and the violence that occurs at different times and in different places (Kalyvas 2006).

From a theoretical perspective, the long-term developmental effects of violent conflict are ambiguous. Standard neoclassical growth models predict that the temporary destruction of capital can be overcome in the long run by higher investments in affected areas. However, the long-term destructive effects of violent conflict may remain entrenched in certain regions and among some population groups even if economic growth converges at the aggregate level. Recent research on the microlevel effects of violent conflict has shown that the negative impact of conflict on educational outcomes, labor market participation, and the health status of individuals and households may be observed decades after the conflict.

Children may be particularly affected by conflict because many human capital investments are age specific. The destruction of human capital during childhood is a well-documented mechanism explaining long-term trends in household welfare (Alderman, Hoddinott, and Kinsey 2006; Case and Paxson 2008; Maccini and Young 2009).

The educational effects of violent conflict are particularly substantial. The existing literature shows that violent conflict almost always results in reductions in educational access and attainment (Akresh and de Walque 2011; Alderman, Hoddinott, and Kinsey 2006; Chamarbagwala and Morán 2010; Shemyakina 2011). Relatively minor shocks to educational access during childhood can lead to significant and long-lasting detrimental effects on individual human capital accumulation (Akbulut-Yuksel 2009; Ichino and Winter-Ebner 2004; León 2012).

We analyze the short- and long-term impacts of violence on primary school attendance and completion in Timor Leste using data from two nationally representative household surveys collected in 2001 and 2007. We focus on primary school outcomes because most individuals in Timor Leste (approximately 65 percent) have, at most, only primary school education (TLSS 2007b). Our identification strategy exploits both individual-level violence measures and temporal and geographical variation in the incidence of the conflict using data from the East Timor Human Rights Violations Database (CAVR 2006).

Our results show mixed evidence for the impact of violent conflict on educational outcomes. Mirroring the findings of Bellows and Miguel and others, we find evidence for a rapid recovery in educational outcomes among girls in

Timor Leste. However, we find that the 1999 wave of violence in Timor Leste, as well as the peaks of violence in the 1970s and 1980s, resulted in persistent negative effects on primary school attendance and completion among boys. We present evidence suggesting that boys were less able to benefit from postconflict recovery as a result of household trade-offs between education and economic survival that may have led to the removal of boys from school.

The paper is structured as follows. Section I provides a descriptive background of the conflict in Timor Leste and the country’s education sector. In section II, we describe the datasets, discuss our identification strategy, and present some descriptive results. Section III discusses our empirical results as well as a range of robustness checks. Section IV concludes the paper.

I. Violent Conflict and the Education Sector in Timor Leste

Timor Leste was under Portuguese colonial rule from 1500 to 1974. After the Portuguese left, Indonesia forcefully annexed the territory, leading to a guerrilla war spurred by the Revolutionary Front for an Independent East Timor and its armed wing (the Armed Forces for the National Liberation of East Timor). Several thousand individuals were forcibly displaced during the Indonesian occupation and forced to live in extreme conditions without adequate food, shelter, or health facilities (Felgueiras and Martins 2006; Gusmão 2004). Approximately 60,000 people lost their lives in the early years of the occupation. The number of deaths reached 200,000 by the end of the occupation (UNDP 2002).

The situation in Timor Leste received little international attention until the Santa Cruz massacre in November 1991, in which Indonesian forces killed 200 protesters. The massacre was broadcast by the international media and raised considerable awareness of human rights violations during the Indonesian occupation. The independence movement received support from the Portuguese government and international organizations, including the UN. These events, in addition to the 1997 financial crisis, resulted in Indonesia agreeing to a referendum on the independence of Timor Leste. On August 30, 1999, 79 percent of the population of Timor Leste voted in favor of independence.

The aftermath of the referendum generated a wave of destruction, violence, and human rights violations by Indonesian forces and militias (Alonso and Brugha 2006). The number of killings during this wave of violence has been estimated at between 1,000 and 2,000 people, approximately 0.2 percent of the Timorese population (Robinson 2003; UNDP 2002). This wave of violence was characterized by massive displacement and the destruction of private dwellings and public infrastructure following the “scorched-earth” tactics employed by the Indonesian troops and pro-Indonesia militia groups (CAVR 2006; UNDP 2002). Approximately 80 percent of the country’s infrastructure and buildings were destroyed during the withdrawal of Indonesian troops and
militias (UNDP 2002). In October 1999, a United Nations Transitional Administration was established in Timor Leste.

Variation in the Conflict across Time and Space

The conflict in Timor Leste has evolved in different ways over time and across space. The Timor Leste Commission for Reception, Truth, and Reconciliation, established in 2001, has identified three distinct phases of the conflict during the period between December 1975 and September 1999 (CAVR 2005). The first phase, from 1975 to 1984, was related to the initial Indonesian invasion and occupation of Timor Leste. The first few years, from 1975 to 1979, were the most intense in terms of killings and destruction. The second phase, from 1985 to 1998, was characterized by the consolidation and normalization of the occupation. Although people were killed in this phase (for instance, during the Santa Cruz massacre), the violence during this period was of relatively low intensity. The third phase of the conflict was identified with the 1999 withdrawal of Indonesian troops and the accompanying wave of violence. The main peaks of violence across these three periods were 1975–79, 1983, and 1999, coinciding with more intense fighting between the two factions (CAVR 2005). There were two main types of victims during this last wave of violence. The first was urban households, some (but not all) of which were supporters of the independence movement among or related to the Timorese intelligentsia. Some of these individuals were targeted and killed, whereas others fled from their areas of residence, fearing attacks by the Indonesian troops and militias in Dili and other urban areas (CAVR 2006; Robinson 2003). The second set of victims was mostly poor farmers who fled to safer areas or fell victim to the scorched-earth tactics employed by Indonesian forces withdrawing from Timor Leste (CAVR 2006).

The conflict was also characterized by significant variation at the geographical level, which we exploit in our empirical analysis. The violence was primarily concentrated in specific areas, and its geographic variation generally followed the movement of the Indonesian military forces. The occupation was more intense initially in the western region of Timor Leste because of the proximity to the West Timor border. It then spread to the central and eastern regions. The last wave of violence in 1999 was particularly intense in the western region and the urban areas of the central regions (CAVR 2005). The concentration of violence in 1999 in the western districts was also due to a long-established network of pro-Indonesian groups since before 1999. In contrast, the eastern and central regions were important areas for the resistance forces (Robinson 2003). We will explore this variation in violence across time and space in the empirical analysis below.

The levels of violence experienced in Timor Leste declined considerably after independence. In 2006, Timor Leste faced renewed civil strife as a result of fighting between different factions of the independence movement (Muggah et al. 2010; Scambary 2009). Although fighting and violence have become less
pronounced, some areas of Timor Leste continue to face serious challenges in terms of insecurity, youth unemployment, and violence (Muggah et al. 2010). This paper specifically focuses on the effects of the 1999 wave of violence and the previous years of the Indonesian occupation, but we also discuss the potential implications of the 2006 civil strife on our results in section III.

The Education Sector in Timor Leste

Beginning in 1999, substantial funds from bilateral and multilateral donors flowed into Timor Leste to support the reconstruction and rehabilitation of the country. Although Timor Leste was severely devastated during the 1999 wave of violence, the reconstruction of state institutions, school systems, infrastructure, and markets was relatively successful and rapid (World Bank 2003b). The main development indicators for the country in 2001 were close to the pre-1999 values. However, Timor Leste was (and is) one of the world’s least developed countries (UNDP 2002).

Under Portuguese colonial rule, the Catholic Church was the major provider of education, with schooling primarily available for the elite in urban areas. The literacy rate was approximately 5 percent in 1975, and gender disparities were large (UNDP 2002). The Indonesian government expanded educational access to the entire population of Timor Leste, primarily as a means of controlling the population (Nicolai 2004). Enrollment rates increased over those years, and gender gaps began to close (UNDP 2002). Despite this progress, educational performance under the Indonesian occupation was characterized by delayed school entry, high repetition rates, and high dropout rates owing to the low quality of schools and teaching and high fees. Some Timorese were also unwilling to send their children to school because this was perceived as a sign of participation in the repressive Indonesian system (UNPD 2002). In 1995, less than half of individuals aged between 15 and 19 had completed primary school education (UNDP 2002).

The school system was almost totally destroyed in the immediate aftermath of the 1999 violence, and schools did not reopen until October 2000. However, children were still able to attend classes taught in the open air in makeshift camps (Rohland and Cliffe 2002), and substantial effort was applied to the reconstruction of the education system in Timor Leste (World Bank 2003a). In particular, the Trust Fund for East Timor included substantial funding for the renovation of damaged schools and the construction of new ones (USD 27.8 million over three years). Within a few months, many schools had been rebuilt, thousands of books had been replaced, and teachers had been recruited (Rohland and Cliffe 2002; World Bank 2003a).

During this rapid reconstruction process, primary school enrollment rates improved significantly. This increase was aided by the elimination of school fees and the reintroduction of Portuguese as the primary language of instruction. As a result, a large number of over-age students enrolled in primary school for the first time, and net primary school enrollment in Timor Leste
rose from 65 to 74 percent between 1999 and 2001. Gender differentials decreased significantly as a result of a large increase in female literacy rates (World Bank 2003a). However, the reconstruction of the school system in Timor Leste faced numerous challenges owing to the shortage of teachers and schools (UNDP 2006). Makeshift open-air schools were not ideal means of teaching children, and emergency funds were only available for a limited period of time. In 2007, most of the Timorese population continued to have little or no education.

II. Data Description and Identification Strategy

Our empirical study is based on two cross-sectional household surveys: the Timor Leste Living Standard Measurement Surveys (TLSS), which were jointly conducted by the National Statistics Directorate in Timor Leste and the World Bank in 2001 and 2007, including a broad range of individual- and household-level indicators. The TLSS 2001 surveyed 1,800 households from 100 sucos (villages), covering nearly 1 percent of the population (TLSS 2001). The survey included direct questions on the exposure of individuals and households to the violence in 1999. The TLSS 2007 covered a sample of 4,477 households from all 498 sucos in Timor Leste (TLSS 2007a). The TLSS 2007 was conducted over a period of 12 months between December 2007 and January 2008.3 The TLSS 2007 did not contain direct information on exposure to violence. To identify individuals and households affected by violence, we exploit data on the number of killings across time and space collected in the Human Rights Violations Database to identify districts and years that experienced HVI at the beginning of and during the occupation and following the withdrawal of Indonesian troops in 1999.4

Identification Strategy I: The Impact of Violence on School Attendance in 2001

We first investigate the short-term impact of the 1999 violence on the school attendance of boys and girls observed in 2001.5 We consider two different channels of exposure to violence. The first identifies individuals belonging to households that were displaced as a result of the 1999 wave of violence (all

3. The survey was launched in March 2006 but had to be suspended due to the outbreak of internal violence in the country (mostly in Dili). The survey was resumed in January 2007 and conducted over one year. All households interviewed in 2006 (351 households) were revisited and reinterviewed in 2007. Those not found at the time of the new interview (34 households) were replaced with new households (TLSS 2007a).

4. These data were compiled by the Commission for Reception, Truth, and Reconciliation from voluntary statements made by people (victims, perpetrators, and others) affected by violence.

5. We do not analyze primary school completion in 2001 because most children who were of school age in 1999 were still in school in 2001.
members displaced). The second identifies individuals in households that report having their homes completely destroyed by the violent attacks in 1999.\(^6\)

The TLSS 2001 contains useful retrospective information on school attendance in three different school years: 1998/99, 1999/00, and 2000/01. We are interested in the year of recovery (2000/01). Because the 1999 violence primarily occurred in the summer and fall of 1999, we can assume with a high degree of confidence that the 1998/99 school year was not affected by conflict, whereas the 1999/00 school year began during the wave of violence. Note that many children continued to be able to attend school in 1999. However, these were generally makeshift open-air schools in internally displaced person camps established by the international community (Nicolai 2004; Richter 2009).

To employ the retrospective information on school attendance provided in the dataset, we exploit the time variation in school attendance status. We construct a panel dataset in which each individual is observed over three school years, and attendance status is time variant. We focus our analysis on individuals who were of primary school age over the 1998–2001 period, ensuring that all children had a minimum age of seven in 1998/99 and a maximum age of 12 in 2000/01.\(^7\) We estimate the following equation using a linear probability model:

\[
E_{it} = \alpha + \beta_1 T_2 + \beta_2 T_3 + \beta_3 V_i^k \times T_2 + \beta_4 V_i^k \times T_3 + \alpha_i + e_{it}
\]

where \(E_{it}\) is a binary variable for school attendance for individual \(i\) at time \(t\). \(T_2\) and \(T_3\) are year dummies for the 1999 violence and for the first year of the postviolence period (school year 2000/01), respectively. The reference year is the previolence year, 1998/99. The model includes individual fixed effects, \(\alpha_i\). \(e_{it}\) is the random error term. All standard errors are clustered at the village level.

Violence-affected individuals are identified using two different measures, \(V_i^k\), with \(k = 1, 2\) depending on whether displacement or the destruction of a home is included in the specification. Of the children in the sample, 16 percent and 25 percent live in households that were displaced or had their homes destroyed, respectively. We allow the violence measure to interact with both year

6. The 2001 TLSS also contains self-reported information on the number of household members who have died as a result of violence. In our sample, 148 individuals (living in 27 households) reported the violent death of a household member. Of these individuals, 88 percent were also affected by displacement and/or dwelling destruction, and only 13 of those 148 individuals were children between the ages of 7 and 12 during the violence. We have reestimated our model in table 5 excluding these 13 children. The results remain unchanged. These estimates are not reported because of space constraints but are available upon request.

7. We have analyzed a larger sample that includes children of primary school age in the year of the violence (i.e., between 7 and 12 years old in 1999). This includes individuals aged 6 in 1998 and aged 13 in 2000. The inclusion of these individuals may generate “spurious” results because they are not all of primary school age. We have estimated the model using both samples. The results (not shown) are very similar; therefore, we opted to concentrate on the most restrictive sample.
dummies. The estimation of our specification employs a difference-in-difference methodology. $V_i^k T_2$ represents the difference-in-difference term between the prewar year and the year of conflict, whereas $V_i^k T_3$ represents the difference-in-difference term between the prewar year and the postwar year. We focus our attention on the coefficient $\beta_4$ because we are primarily interested in understanding the effects of violence on postwar outcomes. We also explore both the separate and joint impacts of each channel of violence by adding a triple interaction between the two violence dummies and the time dummies. This specification allows us to isolate the impact of only being displaced, only having the home destroyed and being affected by both shocks. This specification ensures that the control group does not include individuals affected by violence.

In table 1, we present average school attendance rates, disaggregated by gender and age groups, for the same cohort of children aged 7–10 years in 1998, 8–11 years in 1999, and 9–12 years in 2000. In general, the attendance rates for the whole sample increase over time and are higher for girls. There are, however, considerable differences in attendance rates between children affected by violence and those who do not report victimization. These differences are reported in figure 1, where we disaggregate school attendance averages between violence-affected and unaffected individuals. As expected, we observe a decline in school attendance in 1999 for children affected by violence.

We present the individual and household characteristics of children affected by the 1999 violence in table 2. The table demonstrates that children from displaced households are better off overall than those from households that were not displaced. Many of these were urban households that fled their areas of residence because they feared being targeted by the Indonesian troops stationed in Dili and other urban areas in the central regions (CAVR 2005; Robinson 2003). Households that report having their homes destroyed by violent attacks or affected by both shocks are generally poor farmers living in rural areas. These households are likely to be indiscriminate victims of the scorched-earth tactics employed by the Indonesian troops withdrawing to West Timor (CAVR 2005). Interestingly, we find that boys (aged 10–12) affected by displacement work more hours than unaffected individuals, whereas the opposite is true for girls.

We exploit the panel nature of the data to estimate the causal effects of the 1999 wave of violence on education outcomes. We estimated a fixed effects model, which allows us to eliminate time-invariant unobserved individual characteristics that may be correlated with the conflict measure and our

8. Of the children in our sample, 67.1 percent were not affected by any shock. Moreover, 7.5 percent of all children were only displaced, and 17.4 percent only had their homes destroyed. Finally, 8 percent of the sample was affected by both shocks.

9. The fixed effects model is more appropriate than a random effects model because we would have to assume that the unobserved component of the individual fixed effects and the other covariates specified in the equation are uncorrelated. This assumption is likely to be violated in our case. This choice is also supported by Hausman test results.
Table 1. Attendance Rates of Children Aged 7–12 Years Between 1998 and 2001

<table>
<thead>
<tr>
<th>Year/Year</th>
<th>All (Boys)</th>
<th>All (Girls)</th>
<th>T test All (Boys)</th>
<th>T test All (Girls)</th>
<th>T test Younger (Boys)</th>
<th>T test Younger (Girls)</th>
<th>T test Older (Boys)</th>
<th>T test Older (Girls)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998/99</td>
<td>0.634 (0.012)</td>
<td>0.611 (0.018)</td>
<td>0.659 (0.017) n.s.</td>
<td>0.509 (0.020)</td>
<td>0.498 (0.027)</td>
<td>0.521 (0.028) n.s.</td>
<td>0.750 (0.018)</td>
<td>0.720 (0.020)</td>
<td>0.782 (0.026)</td>
</tr>
<tr>
<td>1999/00</td>
<td>0.676 (0.012)</td>
<td>0.654 (0.017)</td>
<td>0.700 (0.019) n.s.</td>
<td>0.622 (0.019)</td>
<td>0.602 (0.027)</td>
<td>0.647 (0.028) n.s.</td>
<td>0.726 (0.018)</td>
<td>0.705 (0.020)</td>
<td>0.749 (0.026)</td>
</tr>
<tr>
<td>2000/01</td>
<td>0.854 (0.014)</td>
<td>0.836 (0.019)</td>
<td>0.874 (0.019) *</td>
<td>0.822 (0.022)</td>
<td>0.789 (0.030)</td>
<td>0.860 (0.031) n.s.</td>
<td>0.884 (0.021)</td>
<td>0.881 (0.029)</td>
<td>0.887 (0.029)</td>
</tr>
<tr>
<td>N</td>
<td>966 512 454</td>
<td>466 251 215</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>500 261 239</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. n.s. = not statistically significant. We consider the same cohort over time: the sample is aged 7–10 years in 1998, 8–11 years in 1999, and 9–12 years in 2000.

Source: Authors’ computations using TLSS 2001.
**FIGURE 1.** School Attendance Rates by Channel of Violence Exposure

*Source:* Authors’ own computations using TLSS 2001.
### Table 2. Individual and Household Characteristics by Channel of Violence Exposure in 2001

<table>
<thead>
<tr>
<th></th>
<th>All children 7–12</th>
<th>Boys 7–12</th>
<th>Girls 7–12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Displaced</td>
<td>House damaged</td>
<td>Displaced</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>t test</td>
</tr>
<tr>
<td><strong>Panel A – All children (7–12 years old)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being female</td>
<td>0.472</td>
<td>0.500</td>
<td>n.s.</td>
</tr>
<tr>
<td>Speaking Indonesian</td>
<td>0.575</td>
<td>0.720</td>
<td>***</td>
</tr>
<tr>
<td>Speaking Portuguese</td>
<td>0.028</td>
<td>0.033</td>
<td>n.s.</td>
</tr>
<tr>
<td>HH head is a farmer</td>
<td>0.646</td>
<td>0.536</td>
<td>**</td>
</tr>
<tr>
<td>Education grade of</td>
<td>3.114</td>
<td>3.651</td>
<td>n.s.</td>
</tr>
<tr>
<td>the father</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living in urban</td>
<td>0.402</td>
<td>0.533</td>
<td>***</td>
</tr>
<tr>
<td>Per capita monthly</td>
<td>238,963</td>
<td>262,113</td>
<td>n.s.</td>
</tr>
<tr>
<td>HH expenditure</td>
<td>0.063</td>
<td>0.088</td>
<td>n.s.</td>
</tr>
<tr>
<td></td>
<td>1236</td>
<td>214</td>
<td>1080</td>
</tr>
<tr>
<td><strong>Panel B – Children aged 10–12 (labor market characteristics)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has worked in the</td>
<td>1.468</td>
<td>2.098</td>
<td>n.s.</td>
</tr>
<tr>
<td>past seven days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working hours</td>
<td>0.902</td>
<td>0.912</td>
<td>n.s.</td>
</tr>
<tr>
<td>Has performed</td>
<td>602</td>
<td>102</td>
<td>525</td>
</tr>
<tr>
<td>domestic chores</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** *p < 0.10, **p < 0.05, ***p < 0.01. n.s. = not statistically significant. In the title, 0 refers to not affected individuals while 1 refers to affected individuals. HH indicates household. Per capita monthly HH expenditure is expressed in Rupiah in real values using CPI of 2001.

**Source:** Authors’ computations using TLSS 2001.
dependent variable. Our specification also includes year dummies that allow us to control for unobserved time-variant heterogeneity.

To ensure that our key identifying assumption is not violated, we checked whether trends in education before the 1999 violence were parallel between groups affected by the violence and those unaffected by the violent events. We examined the average school grades of affected individuals and unaffected individuals who were not exposed to the 1999 violence during their primary school years and who were old enough in 1999 to have at least completed primary school. The results indicate that it is unlikely that preexisting differences in education trends drive our postconflict outcomes (see figure 2). This evidence, combined with the association of the violence with the Indonesian troop movements described in section I, strongly indicates that the effects of the violence that occurred in Timor Leste in 1999 on individual educational outcomes are unlikely to be driven by a systematic correlation between the determinants of individual educational attainment levels before 1999 and the incidence of the 1999 violence at the individual level.

Despite the evidence discussed above, there is a small possibility that this strategy may be unable to control for all of the unobservable individual characteristics that may be correlated with both conflict incidence and educational outcomes. In particular, there are two common omitted variables in empirical analyses of conflict that may affect our results (see Kalyvas 2006). The first variable is a household’s level of support for armed groups. Supporters of proindependence groups in Timor Leste were likely to be targets of violent attacks by Indonesian forces. In that case, the correlation between the conflict variables and this potentially omitted variable would be positive. If supporters were also more educated and hence more likely to send their children to school, our estimated effect would be

10. We do not include cohorts born after 1985 because the educational attainment of these individuals might be censored.
biased upward. The use of a fixed effects model controls for these effects as a component of time-invariant individual heterogeneity. The results of this paper may nevertheless indicate a lower negative impact of the conflict on education than if we were able to account for this potential unobservable in the case that levels of support changed during the conflict. This is unlikely to have been the case in Timor Leste in light of the discussion in section I. Another common omitted variable is the level of control of different armed factions. In the case of Timor Leste, the level of control of the Revolutionary Front for an Independent East Timor and the Indonesian troops is likely to vary with the geographical characteristics of each area as well as their proximity to West Timor. We control for this by including individual fixed effects in our specifications.

**Identification Strategy II: The Impact of Violence on Primary School Completion in 2007**

In this section, we investigate the longer-term consequences of the violence experienced in 1999 in Timor Leste on primary school completion in 2007 among the cohorts of children analyzed above. We then compare these results to the educational impact of the peaks of violence that occurred in earlier years of the conflict.

To construct a measure of exposure to violence, we matched information on the number of killings (provided in the Human Rights Violations Database dataset)—which varies over time and across districts—to information on the year and district of birth of each individual (provided in the TLSS 2007a dataset). We focus on the number of killings as our main conflict variable because we find that it serves as a good proxy for the intensity of the conflict across time and space. The occurrence of killings largely tracked the movements of the Indonesian military operations (Silva and Ball 2006). The number of killings also proxies for the destruction of homes and infrastructure and the displacement of people during the 1999 wave of violence, given the manner in which it occurred (i.e., the scorched-earth technique employed by Indonesian troops as they moved toward West Timor).

Matching this measure of violence to the year and district of birth of each individual allows us to identify whether and for how long each individual was exposed to the conflict during his or her primary school years. Our violence measure is defined as $V_{jt} = \sum_{a=7}^{12} v_{t+a}$, where each $v_{t+a}$ takes a value of one if the individual was of primary school age in districts and years affected by the conflict. Specifically, $j$ is the district of birth, $t$ is the year of birth, and $a$ is the primary school age (from 7 to 12). This measure ranges from zero to six if, from none to all six of a child’s primary school years, respectively, were classified as exhibiting HVI. Because we only have information on the years in which individuals were supposed to have attended primary school,¹¹ we

¹¹. These are not the years in which the individuals actually attended school because we do not have access to this information. The existence of a delay in school means that the “supposed” years of attendance might not coincide with the “actual” years of school attendance. However, given the way in which we identify our control and treatment groups, we do not expect this difference to affect our results.
assume that the district of birth is the district where the child attended school at the time of the violent events.

We define districts and years of HVI as those in which the number of killings in that year and district are above a given threshold, defined as the mean of the number of killings plus one standard deviation. The years in which the conflict was the most intense, as defined by our threshold, are 1975–1979, 1983, and 1999. This observation coincides with the history of the conflict discussed in section I (see CAVR 2005).12

The definition of HVI districts and years as a binary variable instead of a continuous one is primarily justified by our interest in capturing the incidence of violent conflict rather than its scale and magnitude.13 In addition, the distribution of killings is highly right skewed, further justifying the use of a binary variable. A Kernel density plot of the number of killings (not shown) demonstrates that where and when the conflict events occurred, we observe a considerably higher number of violent events; otherwise, we observe a low to negligible number of events. Finally, and more important, the use of a discrete variable allows us to minimize potential biases deriving from the potential underreporting of violent events. The Human Rights Violations Database dataset was compiled from voluntary statements, which may have resulted in biased reports. For instance, individuals living in remote areas or sick and disabled people may have not been able to report abuses, whereas victims of sexual abuse or traumatized people may not have reported their true levels of exposure to violence. In contrast, socially active individuals may have been more likely to volunteer information (Silva and Ball 2006). Under these circumstances, the use of a continuous measure may lead to biased estimates reflecting potential self-selection into reporting violence (Leòn 2012). The direction of this bias is impossible to predict a priori and depends on how unobservable characteristics related to underreporting may be correlated with conflict exposure and the dependent variable.14

To estimate the effect of the 1999 violence on school completion in 2007, we include individuals born between 1977 and 1992 in our sample. The treatment group includes individuals who were between 7 and 12 years old in 1999 in HVI districts (born between 1987 and 1992). We do not include individuals born after 1992 because they may have not completed primary school by 2007. The control group includes individuals who were not of primary school age in 1999 (born between 1977 and 1986).

12. The districts most affected by violence in the earlier years of the conflict are Baucau, Lautem, Viqueque, Ainaro, Manufahi, Manatuto, Aileu, Dili, Ermera, and Bobonaro. Those most affected by the 1999 violence are Dili, Ermera, Bobonaro, Covalima, Liquica, and Oecussi.

13. We have checked the robustness of all results to the use of a continuous variable and two different thresholds of violence intensity defined as the number of killings in each district and year (i) above the mean plus half of a standard deviation and (ii) above the mean plus two standard deviations. The results obtained are largely similar to those reported in the paper and are available from the authors upon request.

14. We thank an anonymous referee for noting this issue.
To analyze the impact of earlier peaks of violence, we focus our analysis on a sample of individuals born between 1968 and 1984. The treatment group includes individuals who were of primary school age between 1975 and 1979 and in 1983 (born between 1968 and 1976) in HVI districts. We exclude those born before 1968 because the schooling system was very different before the Indonesian troops invaded Dili in 1975. We also do not include individuals born between 1985 and 1986 as they may have been affected by the 1999 violence although placebo tests presented later indicate that they have not been affected. One interesting aspect of this analysis is that the treatment term informs us not only about the effects of exposure to HVI but also about the number of years of primary school affected by this exposure to violence.

Finally, we analyze the effect of the whole conflict on school attainment in 2007. For this purpose, we consider the full sample of individuals born between 1968 and 1992, where the treatment groups are those identified above and the control group includes individuals born between 1977 and 1986. This allows us to calculate the average educational effect of exposure to any period of the conflict for boys and girls in different age groups.

To analyze the effect of the conflict on primary school completion in 2007, we estimate the following equation:

$$ G_{ihjt} = \beta V_{jt} + \alpha_i + \alpha_t + \alpha_j t + X_{h}^t \gamma + \epsilon_{ijt} $$

where $G_{ihjt}$ refers to primary school completion for individual $i$ of household $h$ born in district $j$ in year $t$, defined as a binary variable equal to one if the individual has completed at least primary school and zero otherwise. The adoption of a binary variable as the dependent variable in place of a continuous one is motivated by our interest in primary school completion rather than school attainment in general. The education sector in Timor Leste is extremely underdeveloped, and most of the population is illiterate. Primary education is therefore a major concern in the country.\(^{15}\)

In the regression above, all standard errors are clustered at the year and district of birth levels. The term $X_{h}$ is a vector of household characteristics (education of the household head and whether the household head is a farmer). The term $V_{jt}$ is defined as above and identifies individuals exposed to HVI. $\beta$ is our parameter of interest, indicating whether an additional year of primary school

15. We examined whether our results are robust to the use of alternative definitions of the educational outcome measure. To investigate the robustness of the results to the use of a continuous rather than a binary variable, we used a maximum likelihood estimated ordered probit model for school grade attainment allowing for the censorship of those still in school. This estimation follows the methods proposed in Glewwe and Jacoby (1994), Holmes (2003), and Zhao and Glewwe (2010). None of the key findings on the impact of the intensity of violence on educational outcomes reported in this paper are materially altered under this alternative approach. The results of these exercises are available on request from the authors. We are grateful to an anonymous referee for encouraging us to investigate this issue further.
exposure to the conflict affects the probability of primary school completion after the conflict ended compared to an individual who was not affected by HVI during her primary school years. The two parameters $a_i$ and $a_t$ are fixed effects for the districts of birth and the years of birth, respectively, and the term $a_{it}$ represents district-specific linear trends.\textsuperscript{16}

In table 3, we report the differences in average primary school completion in 2007 between individuals exposed to high- or low-intensity violence in each of the three samples analyzed. These descriptive statistics show that boys exposed to HVI in 1999 (1977–1992 sample) exhibit a lower attainment rate than those who are less exposed to violence. The opposite is true for girls. Children exposed to earlier peaks of high intensity violence (1968–1984 sample) exhibit a lower completion rate than those living in districts and years in which the violence was not as intense.

The empirical strategy discussed above assumes that no systematic relationship exists between the intensity of the violence across districts and preconflict education levels at the district level. The existence of time-varying unobservables that are correlated with both the outcome and the conflict variables would bias our results. We have discussed this issue in the section above. We show here that the assumption also holds for the medium- and long-term analysis. The inclusion of district fixed effects in equation [2] allows us to account for time-invariant differences in education levels across districts. By including district-specific time trends, we account for any difference in trends across districts and hence for any time-varying characteristics in a given district. However, this identification strategy still relies on the assumption that there is no correlation between preconflict trends in education and violence in specific districts. To test for this, we conducted placebo tests on cohorts that supposedly were not exposed to the conflict during their primary school years (table 4).

Because the geographical variation of the conflict differs between the early years and 1999, we estimate two separate models by defining different violence-affected districts and “placebo” cohorts. We construct two violence-affected district dummies equal to one if the individual’s district of birth is located in one of the HVI districts as defined above, during the early years of the conflict or during the 1999 violence, and zero otherwise.

The first placebo test concentrates on the early years of the conflict. We are unable to analyze preconflict cohorts because, as explained above, the cohort born before 1968 would have attended a different school system. Therefore, we define those born between 1977 and 1980 as exposed “placebo” cohorts and

\textsuperscript{16} We reestimated the equation including a cubic district trend and a square root district trend to account for possible nonlinear trends across districts. We do not find any difference in the estimates, and we therefore only show the results that include a linear district trend. Results are available upon request.
### Table 3. Average Primary School Completion in 2007

|                  | All (0.725) | All (0.724) | n.s. | All (0.752) | All (0.709) | ** | All (0.698) | All (0.739) | ** |
|------------------|-------------|-------------|------|-------------|-------------|    |-------------|-------------|    |
| **t test**       | 0.006       | (0.013)     |      | (0.008)     | (0.020)     |    | (0.008)     | (0.017)     |    |
| **Notes**        |             |             |      |             |             |    |             |             |    |

|                  | **Boys (0624)** | **Girls (0.679)** | **n.s.** | **Boys (0.679) | **Girls (0.679)** | **n.s.** | **Boys (0.636) | **Girls (0.654) | **n.s.** |
| **t test**       | 0.007       | (0.023)     |      | (0.010)     | (0.032)     |    | (0.009)     | (0.034)     |    |
| **Notes**        |             |             |      |             |             |    |             |             |    |

### Panel A – All primary school age children

#### 1977–1992 sample

- Low-intensity violence: 0.725
- High-intensity violence: 0.724
- n.s.: 0.752
- t test: 0.709
- **:** 0.698
- **:** 0.739

#### 1968–1984 sample

- Low-intensity violence: 0.624
- High-intensity violence: 0.572
- **:** 0.680
- n.s.: 0.658
- **:** 0.569
- **:** 0.472

#### 1968–1992 sample

- Low-intensity violence: 0.679
- High-intensity violence: 0.674
- n.s.: 0.720
- t test: 0.692
- **:** 0.636
- **:** 0.654

### Panel B – Children of grade 1–3 age

#### 1977–1992 sample

- Low-intensity violence: 0.731
- High-intensity violence: 0.692
- **:** 0.751
- t test: 0.673
- **:** 0.709
- **:** 0.711

#### 1968–1984 sample

- Low-intensity violence: 0.623
- High-intensity violence: 0.571
- **:** 0.679
- t test: 0.659
- n.s.: 0.567
- **:** 0.471

#### 1968–1992 sample

- Low-intensity violence: 0.687
- High-intensity violence: 0.637
- **:** 0.723
- t test: 0.666
- **:** 0.650
- **:** 0.605

### Panel C – Children of grade 4–6 age

#### 1977–1992 sample

- Low-intensity violence: 0.719
- High-intensity violence: 0.759
- **:** 0.738
- t test: 0.749
- n.s.: 0.700
- **:** 0.769

#### 1968–1984 sample

- Low-intensity violence: 0.622
- High-intensity violence: 0.524
- **:** 0.680
- t test: 0.634
- n.s.: 0.564
- **:** 0.385

#### 1968–1992 sample

- Low-intensity violence: 0.675
- High-intensity violence: 0.690
- n.s.: 0.711
- t test: 0.713
- n.s.: 0.638
- n.s.: 0.664

### Notes:

- * **p < 0.10, ** **p < 0.05, *** p < 0.01. n.s. = not statistically significant.
- Source: Authors’ computations using TLSS 2007a.
compare them to those born between 1981 and 1984. As a further check, we also analyze violence exposure for cohorts born between 1977 and 1981 and compare them to those born between 1982 and 1986. The treatment term is the interaction between the placebo cohort and the HVI dummies. We expect to find no effect of “exposure” for cohorts who were not of primary school age but were born in districts with HVI. We repeat the analysis with a focus on the 1999 violence. Individuals born between 1982 and 1986 were not of primary school age in 1999. We define this latter cohort as the “placebo” cohort and compare their exposure to that of those born between 1977 and 1981 in districts with high- and low-intensity violence. The results in table 4 show that cohorts who were not supposed to be of primary school age during the most violent years, but who were born in HVI districts, do not show significant differences in primary school completion rates relative to the same cohorts born in districts of low-intensity violence. This result supports our identification assumptions.

### III. Empirical Results

In this section, we discuss the results of the short- and long-term analyses.

**School Attendance in 2001**

The results in table 5 report the impact of the two channels of exposure to violence in 1999 on school attendance in the 1999/00 and 2000/01 school years. We are primarily interested in the differential effects of the violence on school attendance in the postviolence period, $T_3$ (2000/01), relative to the previolence year, $T_1$ (1998/99).

The results show a negative and significant impact of displacement on school attendance in 2000/01 for the overall sample. We find that being affected by displacement alone (panel C, table 5) decreases school attendance by 8.5 percentage points on average, with stronger effects for boys. Individuals affected by both shocks experience a reduction in school attendance of 13.3 percentage points on average, with girls being more severely affected. The effects are stronger for younger children.

These results suggest that different violence channels affect school attendance in heterogeneous ways. School attendance is most severely disrupted for children, particularly girls, who are affected by both types of violence. Considering the channels separately, we observe that displacement is the most disruptive channel in terms of consequences on children’s school attendance because all household assets are likely to have been lost. Ibáñez and Moya

17. The cohorts truly exposed to the early years of the conflict are those born between 1968 and 1976. In our placebo test, we examine the cohorts immediately following these.

18. We estimated a pooled model with interactions of the violence measures with the female dummy. The results reported in panel C are statistically different between girls and boys, as in table 5.
### Table 4. Placebo Test for Differences in Trends in Education Levels

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) All</td>
<td>(2) Boys</td>
<td>(3) Girls</td>
<td>(4) All</td>
<td>(5) Boys</td>
<td>(6) Girls</td>
</tr>
<tr>
<td>HVI district*Cohort 1977–80</td>
<td>0.062 (0.047)</td>
<td>0.070 (0.054)</td>
<td>0.052 (0.061)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HVI district*Cohort 1977–81</td>
<td></td>
<td>0.021 (0.044)</td>
<td>0.059 (0.048)</td>
<td>-0.018 (0.058)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HVI district(a)</td>
<td>0.014 (0.031)</td>
<td>0.031 (0.032)</td>
<td>-0.003 (0.043)</td>
<td>0.040 (0.030)</td>
<td>0.014 (0.029)</td>
<td>0.063 (0.043)</td>
</tr>
<tr>
<td>HVI district*Cohort 1982–86</td>
<td></td>
<td></td>
<td></td>
<td>-0.015 (0.043)</td>
<td>0.044 (0.050)</td>
<td>-0.078 (0.054)</td>
</tr>
<tr>
<td>HVI district(b)</td>
<td></td>
<td></td>
<td></td>
<td>-0.051 (0.031)</td>
<td>-0.037 (0.040)</td>
<td>-0.060 (0.038)</td>
</tr>
<tr>
<td>N</td>
<td>2,542</td>
<td>1,255</td>
<td>1,287</td>
<td>3,402</td>
<td>1,699</td>
<td>1,703</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.158</td>
<td>0.156</td>
<td>0.153</td>
<td>0.140</td>
<td>0.131</td>
<td>0.141</td>
</tr>
</tbody>
</table>

**Note:** *p < 0.10, **p < 0.05, ***p < 0.01. Robust standard errors in parentheses clustered at the year of birth * district level. Regressions include year and district fixed effects and controls (whether the household head is a farmer and the household head’s level of education). HVI district(a) equals one if the individual’s district of birth is found to be a conflict-affected district during the early years of conflict (1975–1979 and 1983), as defined by our violence measure. HVI district(b) equals one if the individual’s district of birth is found to be a conflict-affected district during the 1999 violence as defined by our violence measure.

**Source:** Authors’ computations using TLSS 2007a.
Table 5. Impact of 1999 Violence on School Attendance in 2001

<table>
<thead>
<tr>
<th></th>
<th>(1) All 8–11</th>
<th>(2) Boys 8–11</th>
<th>(3) Girls 8–11</th>
<th>(4) All 8–9</th>
<th>(5) Boys 8–9</th>
<th>(6) Girls 8–9</th>
<th>(7) All 10–11</th>
<th>(8) Boys 10–11</th>
<th>(9) Girls 10–11</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A – Impact of displacement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D \times T_2$</td>
<td>$-0.184^{***}$</td>
<td>$-0.199^{***}$</td>
<td>$-0.172^{***}$</td>
<td>$-0.198^{***}$</td>
<td>$-0.212^{***}$</td>
<td>$-0.185^{**}$</td>
<td>$-0.188^{***}$</td>
<td>$-0.209^{**}$</td>
<td>$-0.170^{**}$</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.056)</td>
<td>(0.060)</td>
<td>(0.047)</td>
<td>(0.065)</td>
<td>(0.074)</td>
<td>(0.061)</td>
<td>(0.088)</td>
<td>(0.077)</td>
</tr>
<tr>
<td>$D \times T_3$</td>
<td>$-0.127^{***}$</td>
<td>$-0.111^{**}$</td>
<td>$-0.141^{***}$</td>
<td>$-0.182^{***}$</td>
<td>$-0.138^*$</td>
<td>$-0.233^{***}$</td>
<td>$-0.089^{**}$</td>
<td>$-0.106^*$</td>
<td>$-0.066$</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.049)</td>
<td>(0.048)</td>
<td>(0.053)</td>
<td>(0.077)</td>
<td>(0.071)</td>
<td>(0.038)</td>
<td>(0.055)</td>
<td>(0.055)</td>
</tr>
<tr>
<td>N</td>
<td>2,898</td>
<td>1,536</td>
<td>1,362</td>
<td>1,398</td>
<td>753</td>
<td>645</td>
<td>1,500</td>
<td>783</td>
<td>717</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.151</td>
<td>0.155</td>
<td>0.146</td>
<td>0.217</td>
<td>0.199</td>
<td>0.241</td>
<td>0.110</td>
<td>0.130</td>
<td>0.091</td>
</tr>
<tr>
<td><strong>Panel B – Impact of house damage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H \times T_2$</td>
<td>$-0.101^{**}$</td>
<td>$-0.109^{**}$</td>
<td>$-0.091^*$</td>
<td>$-0.075$</td>
<td>$-0.137^*$</td>
<td>$-0.012$</td>
<td>$-0.129^{***}$</td>
<td>$-0.077$</td>
<td>$-0.196^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.042)</td>
<td>(0.054)</td>
<td>(0.054)</td>
<td>(0.051)</td>
<td>(0.070)</td>
<td>(0.070)</td>
<td>(0.048)</td>
<td>(0.067)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>$H \times T_3$</td>
<td>0.027</td>
<td>0.016</td>
<td>0.040</td>
<td>0.046</td>
<td>0.027</td>
<td>0.061</td>
<td>0.004</td>
<td>0.014</td>
<td>$-0.016$</td>
</tr>
<tr>
<td></td>
<td>(0.041)</td>
<td>(0.051)</td>
<td>(0.052)</td>
<td>(0.059)</td>
<td>(0.077)</td>
<td>(0.078)</td>
<td>(0.037)</td>
<td>(0.052)</td>
<td>(0.056)</td>
</tr>
<tr>
<td>N</td>
<td>2,898</td>
<td>1,536</td>
<td>1,362</td>
<td>1,398</td>
<td>753</td>
<td>645</td>
<td>1,500</td>
<td>783</td>
<td>717</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.147</td>
<td>0.153</td>
<td>0.142</td>
<td>0.209</td>
<td>0.198</td>
<td>0.226</td>
<td>0.110</td>
<td>0.122</td>
<td>0.106</td>
</tr>
</tbody>
</table>

(Continued)
TABLE 5. Continued

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All 8–11</td>
<td>Boys 8–11</td>
<td>Girls 8–11</td>
<td>All 8–9</td>
<td>Boys 8–9</td>
<td>Girls 8–9</td>
<td>All 10–11</td>
<td>Boys 10–11</td>
<td>Girls 10–11</td>
</tr>
<tr>
<td>D*T₂</td>
<td>-0.060</td>
<td>-0.076</td>
<td>-0.050</td>
<td>-0.070</td>
<td>-0.086</td>
<td>-0.058</td>
<td>-0.079</td>
<td>-0.122</td>
<td>-0.064</td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td>(0.060)</td>
<td>(0.062)</td>
<td>(0.057)</td>
<td>(0.068)</td>
<td>(0.087)</td>
<td>(0.069)</td>
<td>(0.109)</td>
<td>(0.085)</td>
</tr>
<tr>
<td>D*T₃</td>
<td>-0.085*</td>
<td>-0.154***</td>
<td>-0.041</td>
<td>-0.153**</td>
<td>-0.248***</td>
<td>-0.098</td>
<td>-0.039</td>
<td>-0.048</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.059)</td>
<td>(0.065)</td>
<td>(0.064)</td>
<td>(0.070)</td>
<td>(0.100)</td>
<td>(0.055)</td>
<td>(0.110)</td>
<td>(0.065)</td>
</tr>
<tr>
<td>H*T₂</td>
<td>-0.015</td>
<td>-0.030</td>
<td>0.002</td>
<td>0.027</td>
<td>-0.039</td>
<td>0.084</td>
<td>-0.062</td>
<td>-0.011</td>
<td>-0.130**</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.068)</td>
<td>(0.057)</td>
<td>(0.063)</td>
<td>(0.091)</td>
<td>(0.077)</td>
<td>(0.053)</td>
<td>(0.076)</td>
<td>(0.058)</td>
</tr>
<tr>
<td>H*T₃</td>
<td>0.087*</td>
<td>0.045</td>
<td>0.134**</td>
<td>0.114</td>
<td>0.036</td>
<td>0.173**</td>
<td>0.052</td>
<td>0.065</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.064)</td>
<td>(0.058)</td>
<td>(0.072)</td>
<td>(0.096)</td>
<td>(0.086)</td>
<td>(0.044)</td>
<td>(0.063)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>D<em>H</em>T₂</td>
<td>-0.233**</td>
<td>-0.174</td>
<td>-0.296**</td>
<td>-0.282***</td>
<td>-0.193</td>
<td>-0.364**</td>
<td>-0.156</td>
<td>-0.116</td>
<td>-0.158</td>
</tr>
<tr>
<td></td>
<td>(0.094)</td>
<td>(0.114)</td>
<td>(0.123)</td>
<td>(0.104)</td>
<td>(0.136)</td>
<td>(0.152)</td>
<td>(0.122)</td>
<td>(0.171)</td>
<td>(0.151)</td>
</tr>
<tr>
<td>D<em>H</em>T₃</td>
<td>-0.133*</td>
<td>0.037</td>
<td>-0.304***</td>
<td>-0.122</td>
<td>0.166</td>
<td>-0.413***</td>
<td>-0.123</td>
<td>-0.129</td>
<td>-0.119</td>
</tr>
<tr>
<td></td>
<td>(0.077)</td>
<td>(0.103)</td>
<td>(0.087)</td>
<td>(0.114)</td>
<td>(0.158)</td>
<td>(0.121)</td>
<td>(0.075)</td>
<td>(0.128)</td>
<td>(0.098)</td>
</tr>
<tr>
<td>N</td>
<td>2,898</td>
<td>1,536</td>
<td>1,362</td>
<td>1,398</td>
<td>753</td>
<td>645</td>
<td>1,500</td>
<td>783</td>
<td>717</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.162</td>
<td>0.164</td>
<td>0.163</td>
<td>0.228</td>
<td>0.217</td>
<td>0.257</td>
<td>0.122</td>
<td>0.134</td>
<td>0.117</td>
</tr>
</tbody>
</table>

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. The table reports fixed effect estimates. Robust standard errors in parentheses are clustered at the village level. Regressions include time effects (T₂ refers to 1999/00; T₃ refers to 2000/01). D, H, and D*H are dummies, respectively defined as one if individual was displaced with the whole household, whether the house was completely damaged, and whether the individual was affected by both violent shocks.

Source: Authors’ computations using TLSS 2001.
(2010) show similar evidence for Colombia. The destruction of a home affects household wealth, but perhaps less so if the household was able to retain other assets or to live with friends, neighbors, or relatives.

School Completion in 2007

In table 6, panel A, we report the estimates of our analysis of the effect of the 1999 violence on primary school completion in 2007. The coefficient for the violence measure is negative but not statistically significant. However, once we split the sample into boys and girls (columns 2 and 3), the results show that boys exposed to violence during their primary school years are 18.3 percentage points less likely to have completed primary school eight years after the 1999 violence relative to boys not exposed to violence. This represents a 25 percent decrease in the probability of primary school completion. In contrast, we observe that girls exposed to the 1999 violence are 10.4 percentage points more likely to have completed primary school in 2007. This represents a 14 percent increase in the probability of girls completing primary school. We do not find any statistically significant differences across age groups.

We now turn to the effect of the peaks of violence in the earlier years of the conflict on primary school completion in 2007. In table 6, panel B, we report the results for the sample of individuals born between 1968 and 1984. We find that an additional year of exposure decreases school completion in 2007 for all individuals by 2.6 percentage points and by 3 percentage points for boys. Therefore, the likelihood of primary school completion for boys was reduced (for an average exposure of one year and 10 months) by 5.6 percentage points. The effect is particularly strong for boys attending the last three years of primary school (grades four to six) (column 5). We do not find a significant effect for girls.

The results in table 6, panel C, report the effect of the overall conflict on primary school completion in 2007. The sample includes individuals born between 1968 and 1992. The results indicate the average effect of exposure to both the first years of the conflict and the 1999 violence. Because we examine the effects of both periods of high intensity violence and because only one year of primary school could have been affected during the 1999 violence, we have transformed our treatment term into a binary variable (exposed or not exposed during primary school) to ensure that we do not confound the results. These results indicate that boys exposed to the conflict in any period are, on average, 7.4 percentage points less likely to complete primary school in 2007 than those less exposed to violence. This effect represents a 10 percent decrease in the probability of primary school completion for boys. This effect is stronger than that observed for girls.

19. Similar to 2001, we estimated a pooled model for 2007 including an interaction term with the female dummy. The results show that the effects are statistically different between boys and girls in panels A and C. We report separate estimates for clarity in the exposition.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Years of prim. school in HVI</td>
<td>-0.041</td>
<td>-0.183***</td>
<td>0.104**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.044)</td>
<td>(0.047)</td>
<td></td>
</tr>
<tr>
<td>Years of grade 1–3 in HVI</td>
<td>-0.069*</td>
<td>-0.210***</td>
<td>0.080</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td>(0.056)</td>
<td>(0.064)</td>
<td></td>
</tr>
<tr>
<td>Years of grade 4–6 in HVI</td>
<td>-0.040</td>
<td>-0.183***</td>
<td>0.105**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.044)</td>
<td>(0.048)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>6,676</td>
<td>3,383</td>
<td>3,293</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.150</td>
<td>0.144</td>
<td>0.180</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B – Impact of early years of conflict (1968–1984 sample)</th>
<th>(1) All Boys</th>
<th>(2) Girls</th>
<th>(3) All Boys</th>
<th>(4) Girls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years of prim. school in HVI</td>
<td>-0.026**</td>
<td>-0.030**</td>
<td>-0.021</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.014)</td>
<td>(0.017)</td>
<td></td>
</tr>
<tr>
<td>Years of grade 1–3 in HVI</td>
<td>-0.021*</td>
<td>-0.022</td>
<td>-0.018</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.016)</td>
<td>(0.020)</td>
<td></td>
</tr>
<tr>
<td>Years of grade 4–6 in HVI</td>
<td>-0.040**</td>
<td>-0.054**</td>
<td>-0.031</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.021)</td>
<td>(0.028)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>5,195</td>
<td>2,625</td>
<td>2,570</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.338</td>
<td>0.358</td>
<td>0.318</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>HVI in primary school</th>
<th>HVI in grade 1–3</th>
<th>HVI in grade 4–6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.012</td>
<td>-0.006</td>
<td>-0.019</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
<td>(0.019)</td>
</tr>
<tr>
<td></td>
<td>-0.074***</td>
<td>-0.035</td>
<td>-0.075***</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.023)</td>
<td>(0.027)</td>
</tr>
<tr>
<td></td>
<td>0.055*</td>
<td>0.031</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.029)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>N</td>
<td>9,329</td>
<td>4,753</td>
<td>9,329</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.241</td>
<td>0.266</td>
<td>0.241</td>
</tr>
</tbody>
</table>

Note: *p < 0.10, **p < 0.05, ***p < 0.01. Robust standard errors in parentheses clustered at the year of birth * district level. Regressions include year and district fixed effects, district time trend (defined as the interaction between the district category and birth year), and controls (whether the household head is a farmer and the household head’s level of education).

Source: Authors’ computations using TLSS 2007a.
among boys attending the last three years of primary school. The overall effect on girls is positive (most likely driven by the 1999 effects), corresponding to an 8.5 percent increase in the likelihood of primary school completion.

Discussion

The results above indicate that violent conflict in Timor Leste had mixed effects on education. On average, the wave of violence in 1999 resulted in immediate hardships for the education of boys and girls. Girls, however, recovered from the negative consequences of the 1999 violence in the medium term. When the same cohort was observed in 2007, girls affected by the conflict had a higher and statistically significant positive chance of completing primary school than girls who were not exposed to the violence. We find no effect of the earlier peaks of violence on girls’ primary school completion, but we find a positive and statistically significant effect (at 10 percent) of the entire conflict on girls’ primary school completion.

In contrast, boys exposed to the wave of violence in 1999 had a much lower probability of having completed primary school by 2007 relative to boys unaffected by the violent events. Earlier peaks of violence as well as the entire conflict have similar negative effects on the education of boys in Timor Leste, particularly among boys attending the last grades of primary school. The effect of earlier peaks of violence is smaller than the impact of the 1999 violence, although we observe the persistence of significant negative educational effects of the earlier years of the conflict in the longer term. The difference in the magnitudes of the impacts of different peaks of violence may be because individuals affected by the earlier violence may have had the opportunity to complete primary school or may reflect the particularly violent nature of the 1999 events. In all cases, boys were rather severely affected by violence over the 25 years of the Timor Leste conflict.

The 1999 wave of violence in Timor Leste was brutal, but the recovery was rapid, as discussed in section I. Although problems remain, violence-affected areas have clearly benefited from this reconstruction effort. This finding is in line with results reported for other conflict-affected countries in Bellows and Miguel (2006) and elsewhere. Our results show, however, that only girls affected by the violence seem to have been able to recover (and even improve) their educational outcomes. The results for boys are persistently negative.20

Given the discussion in section I, it is unlikely that this result is explained by supply-side factors, such as the destruction of schools or the absence of teachers. The postconflict reconstruction process had clear, positive impacts on the educational outcomes of girls exposed to violence, possibly because of a strong consideration of gender concerns in the UN interventions in Timor Leste.

20. An uneven negative impact of violent conflict on boys’ educational outcomes is also reported in Akresh and de Walque (2011) for Rwanda and Verwimp and Van Bavel (2011) for Burundi. For a review of the literature on the impact of violent conflict on education, see Justino (2012b).
However, it is highly unlikely that these programs would have been biased against educating boys. A more likely explanation is that the negative impact of the conflict on boys’ education in Timor Leste is related to the different roles that boys and girls play within the household.

As mentioned in section II, boys who were affected by the violence in 1999, on average, tended to work more and longer hours in 2001 (table 2). We estimated a reduced form regression of the incidence of conflict on child labor in the aftermath of the 1999 violence. The results (not shown) indicate a positive correlation between conflict exposure (displacement) and the probability of boys working: boys affected by displacement are 11 percentage points more likely to work than boys unaffected by violence. Affected girls, however, are 3.6 percentage points less likely to work.\(^{21}\) Other studies have shown that child labor is a key factor in explaining low school enrolment rates in Timor Leste, particularly among boys. For instance, as Pedersen and Arneberg (1999) report, “Poverty is the main reason why some 20 percent of children never get the chance to go to school. [...] Children, especially boys, work when their parents do not have jobs or their families are headed by single mothers” (p. 83). This argument is in line with findings in the literature regarding household coping strategies in the face of adverse shocks, which have widely documented the use of children as an economic security mechanism (see Dasgupta 1993; Duryea, Lam, and Levinson 2007; Nugent and Gillaspy 1983). In areas experiencing violent conflicts, households may decide to replace dead, injured, absent, or disabled adult workers with children (if they have not also become fighters). Rodriguez and Sanchez (2009) analyze the effect of war on child labor and find that violent attacks by armed groups in Columbian municipalities significantly increased the probability of school dropout and the presence of children, particularly boys, in the labor market.

The above results suggest that household economic needs in Timor Leste may also have resulted in boys dropping out of school, a mechanism that may, in turn, explain the negative impact of the conflict on boys’ education. This mechanism is not conclusive, and it is possible that school dropout may have occurred if boys joined armed groups as fighters or occupied other supporting roles. Data to test this alternative hypothesis are unavailable, but there are some indications that children joined both the proindependence troops and paramilitary groups and militias. UNICEF (2001) states that “[b]oth the proindependence and prointegration forces in East Timor used children as armed combatants during period of the Indonesian occupation and its violent resolution after the 1999 referendum. On both sides of the conflict the age of child

\(^{21}\) These results were obtained from a probit regression estimated for a sample of children aged 10–14 years where the dependent variable was whether the individual worked in the week prior to the 2001 survey. Controls include household per capita expenditures, whether they speak Indonesian, grades completed by the mother and father, the occupation of the head of household, gender of the head of household, household size, and region of residence. These estimates are not shown in the paper because of space constraints but are available upon request from the authors.
soldiers ranged from 10 to 18 years old, although most were between the age of 15 and 18 years old” (p. 18). Given this age range, it is unlikely that our results are strongly driven by increases in the number of child soldiers. However, we cannot completely exclude this channel given the lack of sufficiently rigorous empirical evidence.

Taken together, the various pieces of evidence discussed above point to school dropout—most likely owing to economic necessity, but potentially for other reasons—as an important channel through which the conflict may have negatively affected educational outcomes among boys in Timor Leste. These effects may have considerable consequences for the country’s future economic and political stability given the accumulation of negative education shocks among boys over the 25-year conflict, which may have trapped a significant number of individuals in cycles of low human capital and low productivity. In particular, recent studies have reported that large numbers of young men who dropped out of school during the conflict in Timor Leste are currently members of gangs and martial arts groups in Dili, which are responsible for increases in insecurity and violence in Timor Leste (Kostner and Clark 2007; Muggah et al. 2010; Scambary 2009).

Robustness Checks

We performed several robustness checks to address some important issues that may affect the results discussed above. In addition to the various validity checks reported in previous sections, we separately address the possible exposure of the 2007 sample to the civil violence that erupted in Timor Leste in 2006 and potential biases in the 2001 and 2007 results due to nonrandom migration patterns. Supporting tables are presented in the appendix.

As mentioned in section I, in 2006, Timor Leste experienced substantial internal civil strife owing to fighting between different factions of the independence forces. The violence in 2006 resulted in 37 killings, 2,000 severely damaged houses, 3,000 completely destroyed houses, and 150,000 displaced people (Muggah et al. 2010; Scambary 2009). Most displaced people were located in the vicinity of Dili (where 65 internally displaced person camps were located) and were still displaced in 2007. Despite the decision to restart the 2007 survey once the violence had subsided (see footnote 3), it is possible that some of the results discussed in the section above are not due to exposure to the 1999 violence but due to exposure to the civil upheaval in 2006. To control for this potential exposure to the violence in 2006, we explore a variable in the 2007 dataset that captures whether an individual was absent from home in the past 12 months for security reasons (2.7 percent of the sample). Our calculations show that individuals who were absent from home for security reasons in 2006 all resided in Dili. Therefore, we believe that this dummy reliably captures the level of exposure to the 2006 violence. The results in table A.1 are nearly identical to those in table 6, indicating that our main conclusions are unlikely to be biased by the effects of the civil violence in 2006.
Another important concern is that some individuals migrated at some point in their lives. The 2001 and 2007 datasets provide information on their places of birth and their current places of residence. The data do not allow us to establish when this migration occurred or whether these individuals migrated for conflict-related reasons. Thus, the migration variable is potentially noisy and prone to misclassification error. The direction of the endogeneity bias is difficult to predict a priori. If, for instance, individuals did not choose their new place of residence randomly (Kondylis 2010) and those who migrated went to areas in which economic conditions are typically better (for instance, urban areas), our results would likely be underestimated. Conversely, the effect of the violence would be overestimated if migrants relocated to places where they received inferior education. In addition, individuals who decided to migrate may differ from those who did not migrate. If this is the case and, for example, only wealthier and more educated households were able to migrate, then including these individuals in our estimates would underestimate the overall effect of the violence.

To assess whether the bias deriving from migration is a serious concern in our analysis, in tables A.2 and A.3, we present estimates from regressions that include a sample of individuals who never moved from their places of birth. These estimates test whether the results in section III hold when we restrict the sample to nonmigrants. The results are broadly comparable in terms of magnitude, signs, and significance to those obtained using the full sample. In addition, the proportions of individuals who migrated to a different place are 13 percent of the 2001 sample and 19 percent and 24 percent of the 2007 samples (the 1977–92 and 1968–84 cohorts, respectively). This finding suggests that even in the extreme scenario where the estimated effect was zero for migrants, the overall estimated effect would only be attenuated by approximately one-quarter of its value. We are therefore quite confident that our results are not biased as a result of migration choices.

IV. Final Remarks

The aim of this paper was to examine the effects of the 25 years of conflict in Timor Leste on educational outcomes among boys and girls exposed to

22. The migration decision should be interpreted as distinct from the occurrence of displacement in 1999 in Timor Leste. Although it is relatively common in the conflict literature to treat displacement as a migration decision (see, for instance, Chamarbagwala and Morán [2010] for Guatemala, Kondylis [2010] for Bosnia-Herzegovina, and Ibañez and Moya [2010] for Colombia), this is not an appropriate means of addressing displacement in the case of Timor Leste because our displacement variable is based on the respondents’ reported displacement experience rather than a migration outcome. We have also estimated the determinants of migration and found that displacement does not play a significant role in migration decisions.

23. It is important to note that issues regarding the potential endogeneity of the migration decision need to be considered as distinct in this context from potential endogeneity concerns regarding the displacement measure, which have been discussed in section II.
violence. We began by analyzing the impact of the wave of violence that occurred during the withdrawal of Indonesian troops in 1999. We first analyzed the short-term impact of the 1999 violence on primary school attendance in 2001 and its longer-term impact on school completion for the same cohorts of children observed again in 2007. We compared these latter results to the impacts of the peaks of violence in the 1970s and 1980s on schooling outcomes observed in 2007 (among those who were of primary school age at the time of the various violent events) and to the overall average educational impact of the conflict. This approach enabled us to compare the impact of a long-duration conflict on educational outcomes during the overall conflict and during peaks of violence.

In line with the existing literature on the effects of violent conflict on educational outcomes, we find that the conflict in Timor Leste led to considerable adverse impacts on educational outcomes, particularly among boys exposed to the violence. We find, however, that the impact of the conflict on girls’ education, although negative in the short term in terms of school attendance, did not hinder their school attainment in the longer term because they were able to benefit from the rapid reconstruction of the education system in violence-affected areas. In contrast, the 25 years of violent conflict had a clearly negative impact on the education of boys in Timor Leste that persisted across generations. This result is consistent for different peaks of violence throughout the conflict in Timor Leste. Generations of young Timorese boys have experienced considerable reductions in their accumulation of human capital, which may now be reflected in increases in insecurity, unemployment, and violence in the country since 2006.

We have discussed evidence suggesting that the negative impact of violence on boys’ education is due to boys dropping out of school. This is likely to be caused by household investment trade offs between education and economic survival, where boys would have been removed from school to participate in household economic activities. It is also possible that a small number of young boys may have dropped out of school to join armed groups.

These results have important policy implications. One implication is the importance of educational recovery in areas affected by violent conflict. The Timor Leste case suggests that early recovery may have positive results for the lives of children (girls, in this case). Another key implication is that reconstruction policies must pay greater attention to their redistributive impacts across genders and different population characteristics. Although girls recovered quickly from the conflict, boys did not, despite the large investment in the early recovery of the education system in Timor Leste. The evidence for Timor Leste suggests that boys were very vulnerable to both the direct effects of violence on education outcomes and indirect effects through household welfare mechanisms. This result implies that much more attention must be paid to understanding how children are affected by violent conflict and the different roles girls and boys assume during and after the conflict because these are likely to
perpetuate the risks associated with renewed conflict and persistent vulnerabili-
ties across generations.
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## APPENDIX – ROBUSTNESS CHECKS

### TABLE A1. Robustness Check: Impact of Conflict on Primary School Completion in 2007, Controlling for 2007 Civil Violence

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Boys</td>
</tr>
<tr>
<td>Years of prim. school in HVI</td>
<td>-0.042</td>
<td>-0.186***</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.044)</td>
</tr>
<tr>
<td>Absent home past 12 months</td>
<td>0.083***</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.043)</td>
</tr>
<tr>
<td>N</td>
<td>6,676</td>
<td>3,383</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.151</td>
<td>0.144</td>
</tr>
</tbody>
</table>

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered at the year of birth * district level. Regressions include year and district fixed effects, district time trend (defined as the interaction between the district category and birth year), and controls (whether the household head is a farmer and the household head’s level of education).

Source: Authors’ computations using TLSS 2007a.

### TABLE A2. Robustness Check: Impact of 1999 Violence on School Attendance in 2001, Nonmigrant Sample

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Boys</td>
<td>Girls</td>
<td>All</td>
<td>Boys</td>
<td>Girls</td>
<td>All</td>
<td>Boys</td>
<td>Girls</td>
</tr>
<tr>
<td>$D^T_2$</td>
<td>-0.200***</td>
<td>-0.213***</td>
<td>-0.188**</td>
<td>-0.053</td>
<td>-0.071</td>
<td>-0.042</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(0.063)</td>
<td>(0.072)</td>
<td>(0.058)</td>
<td>(0.067)</td>
<td>(0.076)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^T_3$</td>
<td>-0.144***</td>
<td>-0.130***</td>
<td>-0.157***</td>
<td>-0.082</td>
<td>-0.150**</td>
<td>-0.037</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td>(0.050)</td>
<td>(0.053)</td>
<td>(0.053)</td>
<td>(0.066)</td>
<td>(0.074)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H^T_2$</td>
<td>-0.124***</td>
<td>-0.119*</td>
<td>-0.129**</td>
<td>-0.027</td>
<td>-0.031</td>
<td>-0.022</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.061)</td>
<td>(0.062)</td>
<td>(0.057)</td>
<td>(0.077)</td>
<td>(0.067)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H^T_3$</td>
<td>0.005</td>
<td>0.003</td>
<td>0.007</td>
<td>0.077</td>
<td>0.043</td>
<td>0.118*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.054)</td>
<td>(0.056)</td>
<td>(0.055)</td>
<td>(0.070)</td>
<td>(0.065)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^H^T_2$</td>
<td>-0.263***</td>
<td>-0.206</td>
<td>-0.326***</td>
<td>-0.206</td>
<td>-0.326***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.108)</td>
<td>(0.129)</td>
<td>(0.143)</td>
<td>(0.108)</td>
<td>(0.129)</td>
<td>(0.143)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D^H^T_3$</td>
<td>-0.167*</td>
<td>0.002</td>
<td>-0.343***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.088)</td>
<td>(0.113)</td>
<td>(0.096)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>2,553</td>
<td>1,383</td>
<td>1,170</td>
<td>2,553</td>
<td>1,383</td>
<td>1,170</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.157</td>
<td>0.161</td>
<td>0.154</td>
<td>0.154</td>
<td>0.157</td>
<td>0.150</td>
<td>0.169</td>
<td>0.169</td>
<td>0.173</td>
</tr>
</tbody>
</table>

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. The table reports fixed effect estimates. Robust standard errors in parentheses clustered at the village level. Regressions include time effects ($T_2$ refers to the 1999/00 school year, and $T_3$ refers to the 2000/01 school year); $D$, $H$, and $D^H$ are dummies, respectively, defined as 1 if the individual was displaced with the whole household, whether the house was completely damaged, and whether the individual was affected by both violent shocks.

Source: Authors’ computations using TLSS 2001.
TABLE A3. Robustness Check: Impact of Conflict on Primary School Completion in 2007, Nonmigrant Sample

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Boys</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Years of prim. school in HVI</td>
<td>-0.033</td>
</tr>
<tr>
<td>(0.036)</td>
<td>(0.054)</td>
</tr>
<tr>
<td>N</td>
<td>5,446</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.151</td>
</tr>
</tbody>
</table>

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered at the year of birth * district level. Regressions include year and district fixed effects, district time trend (defined as the interaction between the district category and birth year), and controls (whether the household head is a farmer and the household head’s level of education).

Source: Authors’ computations using TLSS 2007a.
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Between 1996 and 2006, Nepal experienced violent civil conflict as a consequence of a Maoist insurgency. This paper investigates the impact of being exposed to this insurgency at a young age on education outcomes.

This study makes both an empirical and a methodological contribution to the growing literature on the impact of civil conflict on human capital formation. First, this paper extends our understanding of the impact of civil conflict on education to include a conflict of moderate intensity. With just over 13,000 casualties and less than 1 percent of the population forcibly displaced, the level of violence considered in this study was much lower than in conflict episodes considered in previous research.1 Second, two alternative identification strategies...
are employed to increase confidence in the reliability of the estimates: the first relies on variation in conflict exposure across birth cohorts and geographic areas in a single survey, as is standard in the literature (e.g., Akresh and de Walque 2008; Shemyakina 2011a; Chamarbagwala and Morán 2011), and the second relies on variation in exposure to conflict among school-aged individuals between household surveys and geographic areas.

Educational attainment is generally expected to be adversely affected by exposure to armed civil conflict. Direct youth enrollment in the military, limited mobility, and the destruction of schools may all negatively affect the ability of children to attend school. Increased poverty may drive parents to remove children from school (to avoid direct costs) and put them to work (to avoid opportunity costs). Political instability and reduced life expectancy may decrease expected returns to education and, in turn, reduce investments in human capital. Moreover, the schooling of girls is often more sensitive to worsening economic conditions than that of boys. A conflict environment may also hinder the functioning of education programs by weakening government institutions and imposing logistical and staff security challenges on local and international NGOs.

However, the general expectation that schooling is disrupted in conflict areas may not be well founded in the particular case of Nepal. National trends do not indicate an increase in poverty coinciding with the conflict but rather a steady decline in poverty (World Bank 2005). Despite difficulties with public service provision, basic health and education services have been maintained (Armon et al. 2004). In addition, the insurgency may have had a positive effect on schooling outcomes despite the fighting through both intended and unintended consequences of the Maoist presence. The insurgents have been reported to police teacher absenteeism (Hart 2001; see also Collins 2006 and Devkota and van Teijlingen 2010, for a similar argument regarding health workers) and have explicitly opposed caste- and ethnicity-biased traditions; these actions may have directly benefited both male and female education. In addition, the insurgents have publicly opposed gender inequality, including gender inequality in access to schooling. For instance, it has been reported that “the Maoists have taken a strong stand on this issue – insisting that girls of school age attend the local facilities, even to the point of holding parents accountable and liable to punishment for the non-attendance of their daughters” (Hart 2001, p. 32). Although the egalitarian rhetoric has not been followed completely in practice, a number of women were directly involved in combat, and there is anecdotal evidence of improved conditions for women in areas controlled by the Maoists, such as decreases in polygamy, domestic violence, and alcoholism (Lama-Tamang et al. 2003; Manchanda 2004; Geiser 2005; Aguirre and Pietropaoli 2008; Ariño 2008). The diffusion of the egalitarian Maoist ideology may also have increased the aspirations of young girls for their own education and the aspirations of parents for their daughters’ education. One unintended aspect of the insurgency may have contributed to improving schooling outcomes, especially for girls: female labor
force participation increased (Menon and Rodgers 2011), and there is evidence that when women have more control over household expenditure investments in children increase, especially for girls (e.g., Thomas 1990; Duflo 2003). Thus, in the case of Nepal, contrary to most episodes of violent conflict, the direction of the effect of the Maoist insurgency on schooling outcomes seems unclear a priori.

Nonetheless, one particular aspect of the Nepalese conflict is likely to have been unambiguously detrimental to education: the common insurgent practice of abducting civilians. Parents may have been deterred from sending their children to school out of fear that they would be abducted by the insurgents (Human Rights Watch 2004). Quoting figures from the Informal Sector Service Center (INSEC), UNESCO (2010) reports that between 2002 and 2006, the Maoists abducted 10,621 teachers and 21,998 students (p. 8). According to additional data provided by INSEC, the total number of abductions by Maoist forces during the conflict amounted to more than 85,000. Although most abductees were seemingly returned unharmed after a few days of intensive indoctrination (Becker 2009; Macours 2011), a number of youths joined the Maoist fighters (in 2003, an estimated 30 percent of Maoist forces were aged 14–18 years). The indoctrination sessions held during abductions are likely to have played a part in their recruitment.

In this paper, I exploit differences in the intensity of violence experienced by individuals born at different times, surveyed at different times, and in different districts to shed light on the ways in which experiencing the insurgency at a young age affected educational outcomes.

Individual data from the 2001 and 2006 Demographic and Health Surveys (DHS) of Nepal are merged with detailed conflict data collected by INSEC, namely, the number of conflict fatalities, school destructions, and abductions by Maoists at the district level.

I find that overall conflict intensity, as measured by conflict casualties, was associated with an increase in female educational attainment, whereas abductions by Maoists, which often targeted school children, had the reverse effect. Male schooling also tended to increase more rapidly in areas where the fighting was more intense, but the estimates are smaller in magnitude and more sensitive to specification. Similar results are obtained across different identification strategies, and robustness checks indicate that these findings are not due to selective migration.

In the next section, I review the existing evidence on the impact of armed conflict on education outside Nepal with an emphasis on male-female differences. I then present the Nepalese conflict in section II, the data in section III, the empirical strategy in section IV, and the estimation results in section V. Section VI concludes.
I. LITERATURE REVIEW

A number of cross-country analyses suggest that political instability has large negative effects on growth but that recovery to equilibrium levels tends to be rapid (see Blattman and Miguel 2010, for a review). At the microeconomic level, the results of an emerging body of literature on the impact of war-related destruction or civil conflict on educational attainment show that violent conflict often leads to worse educational outcomes, but estimates vary substantially by conflict, gender, and educational level. Overall, girls in postprimary education appear to experience the worst effects.

In war-torn Germany and Austria, school-aged individuals exposed to war received fewer years of education (Ichino and Winter-Ebmer 2004; Akbulut-Yuksel 2009). In Guatemala, where the worst period of the Guatemalan civil war saw nearly 200,000 deaths, Chamarbagwala and Morán (2011) find that individuals who were of schooling age in departments that were more affected by the war completed fewer years of schooling and that this effect was much more marked for girls. In Bosnia and Herzegovina, Swee (2009) estimates that cohorts of children exposed to greater conflict intensity at the municipal level were less likely to complete secondary schooling, but primary schooling attainment was unaffected. Shemyakina (2011a) finds that girls (but not boys) who were of schooling age during the Tajik civil war were less likely to complete mandatory schooling in areas severely affected by conflict events. Rodriguez and Sanchez (2009) find that in Colombia, children aged 12 years and older who were exposed to more violence at the municipal level were more likely to drop out of school and enter the labor market. León (2012) finds that individuals who were born and raised in Peruvian districts that were more affected by conflict-related violence completed fewer years of education. Three recent papers, one by Akresh and de Walque (2008) and two by Annan, Blattman, and colleagues (Annan et al. 2009; Blattman and Annan 2010), illustrate the marked heterogeneity in findings on the impact of civil conflict across demographic groups and across conflicts. Akresh and de Walque (2008) estimate that cohorts of children exposed to the extremely violent Rwandan genocide, which killed 10 percent of the country’s population, completed 18.3 percent fewer years of education. However, contrary to results from Guatemala, for example (Chamarbagwala and Morán 2011), they find that due to the nature of the conflict, nonpoor, male individuals were more negatively affected. Studying the effect of forced recruitment into the Ugandan Lord’s Liberation Army, Annan et al. (2009) and Blattman and Annan (2010) find dramatically different effects for men and for women in the opposite direction of those obtained by, for example, Shemyakina (2011a) and Chamarbagwala and Morán (2011). The abducted men in their sample, who were abducted, on average, for just over 15 months, experienced much worse educational attainment and labor market outcomes as well as poorer psychological health (Blattman and Annan 2010). However, these authors find no such effects for female abductees, which they attribute to the lack of opportunities for women in general (Annan et al. 2009).
II. Conflict in Nepal

Nepal was an absolute monarchy until 1990. Despite multiparty democratic elections in 1991, a Maoist insurgency broke out in February 1996 in the Rolpa district and ended in 2006. The insurgency was initially concentrated in a few Communist strongholds in Western Nepal, but by the end of the war, conflict-related casualties were recorded in 73 of the 75 Nepalese districts. The Maoist presence varied from sporadic attacks to the organization of local governments and law courts. Over the course of the conflict, Maoists attacked government targets, such as army barracks, police posts, and local government buildings (Do and Iyer 2010). They were also reported to terrorize, loot, abduct, and physically assault civilians (Bohara et al. 2006). However, government security forces also killed civilians and were accused of using children for spying, torturing, displacing, and summarily convicting civilians (Bohara et al. 2006).

The principal objective of the insurgents was the creation of a constituent assembly to draft a new constitution. Other important stated aims were land redistribution and equality for all castes, language groups, and women.

A crucial moment in the conflict was the Maoists’ abandonment of a short-lived cease fire in November 2001. From that point, the government’s response intensified dramatically, involving the Royal Nepal Army and leading to an escalation of violence (see figure S1 in the supplemental appendix, available at http://wber.oxfordjournals.org/). Building on opposition to King Gyanendra’s authoritative reaction to the prolonged conflict, the Maoists joined forces with some of the country’s major political parties, leading to the signing of a peace agreement in November 2006 and the creation of an interim government led by a power-sharing coalition that included the Maoists.

The intensity of conflict varied substantially across the districts of Nepal, as illustrated in figure 1, which depicts the distribution of districts between the three terciles of conflict deaths per 1,000 inhabitants. One specific characteristic of the Nepalese conflict that is likely to be particularly relevant for an analysis of educational outcomes is the insurgents’ practice of abducting civilians, particularly school children, en masse for short periods of intensive indoctrination. As illustrated by figure S2, there is a positive correlation between the number of abductions by Maoists and the intensity of fighting as measured by conflict-related casualties, but the relationship is not systematic. Hence, it is possible to consider the effect of abductions over and above that of overall conflict intensity.2

Districts with the highest proportion of abductees among the population are found in the middle tercile, which may be due to a lesser need for indoctrination in Maoist strongholds.3

2. The correlation coefficient between total conflict deaths and abductions per 1,000 inhabitants is 0.14.
3. Hutt (2005) also links abductions to the weakness of support for the Maoists: “The Maoists know that much of their support is hollow and based on fear. Maoist cadres have taken to mounting temporary abductions of large numbers of school teachers and students, who are taken to remote locations and subjected to political indoctrination sessions” (Hutt, 2005, p.86).
Several arguments have been advanced to explain the district variation in the intensity of the insurgency, including geography (Murshed and Gates 2005; Bohara et al. 2006; Do and Iyer 2010), poverty (Murshed and Gates 2004; Do and Iyer 2010), a lack of political participation (Bohara et al. 2006), and inter-group inequality (Murshed and Gates 2005; Macours 2011). Determinants of district conflict intensity are therefore likely to be correlated with the explained variables of interest, which could give rise to omitted variable bias. As long as the omitted variables in question are constant over time, the inclusion of district fixed effects will suffice to remove any bias. If there are time-varying omitted variables correlated with both conflict intensity and the explained variables of interest, the inclusion of district fixed effects will not remove all potential biases, and additional steps must be taken to shed light on the causal impact of the insurgency. In section IV, I test for the presence of such time-varying omitted variables and discuss how I address potential threats to identification.

Despite the civil conflict, Nepal has experienced steady growth in real gross GDP (5 percent per year between 1995/96 and 2003/04), an additional increase...
in disposable income due to substantial flows of remittances from abroad (representing 12.4 percent of the GDP), a steady decrease in poverty over the period (from 42 percent in 1995/96 to 31 percent in 2003/04), and an improvement in human development indicators, such as primary school enrollment (up from 57 percent to 73 percent) and child mortality, which decreased by 5 percent per year (World Bank 2005; Macours 2011).

However, the positive outlook for Nepal as a whole may mask unequal progress due to heterogeneous conflict intensity across districts. Indeed, national trends may hide a slower decrease in poverty, or even an increase in poverty, in more conflict-affected areas. In this paper, I exploit variation in the intensity of exposure to violent conflict by birth cohort, survey year, and district to investigate differential changes in primary educational attainment and completed years of education across districts that experienced varying degrees of violence.

III. DATA

DHS have been conducted in a number of developing countries as part of the Measure DHS project, a reputable USAID-funded project. The second and third DHS in Nepal were conducted in 2001 and 2006, respectively, and are nationally representative repeated cross-sections. The timing of these surveys is particularly useful because the surveys either preceded or followed the bulk of the fighting.4

For each DHS, a household survey collected the usual individual demographic and education data as well as household-level socioeconomic information. More detailed information was then collected from all women and a subset of men of reproductive age (if ever married, in the case of the 2001 survey). The data used in this analysis come from the household survey as well as migration information from the detailed interviews with women in the 2006 DHS.5

Summary statistics by district conflict intensity and specification subsample can be found in table S1.

The data used to measure conflict intensity are taken from electronic files provided by INSEC, an independent, well-regarded human rights NGO based in Kathmandu with reporters in each of the 75 Nepalese districts who monitor human rights violations. The INSEC data files contain the number of conflict-related deaths per month per district of Nepal between February 1996 and December 2006 as well as the total number of school destructions and abductions by Maoists at the district level, which are used to construct most measures of exposure to conflict used in this paper. Data from INSEC have been extensively used in the media, international agencies, and government reports and in a number of academic studies, including those by Bohara et al. (2006) and Do and Iyer (2010). However, conflict deaths and school destructions are easier

4. In 2001, six out of 257 sampling units had to be dropped from the sample for security reasons (Ministry of Health et al., 2002, p.6).
5. In the 2001 survey, children listed on the household roster cannot be matched to their mothers.
to monitor than abductions, and there are some surprising figures in the abduction data provided by INSEC, such as only 284 abductions by Maoists in Rolpa during the entire conflict. A degree of measurement error is likely to affect any conflict event data. If uncorrelated with the actual number of conflict events, this classical measurement error would lead to attenuation bias. However, the measurement error would have to be both inversely related to the true number of conflict events and very severe for it to lead to a reversal of the sign of the estimated effect of conflict. Such a result appears implausible given the degree of consensus on INSEC conflict data. Furthermore, findings using the number of casualties are consistent with the simple difference-in-difference calculations in table 1, in which the conflict event counts are collapsed into binary indicators. These are more blunt indicators of conflict intensity, but they are also less prone to measurement error.

In addition, this study uses two indicators of Maoist control over a given district by 2003 based on classifications reported by Hattlebak (2007). I consider, in turn, two alternative definitions of Maoist control. I first categorize as under Maoist control any district that is categorized as such by both Maoists and the government (Definition 1). I then apply what Hattlebak (2007) considers a more reliable classification, the government classification (Definition 2).

IV. EMPIRICAL STRATEGY

I exploit the fact that surveyed individuals have been exposed to varying degrees of conflict intensity according to their district of residence, year of birth, and whether they were surveyed in 2001 or in 2006.

The baseline estimation strategy is similar to that in much of the literature estimating the impact of civil conflict on individual outcomes reviewed in section I. The strategy exploits differences in exposure to conflict by birth year cohort and district of residence for individuals surveyed at the end of the conflict in 2006.

To check the robustness of the baseline results, I use a second identification strategy in which the source of identification is the change in the intensity of conflict within the district between 2001 and 2006, just before and just after the escalation of the conflict. By 2006, individuals born in 1991 and 1996, for example, would have been exposed to the same total amount of conflict before or during their schooling careers (albeit at different times in their lives). Hence, a comparison of the schooling outcomes of individuals born in 1991 and 1996 in the 2006 DHS would not be particularly informative. However, individuals born in 1991 who were observed at age 10 years in the 2001 survey experienced much less conflict by the time their education data were collected in 2001 than individuals born in 1996 and observed at age 10 years in the 2006 survey. Therefore, comparing their education outcomes at age 10 years is informative.6 This second

6. The variation in exposure between surveys also varies substantially between districts. For instance, in Mahottari, there were 0.14 additional deaths per 1,000 inhabitants between the two DHS, whereas in Jumla, there were close to three additional deaths per 1,000 inhabitants during the same period.
approach allows me to use variation in conflict intensity over time that would be discarded in the traditional approach. In addition, the second approach provides the opportunity for useful checks of the robustness of my findings to potential migration and mortality biases.

I consider two outcome variables: a binary indicator for primary schooling completion and the number of years of education completed. Less than 45 percent (20 percent) of the male (female) adult population surveyed in the 2006 Nepal DHS had completed primary education, so primary schooling completion is a relevant cutoff in the present context. Given the recent occurrence of the conflict, a focus on primary education also has an advantage in that many individuals whose primary schooling careers coincided with the conflict period are old enough to have completed their primary education; hence, their long-term primary schooling outcomes are observed. Finally, given the high prevalence of voluntary migration in Nepal, it is important to test the robustness of my findings to migration bias. I do this by comparing the schooling attainment of children under 15 years of age surveyed in 2001 and 2006 in a given district. This age group is appropriate as long as I focus on primary education. As of 2004, 97 percent of Nepali migrants were men aged 15–44 years who typically left their wives and children behind (Lokshin and Glinskaya 2009). By focusing on children under 15 at the time of the survey, the individual is thus both unlikely to have migrated himself and unlikely to have accompanied a migrant parent. The DHS did not collect detailed migration data, but it does provide data on the date of arrival at the current location for women of reproductive age. Before the age of 15 years, the overwhelming majority of children are still living with their mothers; hence, I can further test the robustness of my findings for migration bias by restricting the sample to children whose mothers had not migrated since the beginning of the conflict.

Specification 1: Exploiting Differences in Exposure to Conflict between Birth Year Cohorts within Districts

Similar to previous studies on the impact of conflict on educational attainment, I first use data from the postconflict DHS (2006) and exploit variations in exposure to conflict by birth year cohort and district. In its simplest form, the estimating equation can be written as follows:

\[ EDUC_{ij}^t = \delta_j + \alpha_t + \beta TOTCONF_j^t + \epsilon_{ij}^t \]

where \( EDUC_{ij}^t \) is, in turn, a dummy variable equal to one if individual \( i \) in district \( j \) born in year \( t \) has completed primary education and zero otherwise or the number of years of education completed by this individual; \( \delta_j \) represents district fixed effects; \( \alpha_t \) represents birth year dummies; and \( TOTCONF_j^t \) is the interaction between a dummy equal to one when the individual belongs to the treated cohort and the number of conflict casualties (per 1,000 inhabitants) in district \( j \).
during 1996–2006. In the baseline regressions, I define the treated cohort as those aged 5 to 9 years at the beginning of the conflict in 1996, whereas the control cohort includes individuals aged 16 to 19 years at the beginning of the conflict. This choice is discussed in the preliminary analysis at the end of this section.

Under the assumption that there is no correlation between the number of district casualties and unobserved factors varying with district and birth cohort, $\beta$ is the causal effect of a one-unit increase in $\text{TOTCONF}_j^t$ on the primary completion rate or on the number of years of education completed by exposed cohorts. A one-unit increase in $\text{TOTCONF}_j^t$ roughly corresponds to one standard deviation in the district-level distribution of casualties (0.98). Another way of appraising the magnitude of $\beta$ is to consider a one-unit increase in $\text{TOTCONF}_j^t$ as a move from the district with the least conflict to the 53rd district (out of 75) in order of conflict intensity or from the 53rd district to the 69th district in order of conflict intensity—a very large increase in conflict intensity.

There are five “developmental regions” in Nepal, which are relatively homogeneous in terms of their level of development (see figure 1). In equation (1), I implicitly restrict birth cohort effects ($\alpha_t$) to be identical across development regions. To reduce the potential for unobserved cohort-district varying factors to bias the estimate of the effect of conflict exposure, in the main set of results, I report estimates of equation (1R) in which the birth year intercepts are allowed to vary by development region ($\alpha_t^R$). Here, the effect of conflict is identified by using the difference in exposure to conflict by district and birth year cohort, net of birth year trends common to all districts within a given development region:

$$\text{EDUC}_ij^t = \delta_j + \alpha_t^R + \beta \text{TOTCONF}_j^t + \epsilon_{ij}^t: \quad (1R)$$

In addition, I estimate variants of equation (1) in which I add regressors capturing specific aspects of the conflict that are likely to have affected schooling outcomes, namely, the number of school destructions and abductions by Maoist forces (per 1,000 inhabitants) during the conflict. I also consider whether Maoist control over the district had an effect on primary attainment by estimating variants of equation (1) in which I replace $\text{TOTCONF}_j^t$ with an indicator variable that switches on when the district was under Maoist control at the height of the conflict.

It would be desirable to control for the socioeconomic status of the household in which an individual was raised. However, household characteristics are not included as regressors in this specification because these are only observed at the time of the survey in 2006, 10 years after the beginning of exposure to conflict, and may therefore be caused by the conflict. In addition, at the time of the survey, individuals in the control group were 25–28 years old, and members of

7. Note that region dummies are subsumed under the district fixed effects, but the interactions between regions and birth year dummies are not.
the treated group were 14–18 years old. Therefore, it is difficult to imagine household characteristics that would not depend on the individual’s education level at the time of the survey. In the second identification strategy described below, I observe school-aged children in their household; hence, I can control for household characteristics.

**Specification 2: Comparison of Outcomes in 2001 and 2006 for a Given Age at Interview**

In equation (1), I only use data from the postconflict DHS (2006) and exploit variations in exposure to conflict according to birth year cohort and district. However, there is a comparable survey for 2001, just before the conflict escalated, which allows me to estimate the impact of the conflict using an alternative identification strategy based on variation in conflict exposure by survey date and district. The idea is to exploit the fact that a child aged, for example, 10 years in 2001 will have experienced much less conflict during his lifetime than another child aged 10 years in 2006 in the same district, and the difference in conflict exposure between these two children will also vary across districts. Finding results similar to those obtained using the traditional identification strategy in equation (1) would bolster confidence in the reliability of my estimates. More specifically, I estimate the following:

\[
EDUC_{ij}^{s} = \theta_j + \lambda_s + \gamma \text{CONFEXP}_{ij}^{s} + X_j^s \varphi + \mu_{ij}^s
\]

\[
s = 2001, 2006
\]

\[
\text{CONFEXP}_{ij}^{s} = \sum_{y=\text{birth}_{ij}}^{s} \text{CONF}_{jy}
\]

where \(EDUC_{ij}^{s}\) is the primary education completion dummy or the number of completed years of education of individual \(i\) in district \(j\) observed in survey year \(s\), \(\theta_j\) represents district fixed effects, \(\lambda_s\) is a survey dummy equal to one for DHS 2006 and zero for DHS 2001, \(\text{CONF}_{jy}\) is the number of conflict deaths per 1,000 inhabitants that occurred in district \(j\) in year \(y\), and \(\text{CONFEXP}_{ij}^{s}\) is the number of conflict deaths per 1,000 inhabitants in district \(j\) that occurred between the individual’s birth year and survey year \(s\) in which the individual is interviewed, which I calculate from yearly district death counts. When \(EDUC_{ij}^{s}\) is the primary education indicator, the sample comprises children aged 10–18 years, who may have completed primary education at the time of the survey. When \(EDUC_{ij}^{s}\) is the number of years of education completed, the sample comprises children aged 5–14 years, who are of primary school age at the time of the survey. Under the assumption that there is no correlation between the cumulative number of district casualties between 1996 and year \(s\) and unobserved district-survey-varying factors, \(\gamma\) is the causal effect of a one-unit increase in \(\text{CONFEXP}_{ij}^{s}\) on the rate of primary schooling completion (the number of years of education completed) by
the 10- to 18-year-old (5- to 14-year old) group. The magnitude of $\gamma$ can be directly compared to that of $\beta$ because both $TOTCONF_j$ and $CONFEXP_{ij}$ are expressed in district casualties per 1,000 inhabitants.

$X_{ij}^{s}$ is a set of controls that contains age at interview dummies and their interaction with the survey dummy in all specifications, thus allowing the educational attainment of each age group to vary independently between the two surveys. These covariates are included to control for potential differences in the 2001–2006 change in the district-level age composition of the 10- to 18-year-old or 5- to 14-year-old group that, if correlated with conflict intensity, could bias the results. In some variants, $X_{ij}^{s}$ also includes household characteristics at the time of the survey (rural location and education of the household head). These characteristics are only measured at the time of the survey and could potentially be caused by past conflict. However, finding similar results when these observable household characteristics are included would suggest that potential changes in the composition of households due to mortality or migration do not drive my findings.

To further reduce the potential for unobserved time-varying factors to bias the estimate of the effect of conflict exposure, in the main set of results, I report estimates of equation (2R) in which the coefficients of the survey dummy, the age at survey intercepts, and their interactions are allowed to vary by development region. Here, the effect of conflict exposure is identified using the within-district change in conflict exposure at age $x$ between 2001 and 2006, net of 2001–2006 changes in educational attainment at age $x$ common to all districts in a given development region:

$$EDUC_{ij}^s = \theta_j + \lambda_s + \gamma CONFEXP_{ij}^s + X_{ij}^{sR'} \phi + \mu_{ij}^s, \quad (2R)$$

This second identification strategy has three important advantages compared to the traditional approach based on variation in exposure by birth cohort and district for individuals observed at a single point in time. First, it has the advantage of comparing cohorts that are born only five years apart but have experienced very different degrees of conflict (i.e., a 10-year-old in 2001 in district $j$ was exposed to much less conflict than a 10-year-old in 2006 in district $j$ but was born only five years earlier), which reduces concerns regarding potential confounders, including differential migration patterns. Second, when the sample is restricted to children aged 14 years and under, the concern regarding selection bias due to voluntary migration decreases because most migrants are men aged 15–44 years, who typically leave their wives and children behind (Lokshin and Glinskaya 2009). Third, I can further test the robustness of my findings to

---

8. When estimating equation (2) without any of the controls included, $\gamma$ is positive and statistically significant for both females and males in the completed years of education regression and positive and statistically significant for females only in the primary education completion regression (full results are available upon request).
migration bias by excluding from the sample children surveyed in 2006 whose mothers moved to their current location after 1996.9

All specifications are estimated using linear district fixed-effects panel data models. All models allow for error terms to be correlated in an arbitrary fashion within a district to avoid overrejection of the null hypothesis of zero treatment effect due to serial correlation, following Bertrand et al. (2004).

**Preliminary Analysis**

An inspection of the data shows that although the legally mandated age for beginning schooling is six years old and there are five years of primary schooling, a sizeable proportion of children are enrolled in primary school before age six (70.1 percent at five years) and until age 14 (16.1 percent) in the 2006 DHS, with numbers subsequently decreasing sharply (7.9 percent at 15 years and 2.85 percent at 16 years).10 Therefore, an analysis of the long-term effect of conflict on primary schooling completion should consider children aged at least 14 years at the time of the survey, and control cohorts should have been at least 15 years at the beginning of the conflict (and preferably slightly older). When estimating variants of equation (1), I therefore define the treated cohort as comprising individuals aged five to nine years at the beginning of the conflict in 1996, such that all treated cohorts are exposed to the conflict during most of their potential primary schooling careers and the youngest exposed cohort is observed at age 14 in the 2006 DHS. In the main regressions, the control cohorts include individuals aged 16 to 19 years at the beginning of the conflict—that is, individuals who were born too early to have their primary education affected by the conflict but are as close, and therefore as comparable, to the treated cohorts as possible. I also provide a robustness check in which the control group comprises individuals aged 18–25 years at the start of the conflict. In the baseline specification, I exclude cohorts aged 10 to 15 years in 1996 because the treatment status of these cohorts is less clear. Many of these individuals could have been enrolled in primary schooling during the conflict, but they were not exposed to conflict during most of their primary schooling careers (see figures S3a and S3b).

Panel A of table 1 illustrates the basic identification strategy used in the baseline specification. This panel shows the difference in the increase in primary schooling between cohorts exposed (row (1)) and not exposed (row (2)) to conflict during their primary schooling careers in districts experiencing above-median conflict casualties (columns (1) and (4)) compared to districts experiencing below-median conflict casualties (columns (2) and (5)). Women born too early to be affected by the conflict during their primary schooling years have a

---

9. The education data used in this paper come from the DHS household datasets. Information on date of arrival at the present location was only collected in individual interviews with women aged 15–49 years. The same exclusion could not be implemented for the 2001 DHS because individuals listed on the household roster cannot be matched to their mothers.

10. In the 2001 DHS, 44.4 percent of five-year-olds, 24.6 percent of 14-year-olds, and 13.6 percent of 15-year-olds were enrolled in primary schooling.
Table 1. Preliminary Difference-in-Difference Calculations, Completion of Primary Schooling

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th></th>
<th>Male</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Primary Education Rate by Number of Casualties in District</td>
<td></td>
<td>Number of Casualties in District</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3) Difference</td>
<td>(4)</td>
</tr>
<tr>
<td>Panel A: Binary DiD Experiment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Age 5 to 9 in 1996</td>
<td>0.67</td>
<td>0.64</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>(2) Age 16 to 19 in 1996</td>
<td>0.27</td>
<td>0.43</td>
<td>−0.16</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>0.40</td>
<td>0.21</td>
<td>0.19 (0.045)**</td>
<td>0.17</td>
</tr>
<tr>
<td>Panel B1: Placebo DiD Experiment 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Age 16 to 19 in 1996</td>
<td>0.27</td>
<td>0.43</td>
<td>−0.16</td>
<td></td>
</tr>
<tr>
<td>(2) Age 26 to 29 in 1996</td>
<td>0.13</td>
<td>0.20</td>
<td>−0.07</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>0.14</td>
<td>0.23</td>
<td>−0.09 (0.045)**</td>
<td>0.13</td>
</tr>
<tr>
<td>Panel B2: Placebo DiD Experiment 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Age 16 to 19 in 1996</td>
<td>0.27</td>
<td>0.43</td>
<td>−0.16</td>
<td></td>
</tr>
<tr>
<td>(2) Age 20 to 23 in 1996</td>
<td>0.15</td>
<td>0.32</td>
<td>−0.17</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>0.12</td>
<td>0.11</td>
<td>0.01 (0.040)</td>
<td>0.05</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Panel C: Binary DiD Experiment</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Age 5 to 9 in 1996</td>
<td>0.70 (1)</td>
<td>0.62 (2)</td>
<td>0.08 (3)</td>
<td>0.82 (4)</td>
<td>0.77 (5)</td>
<td>0.05 (6)</td>
</tr>
<tr>
<td>(2) Age 16 to 19 in 1996</td>
<td>0.33 (1)</td>
<td>0.37 (2)</td>
<td>−0.04 (3)</td>
<td>0.61 (4)</td>
<td>0.70 (5)</td>
<td>−0.09 (6)</td>
</tr>
<tr>
<td>Difference</td>
<td>0.37 (1)</td>
<td>0.25 (2)</td>
<td>0.12 (0.053)**</td>
<td>0.21 (4)</td>
<td>0.07 (5)</td>
<td>0.14 (0.038)**</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D1: Placebo DiD Experiment 1</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Age 16 to 19 in 1996</td>
<td>0.33 (1)</td>
<td>0.37 (2)</td>
<td>−0.04 (3)</td>
<td>0.61 (4)</td>
<td>0.70 (5)</td>
<td>−0.09 (6)</td>
</tr>
<tr>
<td>(2) Age 26 to 29 in 1996</td>
<td>0.15 (1)</td>
<td>0.19 (2)</td>
<td>−0.04 (3)</td>
<td>0.53 (4)</td>
<td>0.52 (5)</td>
<td>0.01 (6)</td>
</tr>
<tr>
<td>Difference</td>
<td>0.18 (1)</td>
<td>0.18 (2)</td>
<td>0.00 (0.051)</td>
<td>0.08 (4)</td>
<td>0.18 (5)</td>
<td>−0.10 (0.049)**</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D2: Placebo DiD Experiment 2</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Age 16 to 19 in 1996</td>
<td>0.33 (1)</td>
<td>0.37 (2)</td>
<td>−0.04 (3)</td>
<td>0.61 (4)</td>
<td>0.70 (5)</td>
<td>−0.09 (6)</td>
</tr>
<tr>
<td>(2) Age 20 to 23 in 1996</td>
<td>0.22 (1)</td>
<td>0.27 (2)</td>
<td>−0.05 (3)</td>
<td>0.62 (4)</td>
<td>0.59 (5)</td>
<td>0.03 (6)</td>
</tr>
<tr>
<td>Difference</td>
<td>0.11 (1)</td>
<td>0.10 (2)</td>
<td>0.01 (0.041)</td>
<td>−0.01 (4)</td>
<td>0.11 (5)</td>
<td>−0.12 (0.045)**</td>
</tr>
</tbody>
</table>

**Notes:** District casualties are expressed per 1,000 inhabitants. “High” and “Low” refer to above-median or below-median district totals per 1,000 inhabitants. Standard errors clustered at the district level are in parentheses. All first differences (i.e., row (1) − row (2) for a given conflict category) are statistically significant, except for values marked with -. DiD indicates difference-in-difference. *p < 0.10, **p < 0.05, ***p < 0.01.

**Source:** INSEC 2009, Central Bureau of Statistics 2009. Education data are based on Nepal DHS 2006.
much lower rate of primary schooling in high-conflict districts compared to women in low-conflict districts. In contrast, primary schooling completion is slightly higher in high-conflict districts compared to low-conflict districts among the cohort of women who were entering primary school around the beginning of the conflict, resulting in an additional increase in female primary schooling of 19 percentage points between the two cohorts in high-conflict areas compared to low-conflict areas. A qualitatively similar but less dramatic effect is observed among men.

To shed light on the direction of the potential biases due to differential preconflict trends, I conduct several control or “placebo” experiments in which conflict exposure is artificially assigned to cohorts who were too old to be affected by the conflict. In panel B1, I compare the change in primary schooling attainment between cohorts aged 16–19 years and cohorts aged 26–29 years at the beginning of the conflict in above-median versus below-median conflict intensity districts. The difference-in-difference is negative, and for females, it is statistically significant. This finding indicates that rates of primary schooling completion were improving more slowly in areas where more conflict occurred in 1996–2006 when comparing cohorts that were potentially enrolled in primary school (i.e., aged 5–14 years) in the 1972–1984 period and cohorts that were potentially enrolled in the 1982–1994 period. If this trend had continued during the conflict period, the estimates presented in this paper would be a lower bound of the true effect of conflict; that is, the positive coefficient of the conflict variable would be an overly conservative estimate, especially for females.

The ideal placebo experiment would be based on the actual cohorts involved in the experiment of interest in the absence of conflict. Such a test is clearly not feasible. However, it is possible to conduct an additional placebo experiment based on cohorts born immediately before the period relevant to the experiment of interest to check for differences in trends as close as possible to the period of interest. The results of this additional placebo experiment comparing cohorts aged 16–19 years at the beginning of the conflict with those aged 20–23 years are shown in panel B2. During this period immediately preceding the conflict, I cannot reject the hypothesis that the evolution of primary schooling was parallel in districts with above- and below-median conflict casualties for both males and females.

In panel C, the experiment is conducted by replacing the below- and above-median casualty categories with below- and above-median Maoist abduction categories. The results in panel C show that primary schooling has progressed more rapidly in districts with above-median Maoist abductions. However, two-thirds of districts classified as high (low) conflict based on the median number of casualties are also classified as high (low) conflict based on the median number of abductions. Therefore, these simple two-by-two calculations may capture the effect of overall conflict intensity, the effect of Maoist abductions, or both. In the regressions that follow, I disentangle the effect of overall conflict intensity and Maoist abductions by including both conflict variables.
Panels D1 and D2 show results for tests that replicate the placebo tests for panels B1 and B2, where the definition of high- and low-conflict districts based on above- and below-median conflict casualties is replaced with the definition based on above- and below-median district abductions. Females experienced similar preconflict primary education trends in high- and low-abduction districts. Male cohorts found in high-abduction districts experienced slower progress in preconflict primary education relative to low-abduction districts. If the same trends continued for cohorts considered in the experiment of interest, then the effect of exposure to Maoist abductions would tend to be biased downward for males (i.e., to be more negative) but not for females. On the contrary, in the regression analysis, I find that after controlling for district casualties, the education of females suffered from Maoist abductions, but that the education of males did not. Therefore, the difference in male trends observed in panels D1 and D2 does not drive my conclusions.

V. Results

The preliminary analysis in section IV suggested that primary schooling completion rates tended to increase more rapidly during armed conflict in areas that experienced a high intensity of conflict, especially for girls. In tables 2 to 4, I present estimates of the impact of exposure to conflict on educational outcomes to determine whether this striking conclusion of the preliminary analysis is confirmed when using more detailed information on the intensity of conflict, controlling for unobserved heterogeneity between individual districts and between regions over time and using different identification strategies.

Table 2 reports findings on the impact of conflict exposure on primary schooling completion. The first two columns present estimates of the long-term effect of conflict intensity on primary schooling completion using the baseline specification (equation (1R)). The last four columns indicate the robustness of these findings through comparison of the change in primary completion rates for the 10- to 18-year-old group for districts with varying degrees of conflict intensification between the 2001 and 2006 DHS (equation (2R)). The last two columns include controls for rural location and the educational attainment of the household head.

The results in the first column indicate that areas with more fighting witnessed a larger increase in female primary education attainment. Casting this result in terms of the distribution of conflict violence, an increase in violence of one standard deviation of the district-level distribution of casualties during the conflict (0.98 casualties per 1,000 inhabitants) increases female primary schooling attainment by 5.6 percentage points. This is roughly the effect of a move from the 5th to the 75th percentile of the district-level conflict distribution of total casualties. The sign and order of magnitude of this effect is confirmed when comparing cohorts born only five years apart but exposed to very different levels of conflict using equation (2R). Across all specifications in table 2, conflict exposure does
Table 2. Impact of Conflict Intensity Measured by Casualties on Primary Schooling Completion

<table>
<thead>
<tr>
<th>Explained Variable and Sample</th>
<th>(1) Primary Education - Female</th>
<th>(2) Primary Education - Male</th>
<th>(3) Primary Education - Female 10–18</th>
<th>(4) Primary Education - Male 10–18</th>
<th>(5) Primary Education - Female 10–18</th>
<th>(6) Primary Education - Male 10–18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
</tr>
<tr>
<td>= 1 if 5–9 in 1996 × District casualties during 1996–2006 ((TOTCONF_{ij}))</td>
<td>0.0555*** (0.0272)</td>
<td>0.0241 (0.0251)</td>
<td>0.0764* (0.0431)</td>
<td>0.0036 (0.0368)</td>
<td>0.0811** (0.0368)</td>
<td>0.0094 (0.0338)</td>
</tr>
<tr>
<td>= 1 if rural</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>= 1 if head has primary education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>= 1 if head has secondary education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>= 1 if head has higher education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel variable</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
</tr>
<tr>
<td>Included dummies:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year of birth</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Region × Year of birth</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>DHS 2006</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Explained Variable and Sample</th>
<th>(1) Primary Education - Female</th>
<th>(2) Primary Education - Male</th>
<th>(3) Primary Education - Female 10–18</th>
<th>(4) Primary Education - Male 10–18</th>
<th>(5) Primary Education - Female 10–18</th>
<th>(6) Primary Education - Male 10–18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
</tr>
<tr>
<td>Age at interview</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Region \times DHS 2006</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>DHS 2006 \times Age at interview</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Region \times Age at interview</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>DHS 2006 \times Region \times Age at interview</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3,823</td>
<td>3,055</td>
<td>9,595</td>
<td>9,267</td>
<td>9,584</td>
<td>9,255</td>
</tr>
<tr>
<td>No. of clusters</td>
<td>75</td>
<td>75</td>
<td>69\textsuperscript{a}</td>
<td>69\textsuperscript{a}</td>
<td>69\textsuperscript{a}</td>
<td>69\textsuperscript{a}</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.1106</td>
<td>0.0368</td>
<td>0.2077</td>
<td>0.3021</td>
<td>0.2602</td>
<td>0.3372</td>
</tr>
<tr>
<td>p value male vs. female\textsuperscript{b}</td>
<td>0.345</td>
<td>0.074</td>
<td>0.044</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: All specifications are estimated using the panel fixed-effects estimator and include a constant. District casualties are expressed per 1,000 inhabitants. Columns (1) and (2): Sample only includes individuals surveyed in the Nepal DHS 2006 and aged 5–9 years (treatment group) or 16–19 years (control group) at the beginning of the conflict in 1996. Columns (3) to (6): Sample only includes individuals surveyed in Nepal DHS 2001 or 2006 aged 10 to 18 years at the time of the survey. Standard errors clustered at the district level are in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01.

\textsuperscript{a}DHS data collection was somewhat affected by the conflict in 2001. Hence, contrary to DHS 2006, four districts were not covered: Dolpa, Jajarkot, Rolpa, and Rukhum. The small districts of Manang and Mustang were not surveyed, but these districts did not experience any casualties during the conflict.

\textsuperscript{b}p value of an F test of equality between the reported treatment effects for males and females.

TABLE 3. Impact of Alternative Conflict Variables on Primary Schooling Completion

<table>
<thead>
<tr>
<th>Explained Variable</th>
<th>(1) School Destructors Female</th>
<th>(2) School Destructors Male</th>
<th>(3) Maoist Abductions Female</th>
<th>(4) Maoist Abductions Male</th>
<th>(5) Maoist Control Female – Definition 1</th>
<th>(6) Maoist Control Male – Definition 1</th>
<th>(7) Maoist Control Female – Definition 2</th>
<th>(8) Maoist Control Male – Definition 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification</td>
<td>Eq. (1R)</td>
<td>Eq. (1 R)</td>
<td>Eq. (1 R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
</tr>
<tr>
<td>= 1 if 5–9 in 1996 × District casualties during 1996–2006 (TOTCONFj)</td>
<td>0.0539* (0.0302)</td>
<td>0.0301 (0.0291)</td>
<td>0.0638** (0.0275)</td>
<td>0.0231 (0.0259)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>= 1 if 5–9 in 1996 × District schools destroyed 2002–2006</td>
<td>0.4176 (3.1298)</td>
<td>−1.7848 (2.3395)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>= 1 if 5–9 in 1996 × Maoist Abductions during 1996–2006</td>
<td></td>
<td>−0.0022*** (0.0005)</td>
<td>0.0002 (0.0010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>= 1 if 5–9 in 1996 × District controlled by Maoists (Definition 1)</td>
<td></td>
<td></td>
<td>0.0916 (0.0590)</td>
<td>0.2009*** (0.0529)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
Table 3. Continued

<table>
<thead>
<tr>
<th></th>
<th>(1) School Destructions Female</th>
<th>(2) School Destructions Male</th>
<th>(3) Maoist Abductions Female</th>
<th>(4) Maoist Abductions Male</th>
<th>(5) Maoist Control Female – Definition 1</th>
<th>(6) Maoist Control Male – Definition 1</th>
<th>(7) Maoist Control Female – Definition 2</th>
<th>(8) Maoist Control Male – Definition 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explaned Variable</td>
<td>Primary Education</td>
<td>Primary Education</td>
<td>Primary Education</td>
<td>Primary Education</td>
<td>Primary Education</td>
<td>Primary Education</td>
<td>Primary Education</td>
<td>Primary Education</td>
</tr>
<tr>
<td>Specification</td>
<td>Eq. (1)</td>
<td>Eq. (1 R)</td>
<td>Eq. (1 R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
<td>Eq. (1R)</td>
</tr>
<tr>
<td>$= 1$ if 5–9 in 1996 × District controlled by Maoists (Definition 2)</td>
<td>0.1456*** (0.0457)</td>
<td>0.0923* (0.0506)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel variable</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
</tr>
<tr>
<td></td>
<td>Region × Year of birth: Yes</td>
<td>Region × Year of birth: Yes</td>
<td>Region × Year of birth: Yes</td>
<td>Region × Year of birth: Yes</td>
<td>Region × Year of birth: Yes</td>
<td>Region × Year of birth: Yes</td>
<td>Region × Year of birth: Yes</td>
<td>Region × Year of birth: Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>3,823</td>
<td>3,055</td>
<td>3,823</td>
<td>3,055</td>
<td>3,823</td>
<td>3,055</td>
<td>3,823</td>
<td>3,055</td>
</tr>
<tr>
<td>No. of clusters</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.1106</td>
<td>0.0370</td>
<td>0.1118</td>
<td>0.0368</td>
<td>0.1105</td>
<td>0.0415</td>
<td>0.1130</td>
<td>0.0382</td>
</tr>
<tr>
<td>p value male vs. female$^a$</td>
<td>0.466</td>
<td>0.0134</td>
<td>0.208</td>
<td>0.456</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: All specifications are estimated using the panel fixed-effects estimator and include a constant. School destructions and abductions by Maoists are expressed per 1,000 inhabitants. Sample only includes individuals surveyed in the Nepal DHS 2006 and aged 5–9 years (treatment group) or 16–19 years (control group) at the beginning of the conflict in 1996. Definition of a district controlled by Maoists based on matches between People’s Army and government classifications as of 2003 (Definition 1) or government classification (Definition 2), according to Hattlebak (2007). Standard errors clustered at the district level are in parentheses. $^a$p < 0.10, $^b$p < 0.05, $^c$p < 0.01.

not appear to significantly affect male primary schooling completion, although
the gender difference in the conflict effect is only statistically significant in
columns (3) to (6).

These results are robust to including controls for household characteristics,
suggesting that the results are not driven by a change in household composition
due to, for example, selective mortality or migration (columns (5) and (6)).
Table S2 presents specifications similar to those in table 2 but replaces the indica-
tor for primary schooling completion with years of education completed. Similar
results are obtained, indicating that an increase in violence of one standard devia-
tion increases female educational attainment by 0.6 years.

Table S3 presents three different specifications to further check the robustness
of the baseline results in the first two columns of table 2 to the following changes
in specification: restricting birth year fixed effects to be identical across the five
development regions of Nepal, changing the control cohort, and replacing the
number of casualties with its natural logarithm. The results in table S3 confirm
that primary education progressed more rapidly during the conflict in districts ex-
periencing more casualties and that this effect was more robust across specifica-
tions for females.

Next, I investigate whether specific aspects of the conflict had different effects
on primary schooling completion (table 3). First, I use INSEC data on the total
number of school destructions per district to test whether these destructions had
a negative effect on primary schooling completion despite the overall positive
impact of the insurgency (columns (1) and (2)). For both genders, I find a statisti-
cally insignificant effect, which is likely because a district-level analysis lacks the
power to identify the effect of school destructions. School destructions were a
rare and isolated aspect of the conflict that could be expected to have had a
large effect on schooling at a disaggregated level but not at the district level.
Second, I use INSEC data on the total number of abductions by Maoists per dis-
trict to test whether a larger number of abductions, often targeting school chil-
dren, had an adverse effect on schooling. The results in columns (3) and (4)
indicate that abductions had a negative effect on female primary schooling. An
increase in the number of abductions (per 1,000 inhabitants) by one standard
deviation of the district-level distribution (16.82) decreases female primary
schooling attainment by 3.7 percentage points. In other words, the effect of a
move from the 5th to the 75th percentile of the district-level distribution of total
abductions yields a 1.6 percentage point decline in female primary completion.
Third, I test whether primary schooling completion improved more in districts
controlled by Maoists where the insurgents were better able to affect schooling
provision according to their ideology (columns (5) to (8)). There is no clear-cut
definition of insurgent control, with discrepancies between the classifications
used by the People’s Army and the government (Hatlebakk 2007). Therefore, I
use two alternative classifications. The choice of definition affects the magnitude

11. According to the data provided by INSEC, 76 schools were destroyed.
<table>
<thead>
<tr>
<th>Explained Variable and Sample</th>
<th>(1) Years of Education Female 5–14</th>
<th>(2) Years of Education Male 5–14</th>
<th>(3) Years of Education Female 5–14 – Mother here since 1996</th>
<th>(4) Years of Education Male 5–14 – Mother here since 1996</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
<td>Eq. (2R)</td>
</tr>
<tr>
<td>District casualties before survey ((CONFEXP_{ij}^*)) = 1 if rural</td>
<td>0.2795** (0.1147)</td>
<td>0.1224 (0.1207)</td>
<td>0.2633** (0.1172)</td>
<td>0.0755 (0.1391)</td>
</tr>
<tr>
<td>= 1 if head has primary education</td>
<td>-0.3916*** (0.0788)</td>
<td>-0.1559** (0.0664)</td>
<td>-0.4703*** (0.0914)</td>
<td>-0.1770** (0.0703)</td>
</tr>
<tr>
<td>= 1 if head has secondary education</td>
<td>0.2210*** (0.0428)</td>
<td>0.2301*** (0.0361)</td>
<td>0.2051*** (0.0453)</td>
<td>0.2381*** (0.0374)</td>
</tr>
<tr>
<td>= 1 if head has higher education</td>
<td>0.8263*** (0.0431)</td>
<td>0.7064*** (0.0386)</td>
<td>0.8619*** (0.0509)</td>
<td>0.7242*** (0.0388)</td>
</tr>
<tr>
<td>Panel variable</td>
<td>District</td>
<td>District</td>
<td>District</td>
<td>District</td>
</tr>
<tr>
<td>Included dummies:</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>DHS 2006</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age at interview</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Region × DHS 2006</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>DHS 2006 × Age at interview</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Region × Age at interview</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>DHS 2006 × Region × Age at interview</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>11,793</td>
<td>12,116</td>
<td>9,772</td>
<td>9,959</td>
</tr>
<tr>
<td>No. of clusters</td>
<td>69$^a$</td>
<td>69$^a$</td>
<td>69$^a$</td>
<td>69$^a$</td>
</tr>
<tr>
<td>R-Squared</td>
<td>0.5062</td>
<td>0.6077</td>
<td>0.4909</td>
<td>0.5996</td>
</tr>
<tr>
<td>p value male vs. female$^b$</td>
<td>0.079</td>
<td>0.067</td>
<td>0.4909</td>
<td>0.5996</td>
</tr>
</tbody>
</table>

Notes: All specifications are estimated using the panel fixed-effects estimator and include a constant. District casualties are expressed per 1,000 inhabitants. Sample only includes individuals surveyed in the Nepal DHS 2001 and 2006 and aged 5–14 years at the time of the survey. In columns (3) and (4), the 2006 sample is restricted to individuals whose mothers were interviewed individually and whose mothers reported having lived in their current place of residence as of 1996. The same exclusion could not be implemented for the 2001 DHS because individuals listed on the household roster cannot be matched to their mothers. Standard errors clustered at the district level are in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01.

$^a$DHS data collection was somewhat affected by the conflict in 2001. Hence, contrary to DHS 2006, four districts were not covered: Dolpa, Jajarkot, Rolpa, and Rukhum. The small districts of Manang and Mustang were not surveyed, but these districts did not experience any casualties during the conflict.

$^b$ p value of an F test of equality between the reported treatment effects for males and females.

and significance of estimates, but the overall message is that primary schooling has tended to become more prevalent over time for both genders in areas controlled by the Maoists.

Tables S4 and S5 replicate the analysis in table 3 with birth year fixed effects restricted to be identical across development regions of Nepal (tables S4 and S5) and the control cohort replaced with individuals aged 18–24 years at the beginning of the conflict (table S5). The same conclusions apply as those drawn from the set of preferred results in table 3.

In table 4, I turn to the estimated effect of an increase in conflict intensity between 2001 and 2006 on completed years of education of children of primary schooling age (5–14 years) at the time they were surveyed (as per equation (2R)).

Column (1) of table 4 indicates that an increase in casualties since birth by one standard deviation increases the completed years of education by just over one-quarter of a year for girls aged 5 to 14 years in 2006 compared to girls from the same district who were the same age when surveyed in 2001, before the conflict escalated. For boys, the coefficient of interest is less than half the magnitude of that for girls and is significantly different from the estimated conflict effect for girls (at the 10 percent significance level). The estimates are very similar when restricting the 2006 sample to children whose mothers had not moved since 1996 (columns (3) and (4)), which confirms that changes in composition due to migration patterns are not driving these findings. In table S6, I repeat the analysis in table 4 but restrict the age intercepts and survey year dummy to be identical across Nepal’s development regions. The results for the female sample are almost identical, but estimates for the male sample are now nearly as large as those for the female sample and are statistically significant. Echoing the findings for primary schooling completion, overall, these results confirm that primary education progressed more rapidly during the conflict in districts that experienced more casualties, and this effect is more robust across specifications for females.

In conclusion, the results presented in this section provide no support for the hypothesis that the Nepalese civil conflict had a negative effect on schooling overall. There is a robust positive effect of the intensity of the insurgency on female educational attainment, but there is less of an effect for male educational attainment. There is also evidence of a decrease in female primary schooling completion where insurgents were more prone to abductions, holding overall conflict intensity constant.

VI. Concluding Remarks

Despite experiencing a substantial civil conflict between 1996 and 2006, Nepal has surprisingly enjoyed one of the best periods in its history in terms of economic growth and poverty reduction. At present, however, little is known about whether this period of development at the aggregate level hides disparities at a more disaggregated level due to the wide variation in conflict intensity across the country.
In this paper, I exploit variation in exposure to conflict by birth cohort, survey date, and district to estimate the impact of conflict intensity on schooling outcomes.

I find no support for the hypothesis that civil-conflict-related violence, as measured by the number of conflict casualties, had a negative effect on the quantity of schooling attained by children of either gender. On the contrary, there is robust evidence that female primary schooling attainment increased in districts that experienced more conflict deaths relative to districts with fewer conflict deaths. This result holds irrespective of whether one compares (within a given district) (i) the completion of primary education for cohorts exposed and not exposed to the conflict and observed at the end of the conflict or (ii) years of education completed by a given age for cohorts observed before (2001) and after (2006) a sharp escalation of the conflict and that were therefore exposed to very different degrees of conflict. It is also robust to a number of changes in specifications. In particular, robustness checks indicate that changes in household composition due to conflict-induced migration patterns do not drive this finding.

However, one aspect of the Nepalese civil conflict that is particularly relevant to schooling outcomes had adverse consequences on female primary schooling: the widespread insurgent practice of abducting civilians, many of whom were school children.

The findings reported in this paper echo the positive changes observed for Nepal as a whole during the conflict period in terms of economic growth, education, and child health. The present analysis shows that the progress in education observed at the country level does not hide a slower increase in districts where more fighting occurred, but the insurgent practice of abducting civilians adversely affected female educational outcomes. The estimates presented in this paper are in line with the existing qualitative literature on the Nepalese civil conflict, which consistently reports mixed conclusions with respect to the impact of the conflict on education and female empowerment (e.g., Hart 2001; Lama-Tamang 2003; Manchanda 2004; Pettigrew and Shneiderman 2004; Geiser 2005; Aguirre and Pietropaoli 2008; Ariño 2008; Falch 2010).

Education, particularly female educational attainment, appears to have benefited from the societal changes induced directly or indirectly by the insurgency more than it was adversely affected by the loss of income and other disruptions caused by the conflict. Data limitations prevent a more detailed analysis of the channels through which the conflict affected education beyond the distinction between the effect of conflict as a whole and that of abductions. However, potential mechanisms suggested by the existing anthropological and peace studies literature include Maoist efforts to remove barriers to schooling for all children from the lower castes and to reduce teacher absenteeism (e.g., Hart 2001; Lama-Tamang 2003), which could have benefited both male and female education; the Maoist influence in encouraging or coercing parents to send girls to school (Hart 2001); and the Maoists’ effect on female empowerment. Although the exact figure is contested, a substantial share of the guerillas in the Maoist
ranks was female. Many more females were involved in the Maoist movement without direct participation in combat, such as by disseminating propaganda (Lama-Tamang et al. 2003; Pettigrew and Shneiderman 2004), and even larger numbers may have been influenced by the Maoist discourse on gender equality. In addition, there is anecdotal evidence of an improvement in the condition of women in areas controlled by the Maoists, such as decreases in polygamy, domestic violence, and alcoholism, as well as greater support for women to divorce their husbands (Lama-Tamang et al. 2003; Manchanda 2004; Geiser 2005; Ariño 2008). Although the insurgents’ rhetoric was often in contrast with their actual practice (Pettigrew and Shneiderman 2004), the presence of females in their ranks and the propaganda promoting female autonomy may have increased female bargaining power within the household as well as female aspirations. According to Hart (2001), “girls and women are strongly encouraged to gain an education and to participate in society generally and in activities connected to the ‘People’s War’ in particular. This directly challenges their traditional role and apparently stimulates girls to consider leading lives beyond marriage and the home (Hart 2001, p.35)”. Furthermore, an unintended consequence of the conflict has been that women have adopted roles typically reserved for men. Women’s involvement in the labor market increased as a consequence (Menon and Rodgers 2011). The rise in female labor market participation may have increased returns to female schooling and motivated girls to obtain more education and parents to invest more in their daughters’ education. Increased female earnings are also likely to improve the ability of mothers to influence the way household resources are spent. Moreover, there is evidence that when women have more control over household expenditures, such as because their own earnings make up a larger share of the household’s income, investments in children increase; this is especially the case for girls (e.g., Thomas 1990; Duflo 2003), although this may not be the case in all contexts (Quisumbing and Maluccio 2003; Gitter and Barham 2008). Finally, the nature of the occupations of women outside the home also changed. In many areas, women were reported to take on leadership roles in local institutions, including schools (Pettigrew and Shneiderman 2004). This improvement in female representation in local institutions may have contributed to increased education, especially for girls.

Data limitations prevent rigorous tests of the role played by these different potential channels in explaining the finding that education, particularly female education, increased more in areas where the fighting was more intense.12 Future research aiming to disentangle the role of each of the channels through which the insurgency may have improved educational outcomes would be valuable.

An issue beyond the scope of this paper is the important question of the effect of civil conflict on the quality of education, which is potentially large (for a review, see Shemyakina and Valente 2011). Data limitations have thus far

12. See the appendix for some insights based on self-reported measures of female empowerment available in the DHS.
precluded quantitative research on the impact of conflict on the quality of schooling, but there is growing evidence that cognitive skills, rather than completed years of education, matter for individual earnings and economic growth (e.g., Hanushek and Woessmann 2008). Therefore, even where the number of years of education completed is not adversely affected by civil conflict, such conflict may have deleterious effects on human capital if the quality of learning deteriorates.

From an international perspective, this paper contributes to unpacking the complexity that lies behind the generic term civil conflict. The idiosyncrasies of each conflict highlight the need for additional research on the impacts of different conflicts to shed light on the range of potential effects rather than a focus on extreme, but thankfully rare, instances.

From a policy perspective, the present findings call for measures that aim to protect school children and teachers from being directly targeted by combatants. As shown in this paper, even where primary education systems appear very resilient to surrounding violence, direct targeting of schools, however mild (e.g., brief abductions of pupils and teachers for indoctrination purposes), has adverse effects on schooling, especially for girls.
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Schooling, Violent Conflict, and Gender in Burundi

Philip Verwimp and Jan Van Bavel

We investigate the effect of exposure to violent conflict on human capital accumulation in Burundi. We combine a nationwide household survey with secondary sources on the location and timing of the conflict. Only 20 percent of the birth cohorts studied (1971–1986) completed primary education. Depending on the specification, we find that the probability of completing primary schooling for a boy exposed to violent conflict declined by 7 to 17 percentage points compared to a nonexposed boy, with a decline of 11 percentage points in our preferred specification. We also find that exposure to violent conflict reduces the gender gap in schooling, but only for girls from nonpoor households. Forced displacement is one of the channels through which conflict affects schooling. Our results are robust to various specifications and estimation methods. JEL codes: 012, I21, J16

During the past 30 years, civil conflict has affected almost three-fourths of all countries in sub-Saharan Africa (Gleditsch et al. 2002). Economists have studied the causes of war and their role in reducing growth and development (Collier and Hoeffler 1998; Miguel, Satyanath, and Sergenti 2004; Guidolin and La Ferrara 2007). The long-term economic consequences are particularly debated in the literature. Authors who find rapid economic recovery after war include Davis and Weinstein (2002) for Japan, Brakman, Garretsen, and Schramm (2004) for Germany, Miguel and Roland (2006) for Vietnam, and Bellows and Miguel (2009) for Sierra Leone. Convergence toward the country’s long-term growth...
path is reached relatively rapidly, often within 15 years, as predicted by a neo-
classical growth model.

The relatively rapid recovery of economic growth and other macro-level indi-
cators do not tell us much about the distribution of long-term consequences at
the micro level. This paper considers the consequences of civil war for human
capital accumulation at the individual level. Gender differences are a critical
source of heterogeneity in this respect; however, the direction of the gender effect
is an empirical question. If, for example, conflicting parties engage child soldiers,
it is likely that boys will be more affected than girls. Existing gender inequalities
may be exacerbated during violent conflict; however, these inequalities may also
be attenuated. For example, if a country needs the brains and labor of young
women to work in the military industry during a dispute with a neighbor, the
labor market position of women may benefit from the conflict. There is no uni-
versal rule to predict what the gender-specific impact will be. The gender-specific
impact may be exacerbated in one domain (e.g., sexual violence), or the conflict
may offer new opportunities (e.g., in paid labor or business). The direction of the
effects as well as their magnitude differ from country to country and context to
context depending on preexisting gender inequalities, the type of conflict, the
duration of the conflict, and the institutional particularities of the war-affected
country.

This paper focuses on the effect of civil war on schooling in Burundi.
We attempt to determine the direction and magnitude of this effect in terms of
schooling for both boys and girls. If schooling is negatively affected, this may, in
turn, affect subsequent choices and opportunities for both men and women, in-
cluding access to paid labor, age at marriage, number of children, and the socio-
economic characteristics of spouses. The level of schooling attained as a child and
young adult is a fundamental driver of welfare throughout one’s life.

We work with the *Enquête Démographique et de Santé* collected by UNFPA
in 2002. This survey contains detailed information on each member of the inter-
viewed households, including all births and deaths, schooling, wealth, and the
history of migration during the civil war. We combine these surveys with event
data on the location and timing of the conflict. The empirical identification strat-
 egy exploits variation in the onset and duration of the conflict across Burundi’s
provinces and related variation to determine which cohorts of children were
exposed to the massacres and the civil war during their school-aged years.

We find that the completion of primary schooling in Burundi is affected by the
massacres and the subsequent civil war. For every year that a school-aged boy
was exposed to conflict in his province of residence, his probability of completing
primary schooling decreased by 6 percentage points in our preferred specifica-
tion. Boys from both poor and nonpoor households suffer from war. Girls suffer
a general schooling disadvantage in Burundi; however, we find that violent con-
lict reduces the gender gap, although only for girls from nonpoor households.
We show that forced displacement is one of the channels through which violent
conflict affects schooling.
I. REVIEW OF THE LITERATURE ON SCHOOLING, GENDER, AND CONFLICT

There is a body of research analyzing how households cope with economic or agricultural shocks, such as crop failures, famines, or droughts (Fafchamps, Udry, and Czukas 1998; Dercon 2004), but there is little work on the microeconomic consequences of violent or nonviolent political shocks. Although few households have formal insurance against economic shocks, many have informal insurance mechanisms that they can use, such as self-insurance (portfolio spread, income diversification, temporary migration), village-level solidarity mechanisms, or even outside insurance against weather calamities (Dercon 2004). Such insurance mechanisms appear not to be available for political risks; at least, the scholarly community has largely failed to study potential coping mechanisms for political shocks. One of the findings of the coping literature in development economics is that nonpoor households are better able to cope with negative economic shocks compared to poor households. Using assets, savings, or their social capital, nonpoor households are more successful at cushioning the negative impact of weather, disease, or price shocks. The nascent literature on political shocks suggests that this poor versus nonpoor divide in terms of coping is nonexistent or much smaller than in the case of economic shocks. In the event of antiurban, Marxist, or cultural revolution-type conflicts, the nonpoor, educated part of the population may be hit harder than the poor uneducated part, with completely different effects on their welfare in comparison to economic or agricultural shocks.

Shemyakina’s (2006) empirical work on violent conflict in Tajikistan finds that girls suffer a greater loss in education compared to boys. She attributes this finding to concerns over safety and low returns on girls’ education. In contrast, Akresh and de Walque (2008) find that male Rwandan children in nonpoor households incur the strongest effect. Evans and Miguel (2004) find that young children in rural Kenya are more likely to drop out of school after their parents’ death and that this effect is particularly strong for children who lose their mothers. Although Kenya was not the scene of violent conflict during the observed period, the finding is relevant because violent conflict produces many orphans, which may have a similar effect on children’s schooling.

Combining a household panel with detailed data on allied bombings of German cities during WWII, Akbulut-Yuksel (2009) finds significant, long-lasting, detrimental effects of bombing on the human capital and labor market outcomes of individuals who were school aged during WWII. These individuals had 0.4 fewer years of schooling, on average, in adulthood in comparison to individuals not affected by the bombings. On average, affected children experienced a reduction of 6 percent in labor market earnings in relation to unaffected children.

Alderman, Hoddinott, and Kinsey (2006) find that Zimbabwean children affected by the civil war in the 1970s completed fewer grades of schooling or
started school later than those not affected by the shocks. Similar results are found by León (2011) for Peru, by Angrist and Kugler (2008) and Rodriguez and Sanchez (2009) for Colombia, by Chamarbagwala and Morán (2010) for Guatemala, and by de Walque (2006) for Cambodia.

The reasons that education during the war may be affected negatively include school closure, migration and displacement, the quality and availability of school facilities, and shocks to income and security (Justino 2011). Chamarbagwala and Morán (2010) find that individuals who were school aged in areas that were more affected by the war (1979–1984) in Guatemala completed fewer years of schooling and that this effect was stronger for girls. Their study suggests that loss of property and massive displacement led households to reallocate limited resources to providing young boys and, to a lesser extent, young girls with at least some primary education. Although both boys and girls received less secondary education as a result of the civil war, the effects were more pronounced for girls.

Justino (2011) observes that children who are needed to replace labor may be removed from school, which may deplete households of their stock of human capital for future generations. Akresh and de Walque (2009) and Shemyakina (2006) point to this mechanism as an explanation for the reduction in educational attainment and enrollment observed in contexts of civil war. In a recent paper, Rodriguez and Sanchez (2009) find that violent attacks in Colombian municipalities by armed groups have significantly increased the probability of school dropouts and the inclusion of children in the labor market. We add that not only is the young generation is prevented from acquiring human capital, but educated members of older cohorts may be disproportionately killed, thereby depriving the country of its human capital stock.

II. Conflict, the Economy, and Education in Burundi

The 1990s were a particularly violent decade in Central Africa’s history. Burundi and Rwanda experienced several episodes of mass murder and genocide, and the regional civil war in the Democratic Republic of Congo created an enormous loss of life and socioeconomic destruction. Most of the recent work on Burundi focuses on the causes of the latest episode of civil conflict (Nkurunziza and Ngaruko 2000), the progression of the crisis (Chrétien and Mukuri 2000), the year-by-year political dimensions of the conflict (Reyntjens and Vandeginste 1997; Reyntjens 1998), and possible conflict solutions (Ndikumana 2000). The proportion of people living below the nationally defined poverty line increased during this period from 35 to 68 percent, and the conflict led to double-digit inflation rates, which peaked at over 30 percent in 1997 (all figures from IMF 2007).

Civil conflict in Burundi began in 1965, three years after independence from the Belgian colonial administration, when a group of Hutu officers unsuccessfully attempted to seize power and overthrow the monarchy. This failed coup led to
a purge of Hutu from the army and government and marked the beginning of the political exclusion of the Hutu majority by the Tutsi minority. Power became the sole monopoly of the Tutsi, who effectively seized power in 1966 and proclaimed the First Republic. In 1972, a Hutu insurgency began in southwestern Burundi, resulting in considerable loss of life among the Tutsi residents. The subsequent Tutsi army repression eliminated all educated Hutu (Lemarchand 1994).

The next major confrontation was in 1988, when a Hutu insurgency began in the north. As in 1972, army repression was swift and took a heavy toll on local Hutus. However, unlike in 1972, the international community condemned the massacres and pressured the Buyoya regime to liberalize its political system. In June 1993, this situation led to the first free and fair elections in postindependence Burundi. The democratic transition did not last long. In October 1993, Melchior Ndadaye, the first democratically elected president and a Hutu, was assassinated by Tutsi army elements in a failed coup attempt, marking the start of another civil war. As the news spread to the rural provinces, Hutu peasants committed large-scale massacres of Tutsi and Hutu-supporting Union for National Progress (Union pour le Progrès national). Chrétien (1997) writes that districts in certain provinces were “almost completely ‘cleansed’ of all Tutsi elements.” The Tutsi army retaliated against the Hutu, continuing what would become the most severe civil war in Burundi’s history in terms of both human lives and socioeconomic destruction (Ndikumana 2000).

**Spatial and Temporal Intensity of the Conflict**

In this paper, we use the term “violent conflict” to describe the massacres that occurred in the 1993–1994 period as well as the subsequent civil war. Because the exact timing and location of the massacres and the civil war plays an important role in our identification strategy (see section 4), we describe the evolution of the massacres and the civil war through time and space as follows:

- In 1993 and 1994, massacres occurred in many parts of the country with different intensities.
- From the end of 1994 to July 1996, civil war spread throughout the country.
- From July 1996 to August 2000, Major Buyoya returned to power after a bloodless coup. The civil war intensity was lower in most provinces, and the Arusha Peace and Reconciliation Agreement was signed in 2000.

The massacres were particularly intense in central and northern Burundi. Bundervoet (2009) estimates that in half of the provinces, more than 7 percent of all individuals lost their fathers in 1993. Table 1 provides the data per province and sketches the evolution of the civil war based on Chrétien and Mukuri (2000). Fighting began in October 1994 in the northwestern provinces of Cibitoke, Bubanza, Bujumbura Rural, and Ngozi. By early 1995, the violence spread to the bordering Kayanza province, and by April 1995, massacres of
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>Cankuzo</td>
<td>2.5</td>
<td>25.1</td>
<td>not affected</td>
<td>16.36 [2.0]</td>
<td>−</td>
</tr>
<tr>
<td>Kayanza</td>
<td>35.4</td>
<td>44.9</td>
<td>1995/1996</td>
<td>27.01 [3.0]</td>
<td>20.70 [2.4]</td>
</tr>
<tr>
<td>Kirundo</td>
<td>12.1</td>
<td>34.0</td>
<td>1996/1997</td>
<td>22.00 [3.4]</td>
<td>16.23 [3.0]</td>
</tr>
<tr>
<td>Rutana</td>
<td>5.3</td>
<td>58.0</td>
<td>not affected</td>
<td>9.9 [2.8]</td>
<td>−</td>
</tr>
<tr>
<td>Ruyigi</td>
<td>6.7</td>
<td>41.0</td>
<td>1995/1996</td>
<td>19.05 [3.8]</td>
<td>25.00 [8.3]</td>
</tr>
<tr>
<td>Rural Burundi</td>
<td>7% median</td>
<td>36.2</td>
<td>2.28 years average</td>
<td>19.79 [0.7]</td>
<td>15.98 [0.8]</td>
</tr>
</tbody>
</table>

Notes: Column (2) shows the percentage of survey respondents whose fathers were killed in the 1993 massacres; column (3) shows the Poverty Head Count; and column (4) shows the spread of the civil war over time and space. We only consider the “relevant” duration, which is the period during which school-aged children from the 1981–1986 birth cohorts could have been exposed to violence. Column (5) shows the birth cohorts not exposed to violent conflict (neither massacres nor the civil war) when they were between 7 and 12 years of age; column (6) shows the birth cohorts exposed to violent conflict (massacres, civil war, or both) when they were between 7 and 12 years of age. Standard errors are presented between brackets. ** at 5 percent, and * at 10 percent.

civilians and confrontations between army and rebel forces occurred in Karuzi, Bururi, Ruyigi, and Muyinga. By late 1995, fighting occurred in the central provinces of Gitega and Muramvya and the northern province of Kirundo. By then, the conflict had spread to almost all of the provinces of Burundi, with the exception of Cankuzo (in the east of the country) and Rutana and Makamba (in the south of the country). In July 1996, former president Buyoya again seized power in a bloodless coup d'état backed by the army. During late 1996 and early 1997, the armed conflict continued in Kayanza, Muramvya, Kirundo, and Gitega. In April 1997, the Arusha peace talks between the principal conflict parties began. In late 1997, insecurity increased again in Cibitoke, Bubanza, and Bujumbura Rural, provinces that remained unsafe until 1999.

The various conflict accounts provide no definitive explanation for why the massacres and the civil war affected some provinces earlier than others. However, the conflict’s spatial spread was influenced by geography and natural endowments: (i) the proximity of the Democratic Republic of Congo’s North Kivu region where the rebels had a base, explaining the early onset of war in the provinces of Cibitoke, Bubanza, and Bujumbura Rural; (ii) the presence of the Kibira forest in the north, which also served as a rebel base, explaining the spread of war to Kayanza and Ngozi provinces; and (iii) the Tanganyika Lake, which allowed the use of boats to bring the war to the southern province of Makamba.

Civilian Impacts of the Conflict

Between 1994 and 2001, an estimated 200,000 people lost their lives, a majority of them civilians (UNFPA 2002). To understand the micro-level impact of the war, we focus on displacement, looting of household assets, and the theft and burning of crops.1

First, in its 2002 Demographic and Health Survey, UNFPA found that over 50 percent of the rural population had been displaced from their homes at least once between 1993 and 2000 as a result of violence. The average displacement duration for the entire sample was just over one year, meaning three agricultural seasons were missed because households could not cultivate or harvest their fields while they were displaced (UNFPA 2004). Displacement also meant that individuals were more likely to contract water- and vector-borne diseases while hiding in the forest. Because people could not carry significant amounts of food when fleeing their villages, adequate nutrition was a problem. Displacement also implied a lack of access to markets, health clinics, and schools because roads were unsafe or these structures had been damaged. Later in the war, civilians were forced into local resettlement camps by the government, and the camp conditions were poor (Human Rights Watch 2000). The displacement’s impact on aggregate production from 1993 to 1998 showed production declines of 15

1. For an analysis of the health consequences of the civil war in Burundi, we refer to Bundervoet et al. (2009), Health and Civil War in Rural Burundi, Journal of Human Resources, 44, 2, p. 536–563.
percent in cereals, 11 percent in roots and tubers, and 14 percent in fruits and vegetables, with particularly dramatic declines in 1994 and 1995. Later in this paper, we will test the impact of displacement on schooling as a potential channel by which exposure to violent conflict can affect child schooling.

When the conflict ended in a given province, displaced households returned to their homes and fields. However, humanitarian interventions by either the government or nongovernmental organizations after the fighting ended were practically nonexistent because of the continued insecurity on all roads linking the capital, Bujumbura, to the countryside. By early 1995, rebel groups had begun to target and kill foreign nongovernmental organization workers and journalists who left Bujumbura to visit war regions. International development assistance dropped sharply during the crisis, from almost $320 million before 1993 to below $100 million in 1999 (IMF 2007).

Second, in addition to the displacement and killing of civilians, both rebel and government forces engaged in the looting of civilian property, particularly livestock, causing an unprecedented drop in household capital stock. Aggregate national figures show that the number of tropical livestock units in the country declined by 23 percent from 1990 to 1998, a decline that was predominantly due to theft and pillaging.

Third, Human Rights Watch reports (1998) document the theft and burning of household crops. Crops were stolen from fields and granaries, and coffee trees were particularly targeted for burning. Because coffee is the government’s main source of tax revenue, rebels frequently burned coffee plantations to reduce government revenue, although we cannot quantify the magnitude of this destruction. Coffee is also an important source of income for small farmers who had less income to pay for other expenditures, including purchasing food crops, school fees, or health care.

Fourth, the conflict in Burundi is notorious for its adverse impact on women and girls. Rape was widespread, and there were many instances of brutality, even against children. Gender roles became more entrenched as boys and men were drafted by the army or recruited by rebel movements.

Education and Conflict in Burundi

Access to education has been a long-standing source of inequality, tension, and conflict. In the cohorts under study, only 20 percent completed primary schooling. Education is directly related to jobs in the public sector, for which degree holders have the monopoly. The education system and jobs in the administration were dominated by Tutsi from the southern region of Bururi. Nkurunziza and Ngaruko (2002) write that in 1972, almost all educated Hutu were killed by the Tutsi army. Education was clearly a liability at that time.

In a new report on education and violent conflict, UNESCO (2011, p.51) calculates that the onset of conflict in Burundi marked an abrupt change in school enrollment. The decade before the conflict (1981–1991) saw an expansion of
enrollment for each new cohort, male and female. The gross enrollment rate increased from 33.2 to 70 percent in that decade (Ministère de l’Éducation 1999). The conflict-induced trend reversal can be observed in figure 1, which we computed with UNFPA 2002 data. The birth cohorts that could finish primary schooling before the beginning of the conflict show an upward trend in primary school completion, from a rate of less than 20 to almost 30 percent. The cohorts born between 1975 and 1980 show the highest primary school completion rates in the history of Burundi (up to 2005). This high completion rate was due to the expansion of primary education, which doubled the enrollment rate in five years (1982–1987) (UNESCO 1999; UNICEF 2008). Progress stops for the birth cohorts born at the end of the 1970s and is reversed from the 1980 birth cohorts onward, just when the first birth cohorts are confronted with the start of the violence. Children in Burundi officially attend primary school from age 7 to age 12, when they finish sixth grade (UNESCO 2011). Some children may start schooling later and complete primary schooling at a later age.

Figure 2 provides the key variables of our empirical approach (see below). Girls fare worse than boys, children from poor households fare worse compared to children from nonpoor households, and exposure to conflict negatively affects completion rates. Poverty at the household level is defined by livestock ownership before the start of the massacres and the civil war. This variable is the only pre-conflict wealth indicator available in the UNFPA survey (see below) and was registered through a recall question. Livestock ownership is one of the most important manifestations of wealth in rural Burundi.

**Figure 1. Primary School Completion by Birth Cohort**

![Figure 1. Primary School Completion by Birth Cohort](Source: UNFPA Enquête Démographique et de Santé (2002)).
The interaction of gender, poverty, and exposure in figure 2 offers surprising insights: the completion rate for girls from nonpoor households exposed to conflict is almost the same as for boys exposed to conflict, but it is significantly different for nonexposed boys and girls from nonpoor households. Moreover, we do not find this gender-gap-reducing effect of conflict on schooling for children in poor households.

In an extensive review of the damage to the education sector during the conflict in Burundi, Obura (2008, 94-96 and 99) observes that schools were destroyed or looted and teachers and children killed or displaced. Importantly, although the gross enrollment rate decreased, the Gender Parity Index did not decline during the conflict and even improved slightly, from 0.80 to 0.83. Obura also notes that a church-led education initiative, called Yaga Mukama, which existed before the war and provided two days of primary-school-level education per week to the rural poor, became very popular during the war and even acted as a substitute for formal education in affected areas.

III DATA AND IDENTIFICATION STRATEGY

In 2002, UNFPA collected demographic and health data (through the Enquête Démographique et de Santé) on almost 7,000 households. At the time of the survey, many Burundesi lived in camps for internally displaced persons.
A particular feature of this survey is that it is stratified over urban, rural, and camp locations in each province of the country. Weights are assigned to each observation in the survey representing the inverse of the probability of that observation being drawn in each sampled location. The sampling is based on a total population count by the National Institute of Statistics (L’Institut de Statistique et d’Etudes Economiques du Burundi) the year before the survey. The focus of the survey is on household composition, schooling, and health, with significant attention to the potential impact of the conflict through displacement. Descriptive data are presented in tables 1 and 2. In our analysis, we dropped the observations from the capital of Bujumbura because it is nearly impossible to determine exactly when the population of Bujumbura was affected by the conflict. Arguments can be made for a very short as well as a very long time.

**Conflict Variables**

We construct four conflict exposure variables. The first two variables are general indicators of exposure to violent conflict, and the last two variables represent potential impact channels of conflict on education. First, we construct a binary variable to indicate whether a child resided in a province characterized by violent conflict. To determine which provinces were affected by the massacres (in 1993–1994) and the civil war (1995–1998), we use two sources. For the massacres, we rely on Bundervoet (2009), who computed the percentage of people whose fathers were killed. He applied the method proposed by Gakidou and King (2006) to correct for selection bias resulting from the absence from the survey of households where everyone was killed. Using that estimate (reproduced in table 2), we distinguish between eight provinces with a death rate higher than the median death rate (7 percent) and eight provinces with a lower death rate. The eight provinces with a lower than median death rate are defined as nonaffected provinces; the eight other provinces are defined as affected provinces. For exposure to the civil war, we rely on Chrétien and Mukuri (2000), who describe the spread of the violence over space and time. A child residing in a province engulfed by civil war during the child’s primary school age is defined as exposed to civil war. We combine the exposure to massacres and to the subsequent civil war in one’s province of residence during school age into one exposure variable.

Second, we determine the number of years that a child was exposed to violent conflict during the child’s primary school ages. This variable is based on the combination of year of birth and province of residence at the onset of conflict. We cannot exclude the possibility that children moved to a more peaceful province after the onset of war in their province of residence. In that case, we overestimate
the duration of exposure, yielding a conservative estimate of the effect of conflict on schooling. However, UNFPA (2012, 141) notes that most conflict-induced migration occurred locally, within the same province. In addition, we test for individual exposure channels, such as the frequency of forced displacement and the time spent in a displacement camp, which are not measured at the level of the province of residence.

Many children born in the 1981–1986 period experienced at least one year of conflict during their primary school career. The oldest ones, born in 1981, were about to graduate from primary school when the conflict began. Depending on the province of residence, younger children experienced no, some, or many violent conflict during their school ages. Not all provinces were affected at the same time. In principle, the maximum duration of exposure to conflict during primary school age is six years. In practice, we do not find children exposed for more than four years in our sample.

The two other exposure-to-conflict variables are constructed directly from the UNFPA survey to index channels of influence of conflict on education. One variable is the number of times the child had to move residence forcibly during the

---

**Table 2. Individual and Household Characteristics, by Exposure to Violent Conflict (N = 5,856)**

<table>
<thead>
<tr>
<th>Name of the variable</th>
<th>Values</th>
<th>Not exposed to violent conflict (n = 3,586) (1)</th>
<th>Exposed to violent conflict (n = 2,266) (2)</th>
<th>t test on the means (2)–(1) (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>At the individual level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>16–31</td>
<td>25.1 [0.06] (3.79)</td>
<td>17.8 [0.03] (1.51)</td>
<td>−7.3***</td>
</tr>
<tr>
<td>Sex (% female)</td>
<td>0–1</td>
<td>60.6 [0.81] (0.48)</td>
<td>56.5 [1.04] (0.49)</td>
<td>−4.1***</td>
</tr>
<tr>
<td>Completed primary Education</td>
<td>0–1</td>
<td>19.8 [0.66] (0.40)</td>
<td>16.1 [0.77] (0.38)</td>
<td>−3.7***</td>
</tr>
<tr>
<td>No. of years exposed to violent conflict</td>
<td>0–4</td>
<td>0 [0.00] (0.00)</td>
<td>2.28 [0.02] (0.94)</td>
<td>2.28***</td>
</tr>
<tr>
<td>Number of times moved residence</td>
<td>0–4</td>
<td>0.087 [0.01] (0.39)</td>
<td>1.00 [0.02] (1.03)</td>
<td>0.91***</td>
</tr>
<tr>
<td>Years spent in a displacement camp</td>
<td>0–8</td>
<td>0.015 [0.01] (0.18)</td>
<td>0.89 [0.03] (1.66)</td>
<td>0.87***</td>
</tr>
<tr>
<td><strong>At the household level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prewar wealth (Livestock in 1993)</td>
<td>0–20</td>
<td>1.45 [0.55] (4.76)</td>
<td>2.02 [0.84] (5.76)</td>
<td>0.57***</td>
</tr>
</tbody>
</table>

*Notes: We only consider the “relevant” duration, which is the period that school-aged children from the 1981–1986 birth cohorts could have been exposed to the violence. (1) represents proportions in the case of binary variables and averages in the case of continuous variables. Standard errors are presented in brackets; standard deviations are presented in parentheses. *** significant at 1 percent, ** at 5 percent, and * at 10 percent.

massacres and the civil war. The other variable is the number of years the child spent in a displacement camp, again during primary school age.

**Identification Strategy**

Our basic approach is a difference-in-differences strategy. We use the spatial and temporal variation of violent conflict in Burundi to infer the effect of exposure on child schooling. We compare children who were exposed to several years of conflict in their province of residence during their school-aged years with children of the same age residing in provinces that were not significantly affected and with children who were old enough to complete their schooling before the conflict started in both affected and nonaffected provinces. Building on figure 2 and previous tabulations, our baseline specification is a linear probability model of the following form:

\[
\text{Schooling}_{ijt} = \alpha_j + \delta_t + \beta_1(\text{Exposure}_{jt}) + \gamma Z_i + \epsilon_{ijt}
\]

where \(\text{Schooling}\) is our binary education variable for having completed primary school or not, measured for a child \(i\) residing in province \(j\) and born at time \(t\). We denote with \(\alpha_j\) the province fixed effects, with \(\delta_t\) the birth cohort fixed effects, and with \(\epsilon_{ijt}\) a random error term. The last term has an individual- and a household-level component. First, we calculate the \(\text{Exposure}_{jt}\) variable as a binary measure to indicate a child residing in a province \(j\) that experienced violent conflict at the time when birth cohort \(t\) was of primary school age. Second, we use our estimate of the duration in number of years of exposure for a child residing in an affected province. In the latter case, \(\beta_1\), the coefficient of interest, measures the impact on schooling of an additional year of exposure to violent conflict. Including all provinces allows us to use variation in onset as well as in the duration of conflict across provinces to identify the war’s causal impact on children’s schooling. The provincial fixed effects control for any unobserved effect that does not change over time. To capture potential trends at the province level, we estimate a specification with province-level time trends. In section 6, we will test whether our variable of interest captures prewar province-level trends correlated with the duration of conflict.

In some specifications, we control for characteristics that are specific to the household in which the child lives. Importantly, and to avoid endogeneity, these household-level characteristics are measured in 1993, before the start of the conflict. \(Z\) is a vector of child-specific characteristics, such as the age, sex, level of education of the head of the household, and the wealth of the household. We do not include the \(Z\) variables in all specifications because by 1993, the older cohorts had already left their parental households; thus, these variables cannot affect their school completion.

We cluster our standard errors at the province level to control for intraprovince correlations (Bertrand et al. 2004). Clustering should occur at the province level because our shock is coded at this level. We face a problem of low numbers
of clusters, leading to larger standard errors and coefficients that are imprecisely estimated. We therefore use the bootstrapping method proposed by Cameron et al. (2008) to improve the estimation.

As stated in section 3.1, the spatial onset and subsequent spread of the war was determined by the proximity of a province to the border with the Democratic Republic of the Congo, the Kibira forest, or the Tanganyika Lake. These factors are exogenous to the level of education or other household characteristics. Voors et al. (2012) do not find evidence of the endogeneity of education (and other household characteristics) and exposure to violence at the household and village level. Although the authors cannot exclude occurrences of targeted violence, they note that “the probability of incorrectly maintaining the null of non-targeted violence is acceptably small” (950).

Furthermore, because the impact of conflict may differ according to the age at which the impact is felt, we also account for the age-specific onset of conflict in a separate set of regressions. In this case, the coefficient of the variable of interest indicates the effect of the onset of conflict in the province of residence at a given age on the probability of completing primary schooling.

Because we are also interested in a potential gendered effect of the impact of the civil war on human capital accumulation, we estimate the following specification:

\[
\text{Schooling}_{ijt} = \alpha_j + \delta_t + \beta_1(\text{Exposure}_{jt}) + \beta_2S_i + \beta_3(S_i \times \text{Exposure}_{jt}) + \gamma Z_i + \varepsilon_{ijt}
\]  

(2)

where \(S_i\) is the sex of the child (\(S_i = 1\) for girls), and the other variables are as in specification (1). In this specification, \(\beta_1\) gives the effect of violent conflict on schooling for boys. The interaction effect between gender and conflict tells us whether there is an additional effect for girls, and the sum of \(\beta_1\) and \(\beta_3\) gives the total effect of conflict on schooling for girls. In addition, the sum of \(\beta_2\) and \(\beta_3\) gives the total effect of gender on schooling.

The above specifications do not specify the mechanism through which the impact of the conflict is channeled; the specification only provides a generic “exposure to civil war variable” in binary form, in number of years of exposure, or in age-specific onset. To analyze particular channels in more detail, we develop other specifications that use alternative measures of conflict to indicate a specific mechanism:

\[
\text{Schooling}_{ijt} = \alpha_j + \delta_t + \beta_1(\text{Channel}_i) + \gamma Z_i + \varepsilon_{ijt}
\]  

(3)

The channels are the time spent in a displacement camp during school age and the number of times the child moved residence during school age.
IV. Findings

In Table 3, we use the binary shock exposure variable that takes the value of one for children exposed to violent conflict in their province of residence during their school age years and zero for nonexposed individuals. The regressions in columns 1–3 are linear probability models. In the first column, we control for province and year of birth fixed effects and find that the coefficient of our variable of interest (exposure to violent conflict) is $-0.09$, which means that the probability of completing primary schooling is 9 percentage points lower for children exposed to violence. Girls have a lower probability of completing primary schooling; however, there is a small, positive coefficient for the female*conflict exposure interaction variable. Given the rather large standard error, we are not able to interpret the point estimate of this interaction effect in column 1, an effect that is also not statistically significantly different from zero. Preconflict wealth, measured as livestock holdings, increases the probability of completing primary school. Columns 2 and 3 repeat the analysis controlling for linear age effects and for province-specific time trends. This control increases the magnitude of the coefficient of the variable of interest but affects neither the gender nor the interaction effect.

Driven by our exposure variable, which is measured at the province level, we need to cluster at that level (Bertrand et al. 2004). However, we have a small number of clusters. Standard errors for our variable of interest in the linear probability specifications are typically one-half to one-quarter of the magnitude of the coefficient of interest. These coefficients are thus imprecisely estimated and do not allow an interpretation of the point estimates.\(^4\)

We use a well-developed method to address a small number of clusters, the CGM bootstrapping method, named after Cameron, Gelbach, and Miller (2008). The key element of the CGM method is that it resamples entire clusters and provides asymptotic refinement, which leads to improved inference. A drawback of this method is that the accompanying variance-covariance matrix cannot be calculated in the presence of fixed effects at the level of the clusters.\(^5\) Therefore, we run the CGM regression without fixed effects. We keep in mind (referring to the difference between columns 2 and 1) that this may overestimate the effect of exposure to conflict. The magnitude of the resulting coefficient (0.11), however, remains on the order of the previous estimates.

Given the small standard errors in the CGM procedure and the statistical significance of the gender*conflict dummy interaction, we are able to interpret the point estimates resulting from the regression in column 4. The female*conflict

\(^4\) We also clustered at the province-year of birth level, resulting in 256 clusters, which reduced the standard errors while yielding the same coefficients. However, we do not prefer this method because the intraprovince year of birth clusters may be correlated with each other. Cameron, Gelbach, and Miller (2008, 414) argue against clustering at the region-year level.

\(^5\) This drawback was confirmed by Judson Caskey in an email to us. We used the cgmreg do-file on professor Caskey’s website to install the command.
<table>
<thead>
<tr>
<th>Dependent variable: Child completed six years of primary schooling</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violent conflict shock</td>
<td>−0.09***</td>
<td>−0.16***</td>
<td>−0.17***</td>
<td>−0.11***</td>
<td>−0.07*</td>
<td>−0.11***</td>
<td>−0.14***</td>
</tr>
<tr>
<td></td>
<td>[0.04]</td>
<td>[0.04]</td>
<td>[0.04]</td>
<td>[0.01]</td>
<td>[0.04]</td>
<td>[0.03]</td>
<td>[0.04]</td>
</tr>
<tr>
<td>Child is female</td>
<td>−0.08***</td>
<td>−0.08***</td>
<td>−0.07***</td>
<td>−0.06***</td>
<td>−0.07**</td>
<td>−0.03***</td>
<td>−0.15***</td>
</tr>
<tr>
<td></td>
<td>[0.02]</td>
<td>[0.02]</td>
<td>[0.02]</td>
<td>[0.01]</td>
<td>[0.03]</td>
<td>[0.04]</td>
<td>[0.02]</td>
</tr>
<tr>
<td>Violent conflict*female</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03**</td>
<td>0.03</td>
<td>0.003</td>
<td>0.13***</td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.03]</td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.04]</td>
</tr>
<tr>
<td>Age (in years)</td>
<td>−0.009***</td>
<td>−0.006***</td>
<td>−0.002</td>
<td>−0.006***</td>
<td>−0.006***</td>
<td>−0.006***</td>
<td>−0.006***</td>
</tr>
<tr>
<td></td>
<td>[0.003]</td>
<td>[0.000]</td>
<td>[0.002]</td>
<td>[0.001]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Prewar wealth</td>
<td>0.008***</td>
<td>0.008***</td>
<td>0.007***</td>
<td>0.008***</td>
<td>0.009***</td>
<td>0.04***</td>
<td>0.005***</td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.003]</td>
<td>[0.002]</td>
<td>[0.003]</td>
<td>[0.003]</td>
<td>[0.01]</td>
<td>[0.002]</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.06*</td>
<td>0.40***</td>
<td>0.28***</td>
<td>0.39***</td>
<td>0.27***</td>
<td>0.34***</td>
<td>0.46***</td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.08]</td>
<td>[0.06]</td>
<td>[0.03]</td>
<td>[0.03]</td>
<td>[0.04]</td>
<td>[0.47]</td>
</tr>
<tr>
<td>Province fixed effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Birth cohort fixed effects</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Province-specific time trend</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Sample Size</td>
<td>5,706</td>
<td>5,706</td>
<td>5,706</td>
<td>5,706</td>
<td>5,706</td>
<td>3,398</td>
<td>1,708</td>
</tr>
</tbody>
</table>

Notes: LPM represents linear probability model. Standard errors are presented between brackets. All regressions, except those in column (5), are weighted with the sample weights provided in the data set, and all regressions are clustered at the province level. *** significant at 1 percent, ** at 5 percent, and * at 10 percent.

interaction yields a coefficient of +0.03 with a standard error of 0.01 and is statistically significantly different from zero at the 1 percent level, meaning that the conflict in Burundi diminished the gender-gap in schooling somewhat. However, the gap still exists \((-0.06 + 0.03 = -0.03\)). This result in the case of the binary exposure variable is only obtained if we weigh the regression with the sample weights provided in the survey, as column 5 shows. Therefore, caution is required in the interpretation of the interaction effect.

Repeating the analysis for poor and nonpoor households separately, we find in columns 6 and 7 that violent conflict diminishes the female disadvantage in schooling only for nonpoor households. The linear combination of the female and the female\(^*\)exposure variables yields a coefficient of \(-0.02 (=-0.15 + 0.13)\) with a standard error of 0.02 and is statistically not significantly different from zero at the usual thresholds. Thus, there is no longer a gender gap in schooling between girls and boys from nonpoor households who are exposed to violent conflict. This result remains the same when we remove the sample weights: a coefficient of \(-0.02 (=-0.127 + 0.106)\), a standard error of 0.03, and not statistically significantly different from zero at the usual thresholds (result not shown, available upon request). For girls from poor households, the linear combination is \(-0.03 (=-0.033 + 0.003)\) with a standard error of 0.01 and remains statistically significantly different from zero at the 1 percent level.

The F-test for the equality of the coefficients of interest for girls from poor and nonpoor households (i.e., the interaction of exposure and gender) in both equations confirms the above finding: 26.15**, with \(p<0.001\), meaning that the coefficients are not equal. This result corroborates the intuition behind figure 2 in which boys and girls from nonpoor households exposed to conflict have similar completion rates. In sum, in nonpoor households, school completion rates for boys decrease to the level of girls such that the gender gap almost disappears. In contrast, in poor households where school completion rates are lower, girls are as affected as boys such that the gender gap persists.

Proceeding to years of exposure as our variable of interest in table 4, we find that the magnitude of the coefficients is approximately half of the binary case. Every additional year of exposure to violent conflict reduces the probability of completing primary schooling by 5 to 6 percentage points overall (columns 1 and 2) and by 8 percentage points for boys from nonpoor households (column 5). As shown in table 3, exposure to conflict diminishes the gender gap in primary school completion rates, particularly for girls from nonpoor households. The longer boys and girls are exposed to violent conflict, the stronger the reduction of the gender gap in school completion rates is. Again, referring to column 3, we arrive at this particular result only when using the sample weights provided in the survey.

Because exposure to shocks may have a different impact according to the age at which the child was exposed, we regress our outcome variable on a series of age-specific shocks. In table 5, we determine for each child the age at which the
child experienced the onset of violent conflict in the province of residence. Furthermore, we interact these dummy variables with the female variable. Examining column 2, where the use of the CGM model yields small standard errors, we find that the first four years (ages 7 to 10) are crucial, in declining order of magnitude, rather than the last two years (ages 11 and 12). For boys of poor households, the magnitude of the coefficients is smaller compared to boys from nonpoor households at all ages. The probability of completion of primary schooling for boys from nonpoor households decreases by 28, 21, 14, and 9 percentage points for the onset of conflict at ages 7, 8, 9, and 10 years, respectively. Table 5 clearly indicates that a cohort of children in Burundi was particularly affected by exposure to violent conflict if the conflict started in the province of residence at the moment that the cohort should have started primary school. A child who had yet to start school or who had only completed one or two years of primary schooling in the first four years of primary schooling is unlikely to have completed six years of schooling by age 12.

Table 4. Linear Probability and CGM Regressions of Schooling, Conflict, Gender, and Household Wealth, with Number of Years of Conflict Exposure Variable

<table>
<thead>
<tr>
<th>Dependent variable: Child completed six years of primary schooling</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>All</td>
<td>All, no weights</td>
<td>Poor only</td>
<td>Nonpoor only</td>
<td></td>
</tr>
<tr>
<td>LPM</td>
<td>CGM</td>
<td>CGM</td>
<td>CGM</td>
<td>CGM</td>
<td></td>
</tr>
<tr>
<td>Years of violent conflict exposure</td>
<td>−0.05***</td>
<td>−0.06***</td>
<td>−0.04***</td>
<td>−0.05***</td>
<td>−0.08***</td>
</tr>
<tr>
<td>[0.02]</td>
<td>[0.01]</td>
<td>[0.01]</td>
<td>[0.01]</td>
<td>[0.01]</td>
<td></td>
</tr>
<tr>
<td>Child is female</td>
<td>−0.08***</td>
<td>−0.06***</td>
<td>−0.08***</td>
<td>−0.04***</td>
<td>−0.14***</td>
</tr>
<tr>
<td>[0.02]</td>
<td>[0.01]</td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.02]</td>
<td></td>
</tr>
<tr>
<td>Violent conflict*female</td>
<td>0.02*</td>
<td>0.02***</td>
<td>0.02</td>
<td>0.01***</td>
<td>0.06***</td>
</tr>
<tr>
<td>[0.01]</td>
<td>[0.00]</td>
<td>[0.01]</td>
<td>[0.00]</td>
<td>[0.01]</td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td>−0.01***</td>
<td>−0.01</td>
<td>−0.01***</td>
<td>−0.01***</td>
<td></td>
</tr>
<tr>
<td>[0.00]</td>
<td>[0.00]</td>
<td>[0.00]</td>
<td>[0.00]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prewar wealth</td>
<td>0.01***</td>
<td>0.01***</td>
<td>0.01***</td>
<td>0.04***</td>
<td>0.01***</td>
</tr>
<tr>
<td>[0.008]</td>
<td>[0.002]</td>
<td>[0.003]</td>
<td>[0.007]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.06</td>
<td>0.45</td>
<td>0.33</td>
<td>0.38</td>
<td>0.55</td>
</tr>
<tr>
<td>[0.04]</td>
<td>[0.03]</td>
<td>[0.08]</td>
<td>[0.04]</td>
<td>[0.04]</td>
<td></td>
</tr>
<tr>
<td>Province fixed effects</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Year of birth fixed effects</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Sample size</td>
<td>5,706</td>
<td>5,706</td>
<td>5,706</td>
<td>3,998</td>
<td>1,708</td>
</tr>
</tbody>
</table>

Notes: LPM represents linear probability model. Standard errors are presented between brackets. All regressions, except those in column (3), are weighted and clustered at the province level. *** significant at 1 percent, ** at 5 percent, and * at 10 percent.

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child completed six years of primary schooling</td>
<td>LPM</td>
<td>CGM</td>
<td>CGM</td>
</tr>
<tr>
<td><strong>Age at onset of conflict</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seven</td>
<td>−0.19</td>
<td>−0.15***</td>
<td>−0.13***</td>
</tr>
<tr>
<td></td>
<td>[0.11]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Eight</td>
<td>−0.13</td>
<td>−0.12***</td>
<td>−0.09***</td>
</tr>
<tr>
<td></td>
<td>[0.09]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Nine</td>
<td>−0.13*</td>
<td>−0.06***</td>
<td>−0.05***</td>
</tr>
<tr>
<td></td>
<td>[0.07]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Ten</td>
<td>−0.08</td>
<td>−0.08***</td>
<td>−0.09***</td>
</tr>
<tr>
<td></td>
<td>[0.07]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Eleven</td>
<td>−0.04</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>[0.04]</td>
<td>[0.02]</td>
<td>[0.02]</td>
</tr>
<tr>
<td>Twelve</td>
<td>−0.02</td>
<td>−0.02</td>
<td>−0.07***</td>
</tr>
<tr>
<td></td>
<td>[0.06]</td>
<td>[0.02]</td>
<td>[0.01]</td>
</tr>
<tr>
<td><strong>Child is female</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>−0.08***</td>
<td>−0.06***</td>
<td>−0.03***</td>
</tr>
<tr>
<td></td>
<td>[0.02]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td><strong>Female*age at onset of conflict</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seven</td>
<td>0.09*</td>
<td>0.09***</td>
<td>0.05***</td>
</tr>
<tr>
<td></td>
<td>[0.05]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Eight</td>
<td>0.10**</td>
<td>0.07***</td>
<td>0.04**</td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Nine</td>
<td>0.07</td>
<td>0.05**</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>[0.06]</td>
<td>[0.02]</td>
<td>[0.02]</td>
</tr>
<tr>
<td>Ten</td>
<td>0.05</td>
<td>0.04***</td>
<td>−0.01**</td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Eleven</td>
<td>−0.02</td>
<td>−0.03**</td>
<td>−0.07***</td>
</tr>
<tr>
<td></td>
<td>[0.04]</td>
<td>[0.01]</td>
<td>[0.02]</td>
</tr>
<tr>
<td>Twelve</td>
<td>−0.04</td>
<td>−0.03</td>
<td>−0.02*</td>
</tr>
<tr>
<td></td>
<td>[0.07]</td>
<td>[0.02]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Prewar wealth</td>
<td>0.01***</td>
<td>0.01**</td>
<td>0.04***</td>
</tr>
<tr>
<td></td>
<td>[0.003]</td>
<td>[0.003]</td>
<td>[0.01]</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.06</td>
<td>0.23***</td>
<td>0.02***</td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.01]</td>
</tr>
<tr>
<td><strong>Province fixed effects</strong></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><strong>Year of birth fixed effects</strong></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><strong>Sample Size</strong></td>
<td>5,706</td>
<td>5,706</td>
<td>3,998</td>
</tr>
</tbody>
</table>

Notes: LPM represents linear probability model. Standard errors are presented between brackets. All regressions are clustered at the province level and weighted with sample weights provided in the data set. *** significant at 1 percent, ** at 5 percent, and * at 10 percent.

of schooling at the start of the conflict may have been compelled to give up school. The gender gap in primary school completion, however, is reduced if the conflict starts at a young age in the province of residence of the child. Onset at an early age (up to age nine) reduces the gender-gap for girls from poor households. Onset at ages 10 to 12 aggravates the school completion chances of girls from poor households, in contrast to girls from nonpoor households. Onset at the ages of 11 or 12 for boys from nonpoor households does not affect their completion chances. Most likely, these boys are able to make up for potential lost months or years of schooling because their parents believe that a degree is within reach. We also tested a linear interaction between age and gender to account for possible trends in female enrollment over time, separate from the effect of conflict. The results (not shown) indicate that the effect of onset of conflict for girls at a younger age is slightly smaller; the effect is larger for girls who are slightly older (11 and 12 years old).

Exposure to violent conflict remains a broad term that is defined at the province-birth cohort level. Based on this definition, we cannot derive the channel by which the education of children at school age is affected during conflict. Possible channels are the destruction of school buildings or insecurity that makes parents keep children at home. One possible channel that affected almost one out of three households in Burundi during the war was forced displacement. Our data allow us to test this channel in two ways. The survey registered the number of times that each household member had to move residence because of the fighting and the length of stay in a displacement camp. It appears plausible that these two events would have a negative effect on the probability of a school-aged child completing primary schooling. Columns 1–3 in table 6 test these channels.

We find that the frequency of forced displacement and the length of stay in a displacement camp matter for school completion. Being uprooted from one’s village because of ongoing or imminent violence proves to be disruptive to a child’s school career to the extent that it decreases the probability of completing primary schooling, particularly if it occurs several times. The magnitude of the length of stay in a displacement camp is smaller but remains statistically significantly different from zero. As in previous regressions, the coefficient of the interaction between gender and the two alternative conflict measures is positive and statistically significant, meaning that displacement reduces the gender gap in school completion. When we test the effect of the three channels of violence (exposure to battles, forced displacement, and duration of stay in a camp, in column 3), all three channels exercise a negative and statistically significant effect on the completion of primary schooling. The probability of completing primary schooling declines by 8 percentage points as a result of exposure to conflict in the province of residence, by 6 percentage points for every instance of forced displacement, and by 2 percentage points for every year spent in a displacement camp. Importantly, the interaction effects of the alternative conflict measures with gender aggravate the completion chances for girls from poor households.
Table 6. CGM Regressions of Schooling, Conflict, Gender, and Household Wealth with Alternative Measures of Conflict Exposure (Robustness)

<table>
<thead>
<tr>
<th>Dependent variable: Child completed six years of primary schooling</th>
<th>(1) Moved residence CGM</th>
<th>(2) Displaced in camp CGM</th>
<th>(3) Three measures CGM</th>
<th>(4) Poor only CGM</th>
<th>(5) Nonpoor only CGM</th>
<th>(6) 1978–82 cohorts excluded CGM</th>
<th>(7) 1971–74 cohorts excluded CGM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violent conflict shock</td>
<td>-0.08*** [0.02]</td>
<td>-0.08*** [0.01]</td>
<td>-0.10*** [0.04]</td>
<td>-0.09*** [0.02]</td>
<td>-0.06*** [0.01]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Times moved residence</td>
<td>-0.06*** [0.01]</td>
<td>-0.06*** [0.01]</td>
<td>-0.07*** [0.01]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years in displacement camp</td>
<td>-0.06*** [0.00]</td>
<td>-0.02*** [0.00]</td>
<td>0.01</td>
<td>-0.04*** [0.00]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child is female</td>
<td>-0.05*** [0.01]</td>
<td>-0.05*** [0.01]</td>
<td>-0.06*** [0.01]</td>
<td>-0.15*** [0.03]</td>
<td>-0.08*** [0.01]</td>
<td>-0.03*** [0.01]</td>
<td></td>
</tr>
<tr>
<td>Violent conflict * female</td>
<td>0.01</td>
<td>0.01</td>
<td>0.10*** [0.03]</td>
<td>0.06* [0.01]</td>
<td>-0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moved residence * female</td>
<td>0.02*** [0.00]</td>
<td>0.02*** [0.01]</td>
<td>0.03* [0.00]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years in camp * female</td>
<td>0.02*** [0.00]</td>
<td>0.00</td>
<td>-0.01*** [0.00]</td>
<td>0.02*** [0.00]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td>-0.006*** [0.00]</td>
<td>0.001</td>
<td>-0.01*** [0.00]</td>
<td>-0.01*** [0.00]</td>
<td>-0.01*** [0.00]</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Prewar wealth</td>
<td>0.01*** [0.003]</td>
<td>0.01*** [0.003]</td>
<td>0.04*** [0.01]</td>
<td>0.01*** [0.001]</td>
<td>0.01*** [0.001]</td>
<td>0.01*** [0.003]</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.31*** [0.02]</td>
<td>0.20*** [0.02]</td>
<td>0.46*** [0.03]</td>
<td>0.41*** [0.03]</td>
<td>0.52*** [0.05]</td>
<td>0.27*** [0.03]</td>
<td>0.18*** [0.04]</td>
</tr>
<tr>
<td>Province fixed effects</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Birth cohort fixed effects</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample size</td>
<td>5,706</td>
<td>5,706</td>
<td>5,706</td>
<td>3,998</td>
<td>1,708</td>
<td>3,981</td>
<td>4,550</td>
</tr>
</tbody>
</table>

Notes: Standard errors are presented between brackets. All regressions are clustered at the province level and are weighted with the sample weights provided in the data set. *** significant at 1 percent, ** at 5 percent, and * at 10 percent.

This result in column 5 is worse than our baseline result, where the gender gap for girls from poor households was neither reduced nor aggravated as a result of conflict exposure. These alternative measures thus show that the channel through which the conflict operates affects girls from poor and nonpoor households (column 6) differently. Displacement reduces the gender gap for the latter but widens it for the former.\(^6\) We call for caution in the interpretation of the result because we cannot exclude the possibility of a third, unobserved intervening variable (or set of variables) that correlates both with the value of the channel variable and with the education variable.

In columns 6 and 7, we perform robustness checks in which we omit the 1978–1982 and 1971–1974 birth cohorts from the analysis. For the 1978–1982 cohorts, the argument can be made that we are not sure whether these birth cohorts are affected by the violence. Some pupils may still be in primary school when they are 13 to 16 years old, in which case these older birth cohorts would be affected by the massacres and the civil war toward the end of their primary school career and would not constitute an adequate control group. Valente’s (2011) paper on the schooling consequences of the conflict in Nepal makes a similar argument for dropping a few birth cohorts from the analysis. In column 6 of table 6, we thus infer the effects of violent conflict on affected cohorts when we are certain that the control group never experienced violence during their school careers and the treated group did. The result, again computed with the CGM method, is very similar to the one obtained in our baseline regression. For the 1971–1974 cohorts, the argument can be made that these cohorts are rather old, which may lead to a bias in the estimation of the time trend if the slope changes significantly over time. However, omitting these cohorts from the estimation (in column 7) leads to similar results.

V. Issues of Concern for the Identification Strategy: Poverty, Prewar Trends, Selective Survival, and Selective Migration

A first issue of concern for our identification strategy is that we may measure the effect of something other than exposure to violent conflict. If, for example, massacres were more intense or the civil war lasted longer in poor provinces compared to nonpoor provinces, then we may be measuring the effect of poverty instead of exposure to violent conflict. Although we control for wealth (in the form of livestock) in our regression analysis, this variable is measured at the household level. Because our exposure variable is measured at the province level, we must ensure that we are not capturing another effect. To that end, we analyzed data on the death rate in 1993 and the duration of the civil war in poor and

\(^6\) The figures in table 6, as in all tables, are rounded off at two decimals for aesthetic reasons. The coefficient and the standard error of the gender*years in the camp variable in column 4 are, for example, $-0.0125 [0.0032]$. 
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nonpoor provinces. Poverty is measured as the percentage of the population under the poverty line in 1990 (prior to the start of the massacres and the civil war). A province is defined as poor if the percentage of the population under the poverty line is higher than 36.2 percent, the poverty headcount in Burundi in 1990. The difference in the 1993 death rate between poor and nonpoor provinces was −5.3 percentage points; however, this difference is not statistically significant at the usual thresholds. Similarly, the difference in the duration of the civil war between poor and nonpoor provinces is six months, but it is not statistically significant. Bundervoet et al. (2009) find very few correlations between the timing of the conflict onset (no, early, or late) at the province level, the length of exposure to conflict at the individual level, and a range of household characteristics. We conclude from this finding that there appears to be no selection into violence of provinces or individuals based on prewar characteristics. Therefore, it appears unlikely that our exposure variable is capturing a wealth or other effect.

Second, although we include province fixed effects in our specifications to control for time-invariant province characteristics, there may be a problem of endogeneity with time-varying province characteristics. To test for that endogeneity, we analyze the potential correlation between a prewar province-level trend in primary school completion rates and the duration of conflict in that province. To this end, we compute a prewar trend, defined as the difference between the average school completion rate of the three oldest (1971–1973) and the three youngest (1978–1980) prewar cohorts, and we regress this trend on the duration of violent conflict in the province. We perform this test at the province and the individual level. The results are presented in the online appendix, tables A1 and A2. We do not find any statistically significant effects in various specifications using the usual thresholds. We note that the specification in table 3, column 2 also includes a province-specific time trend.

A third issue is potential bias caused by selective survival. Because the survey, by definition, only contains data on children who survived violence until the time of the survey, we must account for potential survivor bias in the sample. Particularly, if death during the conflict was not a random event, we may over- or underestimate the effects of the conflict on schooling depending on the direction of the bias. The debate on the selectivity of violence in Burundi is ongoing (Bundervoet 2009; Voors et al. 2012). The findings in Bundervoet (2009) suggest that the violent conflict affected the schooling of not only children who were school aged during the conflict but also those who had completed their primary education. Education in times of conflict in Burundi has proved to be a liability. Thus, our nonaffected cohort (1971–1980, in our approach not affected during their primary school career) suffers survival bias; the most educated cohort members were killed in 1993. Thus, on average, this cohort was more educated than we infer from the survivors in the 2002 survey. Assuming that there is no such survival bias for the affected cohort (which is likely because in 1993, they were too young to be targeted), the negative effect that we find for the affected
cohort would then be an underestimate of the true effect. We investigate this claim together with the next issue.

Fourth, in addition to selective killing, we may face a problem of selective migration. If migrants have a profile that differs from stayers, then we may over- or underestimate the impact of violent conflict on stayers. We thus need to address two potential threats: (i) people killed in the 1993 massacres and the subsequent civil war may have had a different profile than survivors; (ii) people who have migrated since 1993 may have a different profile than those who did not migrate. The latter issue can be divided into three categories of migrants/refugees: (ii.a) those who were internally displaced, (ii.b) those who were refugees and who returned to Burundi before 2002, and (ii.c) those who went abroad but did not return before 2002.

Persons in categories (ii.a) and (ii.b) are included in the sample. As mentioned above, one of the strengths of the survey design in 2002 was that it surveyed people living in displacement camps at the time of the survey. People who fled abroad but returned before 2002 are included because they were part of the target population at the time of the design of the survey. Thus, only groups (i) and (ii.c) represent a potential selection problem.

The 2002 survey allows us to investigate the profiles of people who were killed as well as migrants. We compare the profiles of households with and without at least one child killed in the 1993–2002 period (available in the online appendix, table A3). We conduct this comparison for the loss of boys as well as girls. Furthermore, we investigate the profiles of widowed persons. We find that parents who lost at least one daughter in the violence were less educated compared to parents who did not lose a daughter. Inferring from this finding that the killed daughters were more educated than the surviving daughters is premature given that the siblings (above age 15) of the deceased girls have a higher probability of completing primary education. This finding remains inconclusive for two other reasons: the low number of girls killed and the fact that we only dispose of the education data for siblings who still live in the parental home at the time of the survey. We do not find significant differences between the profiles of parents and siblings with and without at least one son killed. Regarding the death of spouses, we find a difference in the prewar level of livestock ownership. Households in which the husband died in the 1993–2002 period had significantly more livestock than households in which the husband was alive at the time of the survey.

These findings do not conflict with those of Bundervoet (2009). First, he also finds a higher level of prewar livestock among households with members killed, and second, his finding was based on the observation that fathers who were killed had more educated children. However, we are interested in the level of education of the deceased children, not the deceased fathers. A large part of the latter (and thus of Bundervoet’s assertion) are born before 1971, a cohort that is not relevant for this paper.
Given that we only computed the profiles of parents, siblings, or husband/wives of people who were born in the 1971–1986 period and given that most of the above findings are not very conclusive or do not point in one clear direction, we conclude that selection bias caused by nonrandom killings is unlikely to bias our estimates in a particular direction.

We draw the same conclusion for the case of the migrants/refugees. Because we do not have data on the people who did not return to Burundi at the time of the survey, we attempt to obtain a profile by proxy. The closest we can get to the long-term refugees not registered in the 2002 survey is to consider the profile of those refugees who were abroad for many years and then returned to Burundi. From the figures (table A3.3) and in comparison with the stayers, these long-term refugees were slightly older, had a lower share of women, and had more educated heads of households. Had they returned, it would have increased the percentage that completed primary schooling in the nonaffected cohort (born 1971–1980). In that case, the estimates we find for the cohorts affected by violence can be considered an underestimate of the true effect.

VI. Conclusion

There is no universal theory that allows us to predict the direction of the gender effect of violent conflict on schooling. In times of peace, girls in Burundi are less likely to complete primary schooling compared to boys. This negative gender effect, irrespective of violent conflict, is a robust finding in all our specifications. However, is there an additional gender effect on schooling as a result of violent conflict? We find that the schooling of boys is negatively affected by conflict. For girls, we find that exposure to violent conflict reduces the gender gap in schooling, but only for girls from nonpoor households. This finding is confirmed across specifications and is consistent with the observations in Obura (2008), which present declining gross enrollment rates during the civil war but a stable and even slightly increasing Gender Parity Index. Exposure to violent conflict did not affect the gender gap in schooling between boys and girls from poor households.

The losses that we find in terms of schooling as well as the narrowing of the gender gap do not necessarily apply to other settings. Justino (2011) observes that the micro-level effects depend on the type of conflict and the socioeconomic profile of the victims. The magnitude of the observed effect in Burundi, a decline in the probability of completing primary schooling by 4 to 6 percentage points per year of exposure, cannot be compared straightforwardly with findings in papers using other dependent or independent variables. In her overview, Justino (2011) mentions a range of 0.4 to 1.2 years of education lost because of violent conflict. The magnitude of the effect in Shemyakina (2006), between 4 and 7 percentage points lower probability of completing the mandatory nine years in Tajikistan, is somewhat lower than our range of estimates of 7 to 17 percentage points for the exposed versus the nonexposed cohorts.
Policymakers should consider that conflict shocks may have different distributional consequences than the well-known economic or climatic shocks. Whereas price fluctuations or rain-level variability are known to affect the poorest part of the population much more than the nonpoor part, this is not necessarily the case in the event of shocks of a political nature, such as massacres or civil war. This paper demonstrates that groups considered least vulnerable in the development economics literature—boys, in general, and boys from nonpoor households, in particular—are most severely affected by violent conflict in terms of educational attainment. Primary school completion rates for boys from nonpoor households decrease to the level of girls from nonpoor households in case of exposure to violent conflict. As a result, the gender gap in schooling narrowed considerably during the conflict in Burundi among nonpoor households.
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