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Hardly a day passes without a newspaper article, television show, or Internet blog story about the rise of China and India in the global economy. There are many reasons for this public interest. Never before have such large economies—with a combined population of 2.3 billion—grown so fast for so long: GDP growth in China averaged 9.1 percent over the last decade, and India averaged 6.1 percent. Some people are fearful: Will China and India dominate the world economy? Will they consume the earth’s scarce resources? Will they bid down wages elsewhere? Others are curious: Can China and India sustain such impressive growth rates, especially in light of perceived fragilities (China’s financial sector and India’s public debt being notable examples)? Others seek lessons: Noting that neither China nor India is pursuing an “orthodox” model of development, they want to know how these economies did it, and whether there are lessons for other developing countries.

Because of this heightened interest among the general public, media coverage of China and India tends to emphasize the human dimension—stories comparing a factory worker in China with a software designer in India, or interviews with foreign investors comparing the two countries’ prospects, or pictures contrasting the booming worlds of Shanghai and Mumbai with abject poverty in rural China and India.

Dancing with Giants considers the story from a different vantage point. It takes a dispassionate and critical look at the rise of China and India, and asks some difficult questions about this growth: Where is it occurring? Who is benefiting most? Is it sustainable? And what are the implications for the rest of the world? By bringing to bear the best available data and analytical tools, the book can provide answers that are much more nuanced than the typical news story. To take one example, the book demonstrates that, despite their similar size, the two Giants are not the same—China’s role in the global economy is much greater than India’s, with important implications for other countries.
Dancing with Giants considers whether the Giants’ growth will be seriously constrained by weaknesses in governance, growing inequality, and environmental stresses, and it concludes that this need not occur. However, it does suggest that the Chinese and Indian authorities face important challenges in keeping their investment climates favorable, their inequalities at levels that do not undermine growth, and their air and water quality at acceptable levels. Discussion of how these issues affect the Giants has relevance as well to policy makers elsewhere. For example, despite their very different structures and traditions of governance, both countries have generated effective constraints on executive power, and that has played an important role in their growth.

Dancing with Giants also considers China’s and India’s interactions with the global trading and financial systems and their impact on the global commons, particularly with regard to climate. Examining the effects that they will have on the economic circumstances and fortunes of other countries, the various chapters find that

- The Giants’ growth and trade offer most countries opportunities to gain economically. However, many countries will face strong adjustment pressure in manufacturing, particularly those with competing exports and especially if the Giants’ technical progress is strongly export-enhancing. For a few countries, mainly in Asia, these pressures could outweigh the economic benefits of larger markets in, and cheaper imports from, the Giants; and the growth of those countries over the next 15 years will be slightly lower as a result.
- The Giants will contribute to the increase in world commodity and energy prices but they are not the principal cause of higher oil prices.
- The Giants’ emissions of CO₂ will grow strongly, especially if economic growth is not accompanied by steps to enhance energy efficiency. At present, a one-time window of opportunity exists for achieving substantial efficiency improvements if ambitious current and future investment plans embody appropriate standards. Moreover, doing so will not be too costly or curtail growth significantly.
- From their relatively small positions at present, the Giants will emerge as significant players in the world financial system as they grow and liberalize. Rates of reserve asset accumulation likely will slow, and emerging pressures will encourage China to reduce its current account surplus.

Developed as a collaborative venture among the World Bank’s research department and East and South Asia regions, and the Institute of Policy Studies
in Singapore, this book is an important contribution to the global campaign for poverty reduction. With about a third of the world’s poor people living in China and India, these countries’ performance will be critical to alleviating global poverty. Moreover, the fact that China and India have been able to lift hundreds of millions of people out of poverty in the past few decades provides hope for the rest of the world. *Dancing with Giants* provides knowledge that will help turn that hope into reality.
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China and India share at least two characteristics: their populations are huge and their economies have been growing very fast for at least 10 years. Already they account for nearly 5 percent and 2 percent of world gross domestic product (GDP), respectively, at current exchange rates. Arguably, China’s expansion since 1978 already has been the largest growth “surprise” ever experienced by the world economy; and if we extrapolated their recent growth rates for half a century, we would find that China and India—the Giants—were among the world’s very largest economies. Their vast labor forces and expanding skills bases imply massive productive potential, especially if they continue (China) or start (India) to invest heavily in and welcome technology inflows. Low-income countries ask whether there will be any room for them at the bottom of the industrialization ladder, whereas high- and middle-income countries fear the erosion of their current advantages in more sophisticated fields. All recognize that a booming Asia presages strong demands, not only for primary products but also for niche manufactures and services and for industrial inputs and equipment. But, equally, all are eager to know which markets will expand and by how much. Moreover, the growth of these giant economies will affect not only goods markets but also flows of savings, investment, and even people around the world, and will place heavy demands on the global commons, such as the oceans and the atmosphere.

This book cannot answer all these questions, but it contains six essays on important aspects of the growth of the Giants that will, at least, aid thinking about them. Its principal aim is to highlight some of the major implications of the Giants’ growth for the world economy and hence for other countries,
drawing on new research and on the burgeoning literature concerning China and India: it is about dancing with the Giants without getting one’s toes stepped on. Three chapters focus on the Giants’ interactions with other countries (via the evolution of their industrial capabilities, their international trade, and the international financial system), two chapters consider possible constraints and influences on their growth (inequality and governance), and one chapter combines the analysis of local constraints and global perspectives (on energy and emissions).

The question underlying the analysis is very simple. China and India account for about 37.5 percent of world population and 6.4 percent of the value of world output and income at current prices and exchange rates; as their per capita production and consumption approach levels similar to those of today’s developed economies—a standard to which, broadly speaking, both Giants aspire—major effects on global markets and global commons seem inevitable. We ask whether a continued rapid expansion of economic activity through 2020 is feasible, whether there are any hints about the form it will take, and how any such expansion will impinge on other countries. The last question is analyzed via the Giants’ impact on global markets, systems, and commons rather than via their bilateral links with other countries. The effects on any individual country largely will be related to the nature of its engagements with these systems.

Of course, the Giants will not grow in isolation—indeed, they probably never will contribute more than a minority share of world growth—so this raises a definitional question about what we mean by “the effects of the Giants’ growth.” In the two chapters in which we analyze the question formally, we postulate a plausible growth path to 2020 for everybody (which has implications for, say, world prices or carbon emissions), and then ask about the implications of “a bit more” growth for the Giants. One of these chapters uses a standard computable general equilibrium model to translate assumptions about future factor accumulation and technical progress into a picture of the world in 2020. It then increases the Giants’ growth by about 2 percentage points per year after 2005 and calculates the resulting differences in the flows of goods and services between economies, the structure of production, and

1. One of the questions most commonly asked of World Bank country economists is, what does the rise of China and India mean for my country?
2. Unless stated otherwise, statistics in this chapter come from the World Bank’s World Development Indicators.
3. We consider only tangible dimensions of impact, including services, but, of course, China and India also may influence norms, tastes, business models, and so forth.
economic welfare. The other chapter uses a different model, incorporating a
detailed energy sector and endogenous technical progress, to explore energy/effluence scenarios up to 2050. It then similarly explores the consequences of adding about 2 percentage points per year to the Giants’ growth.

In the long run and in aggregate, economies adjust fairly smoothly, so we expect the precise baseline chosen for these exercises to have rather little effect on the impact of the incremental growth. However, it is possible that there are critical economic and ecological thresholds, which mean that an extra 2 percentage points of annual growth from the Giants would have different effects, depending on whether they were introduced into a world already growing at, say, 2 percent or at 4 percent a year. For example, the supply of oil might act as a constraint, or faster growth might sufficiently increase incentives for innovation that this constraint becomes nonbinding. But, of course, no one knows whether and where such thresholds exist, so we proceed by assuming a plausible base and exploring a plausible increment, elaborating them with qualitative discussion where this seems appropriate.

The other chapters on the effects of the Giants’ growth take a less quantitative approach. One describes current and foreseeable developments in industrial capability so as to identify sectors of likely future strength—and hence competitive advantage. It stresses the behavior of specific firms and sectors in promoting the very rapid changes in manufacturing and services capabilities in China and India, and hence supplements the more formal, model-based analysis of comparative advantage noted above. Another chapter quantifies the Giants’ engagement in the international financial system and considers the factors—mainly their domestic policy reforms—that will influence it in the future. In the absence of predictions about such reforms, however, we eschew trying to make precise quantitative estimates of future financial stocks and flows.

The remaining two chapters are even farther from quantifying the future, but nonetheless address important factors underlying the Giants’ growth. The first reviews the evidence on the Giants’ poverty reduction, increasing inequality, and economic growth. It argues that increasing inequality could constrain growth—especially in China—and that governments should take steps to address it. Precisely how they do so (for example, by trying to boost agricultural incomes or by encouraging migration out of rural areas) could affect

---

4. It is true that income inequality rose in the United Kingdom and the United States during their industrializations, without these trends being viewed as a constraint on growth. However, the scant evidence suggests that the increases were less than in China (for example, see Lindert [2000]). Furthermore, both technology and social norms were different then, and prevailing growth rates were lower, even for the most successful economies.
trade and hence the rest of the world. The last chapter similarly reviews past evidence—this time on governance and the investment climate—and concludes that, although problems of governance need not constrain growth in the Giants, certain fragilities exist. Both of these chapters are consistent with continuing rapid growth, but they identify circumstances in which it could be slowed.

From this discussion it will be clear that none of the chapters in this book makes unconditional predictions about the Giants or the world economy; rather, each chapter analyzes one aspect of growth and discusses, quantitatively or qualitatively, the type of factors that one should consider in projecting its continuation or its effects. Similarly, although the chapters all deal with the same events, they do not adopt a single analytical framework or data set. Analysis requires simplification, and the requisite simplifications vary from topic to topic. Likewise, different topics require different data and data sources, which often are somewhat at variance. Because we cannot produce a single statistical view of the Giants, we use data appropriate to each topic without seeking to impose an appearance of perfect mutual consistency. Except for the case of energy and emissions, our time horizon is the period between 2005 and 2020, long enough to identify longer-run trends and inform policy making over the next few years but, we hope, short enough not to be overwhelmed by the uncertainties of technology and politics.

We treat both China and India together as Giants because the essays are mainly concerned with the way in which the global economic environment facing other countries is evolving. From this perspective, the analytical apparatus required is similar for both China and India. We are not asserting, however, that the two Giants themselves are similar or that they have similar prospects. Indeed, as is noted below, even their scales are different over the 15 years that we consider. In some cases we will distinguish between the implications of Chinese and Indian growth for global outcomes or between the challenges they face in achieving growth, but for many other purposes we will refer to them collectively as the Giants.

The remainder of this introduction starts by observing that the Giants matter to the rest of the world because they are growing and because they are integrated or integrating with the global economy. It briefly discusses the forces shaping their growth and contrasts that growth with previous growth spurts in the world economy and with growth stimuli emanating from other countries; that is, it seeks to put the Giants in perspective. It next provides a brief overview of subsequent chapters, passing from industrial capability and inter-
national trade (that is, how the Giants’ growth may be diffused through the world via goods and services markets); through their interactions with international financial markets, energy markets, and emissions; to the possible constraints to growth emanating from the environment, inequality, and the challenges of governance. Finally, we summarize the challenges that the growth of the Giants poses to governments of other countries, according to their different endowments and economic circumstances.

Much has been written about China’s period of exceptional economic growth and India’s recent takeoff, which space considerations deter us from discussing here. In a few cases, looking back is essential to looking forward, but except in such cases and where we need to measure growth rates from an historical point, we ignore these fascinating histories. Thus, in this chapter we concentrate on where the Giants are now and where they are going.

Economic Growth

We are interested in the Giants because they are large and growing (and are expected to continue to do so), and because their growth impinges on other countries via their international transactions. This section considers the first of these reasons: How large and dynamic are the Giants, how does their growth compare with others’ growth, and what determines the nature of their growth?

Putting the Giants in Perspective

We start by comparing the Giants with other large economies currently and in 2020. For comparing poverty or even economic welfare across countries, it is sensible to use purchasing power parity (PPP) exchange rates; but for assessing the effect of one economy on another, current actual exchange rates provide a better basis. Such international effects must operate via the international transfer of goods, services, or assets; given that the latter are tradable, their prices do not vary dramatically across countries, so PPP adjustment is not appropriate. The GDP data in table 1.1 suggest that China is perhaps one-
sixth as large as the United States in current dollars, and that India is one-sixteenth as large. In terms of impact, a given proportionate shock emanating from Germany or Japan would outweigh one from China, let alone one from India.

Turning to the growth of output and income, China and India have performed very strongly since 1995, especially compared with other large economies (see column 3 of table 1.1). China accounted for 13 percent of the world growth in output over 1995–2004; and India accounted for 3 percent, compared with the United States’ 33 percent, whose slower growth rate is offset by its much higher starting share in 1995. Looking forward, the table projects GDP growth to 2020 based on the World Bank’s central projections for the world economy as of early July 2006.6 These projections are offered not as predictions but as plausible assumptions from which we can start to think about

---

6. It is very likely that these projections will be revised somewhat in *Global Economic Prospects* 2007. As argued above, however, the analysis of the effects of the Giants’ growth is largely independent of the precise base to which it is applied. The projected decline in growth rates relative to recent experience reflects expert opinion as of early 2006, based on views about future accumulation, labor force growth, technical progress, and policy reform.

---

### Table 1.1 Gross Domestic Product in Six Large Economies

<table>
<thead>
<tr>
<th>Economy</th>
<th>Share of world GDP (2004 $ and exchange rates)</th>
<th>Average annual real growth rates</th>
<th>Average contribution to world growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>4.7</td>
<td>7.9</td>
<td>9.1</td>
</tr>
<tr>
<td>India</td>
<td>1.7</td>
<td>2.4</td>
<td>6.1</td>
</tr>
<tr>
<td>United States</td>
<td>28.4</td>
<td>28.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Japan</td>
<td>11.2</td>
<td>8.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Germany</td>
<td>6.6</td>
<td>5.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Brazil</td>
<td>1.5</td>
<td>1.5</td>
<td>2.4</td>
</tr>
<tr>
<td>World</td>
<td>100.0</td>
<td>100.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>


Note: Average growth rates are calculated as the average of annual real growth rates (US$ constant 2000) for the period. Similarly, average contributions are calculated as the average of annual contributions. The calculation for the period 2005–20 is based on GDP in 2004 and the projected growth rates.

a. The World Bank projects an annual growth rate of 2.3 percent for the 25 countries of the European Union plus the European Free Trade Association, from which we derive the figure for Germany.
the relative magnitudes of the Giants’ growth. The corresponding growth rates in factor inputs and productivity are given in table 3.4 (chapter 3).

The projections have China growing at an annual average of 6.6 percent over the period 2005–20 (an aggregate increase in output of 162 percent), and India growing at 5.5 percent a year (124 percent)—modest rates relative to the last decade but still formidable. The projections assume robust growth elsewhere (world average of 3.2 percent annually), so they imply a somewhat conservative view of the increase in the Giants’ share of the world economy—from 4.7 percent to 7.9 percent for China, and from 1.7 percent to 2.4 percent for India. On these figures, the Giants account for larger shares of world growth in real terms over 2005–20 than over 1995–2004, but not dramatically so.7 It is important to note, however, that these projections of real growth hold exchange rates constant at 2004 values. As the Giants become more affluent, the prices of their nontraded services and their equilibrium exchange rates will increase. Thus, by 2020 the Giants’ shares at 2020 prices will exceed those in column 2 of table 1.1, probably substantially.8 Nonetheless, over the time horizon we are dealing with, the Giants will not come to dominate the world economy. A given proportional change in North America or Western Europe, for example, still will be quantitatively larger.

It also is relevant to note that emerging economies’ growth rates are typically more volatile than industrial countries’ rates. As emerging economies become relatively larger in the world economy, this volatility will impinge more strongly on others, and unless it is negatively correlated with other growth shocks, overall volatility will increase slightly.

A different perspective on the Giants’ growth comes from historical data. Looking at China’s takeoff from 1979, one can compare its progress with previous large industrializations. (India’s progress is too recent to be analyzed in this way.) Table 1.2 considers the United Kingdom and the United States over the 18th and 19th centuries, drawing on Maddison’s (2003) statistics. Although, unfortunately, those statistics are in PPP terms and available only

---

7. If China’s and India’s growth rates were raised to 8.6 percent and 7.3 percent, respectively, as assumed in alternative simulations in chapter 3 and more in line with local predictions and plans, and if the world growth rate were reduced to 3.0 percent, China’s and India’s shares of GDP in 2020 would increase to 10.9 percent and 3.2 percent and their contributions to growth to 20.1 percent and 5.5 percent, respectively.

8. If we had applied these methods (that is, applied constant price growth rates to initial shares) to Japan over the period 1965–95, its share of world GDP would have appeared to rise from about 4.3 percent to 6.6 percent. In current prices, the increase was to 17.6 percent!
for specific dates, they do suggest that neither country administered such a large shock to the global economy as has China. According to column 1, starting with 2.9 percent of world income, for 26 years China has grown an average of 6.6 percentage points per annum faster than the world economy. According to column 2, the country had an initial share of 4.9 percent and a growth differential of 4.4 percentage points. Historical growth rates were much lower, even for booming countries, and the nearest parallel to China was the United States over the period 1820–70, during which time the differential was 3.3 percentage points a year for 50 years (with a lower starting share).9 In absolute terms, the Industrial Revolution was a revolution because, for the first time, it was possible that average per capita incomes might double in a couple of generations. In the United States’ heyday, incomes more than doubled in a single generation; and at the Giants’ current growth rates and life expectancies, incomes would rise a hundredfold in a generation!

Figure 1.1 offers the same analysis for more recent experiences, again using Maddison’s data. (His data for China have been challenged as too conservative over growth—see Holz [2006].) Taking 1950 (the earliest point from which annual data are available) as the start of the growth spurs in the Federal Republic of Germany, Japan, and Taiwan (China); 1962 for the Republic

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrializer’s initial share (%)</td>
<td>2.9</td>
<td>4.9</td>
<td>2.9</td>
<td>5.2</td>
<td>1.8</td>
<td>8.8</td>
</tr>
<tr>
<td>Industrializer’s annual growth (%)</td>
<td>13.3</td>
<td>7.5</td>
<td>1.0</td>
<td>2.1</td>
<td>4.2</td>
<td>3.9</td>
</tr>
<tr>
<td>World annual growth (%)</td>
<td>6.8</td>
<td>3.1</td>
<td>0.5</td>
<td>0.9</td>
<td>0.9</td>
<td>2.1</td>
</tr>
<tr>
<td>Growth differential</td>
<td>6.6</td>
<td>4.4</td>
<td>0.5</td>
<td>1.2</td>
<td>3.3</td>
<td>1.8</td>
</tr>
<tr>
<td>Number of years</td>
<td>26</td>
<td>25</td>
<td>120</td>
<td>50</td>
<td>50</td>
<td>43</td>
</tr>
</tbody>
</table>

Sources: World Bank 2005b, World Development Indicators; Maddison 2003.

9. Because we cannot choose peak and trough years precisely, we undoubtedly overstate the difference between China and the others, but it is unlikely that our qualitative conclusion is wrong: \((1 + 0.065)^{26}\) exceeds \((1 + 0.033)^{50}\).
of Korea; and 1979 for China, we plot (figure 1.1a) the growth of output relative to world output (again at constant, PPP prices) taking the starting year as 1, and (figure 1.1b) the evolution of the target economy’s share of world output.

**Figure 1.1 China and Previous Growth Spurts Compared**

*a. Index of growth relative to world*

![Graph showing growth relative to world output for different countries.](image)

*b. Evolution of share of world GDP*

![Graph showing share of world GDP for different countries.](image)

Japan, Korea, and Taiwan (China) all recorded domestic growth in excess of China’s growth over their “first” 25 years, and Germany recorded rather less after the first 12 years, although in this case 1950 may be too late a starting point. After normalizing by world growth (that is, investigating the target economy’s growth relative to the world’s growth over its growth spurt [figure 1.1a]), all economies except Germany show fairly similar trends, at least for 20 years. In absolute terms, however, Korea and Taiwan (China) were tiny when their growth started, and even Japan, with an initial 3 percent share of world GDP, was smaller than China. Thus, in terms of an expanding share of world output, China’s growth spurt has been much greater than any other spurt yet seen.

If we had data at actual prices rather than in PPP terms, China’s initial share would have been much smaller and Japan’s share would have been somewhat smaller, so the comparison would have been less extreme. Recall, however, that Maddison’s (2003) data on China may be too conservative, and that Japan’s growth spurt tailed off after 20 years. Although Japan’s growth resumed in the 1980s, that country never achieved more than 9 percent of world GDP at PPP, whereas China already accounts for 14 percent.

These simple numbers suggest, indeed, that China’s industrialization has been uniquely large, and this brings us only to the present. Projecting forward suggests an even larger shock to other economies. Moreover, it might be important that China and India are growing in a world that already may be pushing against the limits of resource availability. Although one might reasonably expect technical progress to continue to raise output per capita, one cannot deny that the global commons—frontier land, the oceans, the atmosphere—are under pressure.

If we do a similar exercise in terms of exports, the story is slightly different. Putting aside Korea’s astronomical rate of export growth (50 times more than world exports over 43 years), China’s export growth relative to the world’s export growth was much the same as that of other countries for 25 years, edging into top place thereafter. In terms of shares of world exports, however, Germany had the greater increase (from 3.2 percent to 10.5 percent over 25 years, compared with China’s increase from 0.8 percent to 7.3 percent and Japan’s increase from 1.3 percent to 7.2 percent). China’s share, of course, is expected to increase further in the future, whereas Germany’s and Japan’s shares fell away, and both of those were recovering rather than emerging economies. Hence, even in terms of exports, China is arguably the largest shock we have seen thus far, and its growth and that of India are projected to continue. In
short, even though China is not the dominant force in the world economy, the shock it is administering to the world is unprecedented. Clearly, interest in the Giants is well justified.

**Accounting for Growth**

Now we turn briefly to the underpinnings of the growth rates assumed above for the Giants. The sources of growth include the growth of the workforce, the accumulation of physical and human capital tempered by any diminution of natural capital, the rate of technical change, and the allocation of resources across activities. The contribution of these sources to actual growth in China and India is affected by the incentive structure implicit in their domestic environments (for example, the functioning of factor and product markets, the breadth of access to these markets, economic and social infrastructure, and a range of policies) and by the nature and extent of their integration with world markets. We do not analyze the Giants’ domestic environments or factor accumulation in any detail, taking as given projections of their likely magnitudes from other sources. We do need to ask briefly what those projections are, however, so that we may understand the nature of their growth.

In both Giants, population growth has been slowing and is expected to continue to do so. China’s population grew by only 0.6 percent a year during 2000–05, to reach 1.32 billion\(^{10}\); it is expected to peak in 2032 and decline thereafter.\(^{11}\) India’s population grew by 1.4 percent in 2000–05, reaching 1.10 billion, and its growth is expected to slow to 0.7 percent a year between 2030 and 2040 (by which time it will have overtaken China). These trends reflect sharply lower fertility, with people age 15–64 accounting for 71 percent in China in 2005, falling to 69 percent in 2020 and to 62 percent in 2040. The corresponding percentages for India are 63 percent in 2005, and 67 percent in 2020. China’s decline in the work cohort is likely to be at least partly offset by increasing employment participation rates, but India’s younger profile is one reason to believe it will start to close the income gap by the second quarter of the century.

China has increased its urban population share from 21 percent in 1981 to 43 percent in 2005 (Cooper 2006), with absolute declines in the rural popula-

---

10. A billion is 1,000 millions.
11. For comparability we use United Nations population projections rather than local ones.
tion. Moreover, much rural employment is nonagricultural. Nonetheless, agriculture still accounts for approximately 45 percent of employment and industry accounts for 22 percent, so despite the importance of sectoral reallocation in China’s past growth, we still see it as a potent force for the future. This is especially so given that agriculture accounts for a far lower share of GDP (13 percent) than of employment. Urbanization was much slower in India—from 23 percent to 28 percent over 1981–2001—with the number of rural residents increasing by more than 200 million. Agriculture provided 59 percent of employment in 2000 and industry provided only 16 percent. Again there is plenty of scope (and need) for future reallocation in India.

Given its size and its importance in poverty alleviation (see below) agriculture will remain an important sector in both Giants, even though the main drivers of growth will be elsewhere. In China, yields already are quite high and agricultural land is under pressure from urban and road expansion, so future growth will depend significantly on new crops and increased marketization. In India, the need for growth is greater but so is the scope. Indian yields are generally low, even by developing-country standards, and agriculture is hamstrung by poor infrastructure and excessive regulation (FAO 2006). Recent growth has been respectable in the sector, and achieving our projected growth rates (let alone those foreseen in official Indian plans) will require at least as much in the future.

Both China and India have made significant advances in basic education in the last two decades. In 2000, adult literacy was 84 percent in China and 57 percent in India, and youth (ages 15–24) literacy rates were 98 percent and 73 percent, respectively. Moreover, both countries are accumulating human capital rapidly, with secondary school enrollment rates of 50 percent and 39 percent, respectively, in 1998 (UNDP 2002, pp. 183–84). By 2005, India was producing 2.5 million new university-level graduates per year, 10 percent of whom were in engineering (Cooper 2006); China produced 3.4 million graduates, including 151,000 with postgraduate degrees (Chinese Statistical Abstract 2005, pp. 175–76). By 2004, approximately one-fifth of the relevant age cohort in China was entering tertiary education (Cooper 2006), although, as noted above, the cohort itself is already beginning to decline.

The prodigious growth in the number of graduates in China and India presages a significant increase in the Giants’ shares of world skills and, hence, changes in their comparative advantages. The McKinsey Global Institute (2005) has suggested, however, that only about 10 percent of Chinese and Indian graduates currently would meet the standards expected by major U.S. com-
panies; and, although undoubtedly this will change over time, at present one should not think of most of these graduates as very highly skilled workers.\footnote{In the long run, the apparent economies of agglomeration for very highly skilled workers suggest that China or India could become poles of attraction for science and engineering. Such a situation could transform countries’ relative standings dramatically.}

Turning to physical capital, the GDP-weighted average rates of gross capital accumulation were 42 percent and 24 percent for China and India, respectively, over 1990–2003. China’s higher rate partly reflects its more capital-intensive structure and investment in infrastructure (including housing), and helps explain its faster growth (Srinivasan 2006). It was largely financed by China’s prodigious domestic savings rate, and explains perhaps half of its growth rate. Total factor productivity (TFP), on the other hand, has increased at a respectable but not spectacular 2.5 percent annually in both China and India since 1995, although the recent revisions to the GDP data will increase the former’s estimate. Much of the recorded TFP growth presumably reflects the reallocation of labor from agriculture and the state sector to market activities.

A natural question about any growth projection is, what are its margins of error? Overall, we believe that the estimates reported in table 1.1 are conservative and reasonably robust, but some commentators argue that there are serious vulnerabilities arising from the environment, income distribution, and governance, among other things. Hence, after analyzing the possible consequences of our central view, we return to consider these vulnerabilities. In the remainder of this introduction, we will contextualize and summarize the chapters in the rest of the book.

**International Trade**

China’s and India’s growth affect other countries through a variety of channels, but international trade is arguably the strongest and most direct. In chapter 2, the authors consider improvements in the Giants’ industrial capabilities, and the authors of chapter 3 present a model of world trade into which we fit their growth.

**Trade Expansion**

China’s trade expansion since 1978 has been legendary; and, since the early 1990s, India also has taken off. At 5.7 percent for exports and 4.8 percent for...
imports, China’s share of world goods and services trade exceed its GDP share (see table 1.3). This is extraordinary for such a large economy, although in part it reflects China’s integration into Asian production chains. Through this integration, perhaps as much as a third of the recorded value of exports (measured gross) comes from imported inputs rather than from local value added, which is what GDP measures.13 With annual growth at 15.1 percent over 1995–2004, China provided almost 9 percent of the increase in world exports of goods and services (second only to the United States), and 8 percent of the increase in imports (also second to the United States).

Within these aggregates, China is a significant importer and exporter of manufactures, with market shares of 6.2 percent and 7.7 percent, respectively, in 2004. Manufactured imports comprise mainly parts and components for assembly activities and capital equipment, whereas exports substantially are finished goods. One notable feature of China’s exporting has been technical upgrading. Devlin, Estevadeordal, and Rodríguez-Clare (2006) have shown how high-technology goods partly have displaced low-tech ones within the set of manufactured exports; Lall and Albaladejo (2004) forecast great competitive pressure from China at the lower end of the high-tech range (for example, autos, machinery, and electronics); and Freund and Ozden (2006) have found that China is displacing Central American exports mostly in sectors associated with relatively high-wage producing countries. Part of this upgrading reflects the import of more sophisticated components (see, for example, Branstetter and Lardy 2006), but part of it almost certainly arises from local improvements.

Even more striking is China’s growth in imports of primary products. Soybean consumption has increased 15 percent a year recently, and soy and palm oil consumption by 20 percent and 25 percent, respectively (Streifel 2006). All largely are imported. China is a huge importer of fuels and minerals, accounting for nearly 40 percent of world market growth since 1995. Part of the increase in materials imports is balanced by corresponding declines in the countries from which China has displaced manufacturing, but most of the increase represents a net rise in demand: millions of Chinese consumers are starting to buy consumer durables and other goods as they grow richer, and low Chinese export prices are stimulating consumption elsewhere in the world.

13. Moreover, as Bergsten et al. (2006) have shown, much of the recent increase in the U.S. trade deficit with China is offset by declines in deficits with its neighboring supplying countries. This finding is consistent with the gradual transfer of assembly from the region into China.
### Table 1.3 Trade in Goods and Services for Six Large Economies

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>5.7</td>
<td>8.9</td>
<td>7.8</td>
<td>15.4</td>
<td>4.8</td>
<td>7.8</td>
<td>6.6</td>
</tr>
<tr>
<td>India</td>
<td>1.2</td>
<td>1.8</td>
<td>7.5</td>
<td>2.7</td>
<td>1.1</td>
<td>1.8</td>
<td>6.3</td>
</tr>
<tr>
<td>United States</td>
<td>11.2a</td>
<td>10.7</td>
<td>3.4</td>
<td>9.9</td>
<td>16.5</td>
<td>24.1</td>
<td>3.5</td>
</tr>
<tr>
<td>Japan</td>
<td>5.4a</td>
<td>-3.7</td>
<td>4.2</td>
<td>6.3</td>
<td>4.7</td>
<td>-0.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Germany</td>
<td>9.1</td>
<td>7.7</td>
<td>1.8</td>
<td>3.8</td>
<td>8.2</td>
<td>3.6</td>
<td>2.0</td>
</tr>
<tr>
<td>Brazil</td>
<td>1.0</td>
<td>0.5</td>
<td>1.7</td>
<td>0.4</td>
<td>0.7</td>
<td>0.3</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Source: World Development Indicators.

Note: Average contribution to growth for the period 2005–20 was calculated using projected average export growth rates.

The data on the total consumption of various primary products presented in table 1.4 reinforce the importance of China and India in world commodity markets. In metals and coal, China always is ranked first, with shares of 15 to 33 percent of world consumption, and the United States is ranked second or third; in other energies, the United States is first and China is second or third. The Giants also are important consumers of agricultural commodities, and here India figures prominently, leading the world in consumption of sugar and tea.

Increasing commodity demand from the Giants obviously supports prices, other things being equal, but prices also depend on supply. Most analysts hold that, in recent years, Chinese demand has increased most metals prices be-

<table>
<thead>
<tr>
<th>Commodity</th>
<th>China</th>
<th>India</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Agriculture 2003</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>15.2</td>
<td>13.5</td>
<td>5.4</td>
</tr>
<tr>
<td>Rice</td>
<td>29.7</td>
<td>21.4</td>
<td>1.0</td>
</tr>
<tr>
<td>Maize</td>
<td>17.0</td>
<td>2.2</td>
<td>32.5</td>
</tr>
<tr>
<td>Soybeans</td>
<td>19.2</td>
<td>3.7</td>
<td>24.0</td>
</tr>
<tr>
<td>Soy oil</td>
<td>24.4</td>
<td>6.4</td>
<td>25.7</td>
</tr>
<tr>
<td>Palm oil</td>
<td>15.8</td>
<td>15.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Sugar</td>
<td>6.6</td>
<td>15.2</td>
<td>12.5</td>
</tr>
<tr>
<td>Tea</td>
<td>14.4</td>
<td>17.5</td>
<td>3.8</td>
</tr>
<tr>
<td>Coffee</td>
<td>0.4</td>
<td>0.8</td>
<td>16.8</td>
</tr>
<tr>
<td>Cotton</td>
<td>31.2</td>
<td>12.8</td>
<td>6.9</td>
</tr>
<tr>
<td>Rubber</td>
<td>23.5</td>
<td>8.4</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>Metals 2005</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aluminum</td>
<td>22.5</td>
<td>3.0</td>
<td>19.4</td>
</tr>
<tr>
<td>Copper</td>
<td>21.6</td>
<td>2.3</td>
<td>13.8</td>
</tr>
<tr>
<td>Lead</td>
<td>25.7</td>
<td>1.3</td>
<td>19.4</td>
</tr>
<tr>
<td>Nickel</td>
<td>15.2</td>
<td>0.9</td>
<td>9.5</td>
</tr>
<tr>
<td>Tin</td>
<td>33.3</td>
<td>2.2</td>
<td>12.1</td>
</tr>
<tr>
<td>Zinc</td>
<td>28.6</td>
<td>3.1</td>
<td>9.0</td>
</tr>
<tr>
<td>Iron ore</td>
<td>29.0</td>
<td>4.8</td>
<td>4.7</td>
</tr>
<tr>
<td>Steel production</td>
<td>31.5</td>
<td>3.5</td>
<td>8.5</td>
</tr>
<tr>
<td><strong>Energy 2003</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coal</td>
<td>32.9</td>
<td>7.1</td>
<td>20.6</td>
</tr>
<tr>
<td>Oil</td>
<td>7.4</td>
<td>3.4</td>
<td>25.3</td>
</tr>
<tr>
<td>Energy (total)</td>
<td>12.6</td>
<td>3.6</td>
<td>23.4</td>
</tr>
<tr>
<td>Electricity generation</td>
<td>11.4</td>
<td>3.8</td>
<td>24.3</td>
</tr>
</tbody>
</table>

*Source: Streifel 2006.*
cause supply growth has not kept up with demand. The exception that (loosely speaking) proves the rule is aluminum, for which China is a net exporter and produces about 25 percent of the world total. Compared with price increases of 379 percent for copper from January 2002 to June 2006, aluminum prices have increased modestly—up only 80 percent (Streifel 2006).

India’s trade in goods has not been remarkable to date, but it is starting to increase as barriers come down. The country accounted for about 2 percent in the growth of world exports and imports over the period 1995–2004. It will be significant for the evolution of prices, as the Giants’ trade expands over the next few years, that the commodity compositions of India’s and China’s exports differ substantially. India’s largest single export is gemstones (one-eighth of visible exports in 2004), but manufacturing is the largest export category and is now starting to grow strongly. The most dynamic export sector in India is information technology (IT)-enabled services for global companies, including call centers and software application, design, and maintenance. Such activities require qualified English-speaking labor, and India has an abundant, low-cost supply. The principal users of these services are U.S.-based global companies, but offshore software development contracts from Japan and Korea are expected to grow (Fujita and Hamaguchi 2006). Despite their dynamism, India’s overall exports of commercial services ($40 billion in 2004) are less than those of China ($62 billion), although $17 billion of India’s were in communications and software (arguably the high end of the sector), compared with China’s $3.6 billion in software. However, both countries still have relatively small world shares (1.8 percent and 2.8 percent of world services exports, respectively).

Services account for only 41 percent of GDP in China (even after the recent revaluation), compared with approximately 52 percent in lower-middle-income countries, and this leaves plenty of room for growth if Chinese service providers start to master global service technology in the same way they have mastered manufacturing. In India, the service share of 51 percent is somewhat above the norm for low-income countries, and there is a dynamic export sector—business and IT services. The IT sector accounts for only 6 percent of service turnover, however, and employs perhaps 3 million people. Moreover, it tends to be focused at the low to middle end of the business (Commander et

14. Increases in some soft commodity prices also have been high (for example, rubber), but other factors appear to underlie this as well as China’s growth (Streifel 2006).
Thus, services trade alone does not look likely to transform Indian economic performance.

**Industrial Geography: The Evolution of Comparative Advantage**

The key question going forward is how China’s and India’s international trade is likely to develop. Before getting to specific numbers, it is worthwhile to consider some qualitative trends in industrial and service capabilities: both India and China have demonstrated the ability to upgrade their performance in specific sectors, and this is the subject matter of chapter 2. As just noted, although services exports will be important for India, we do not see them presaging a completely new development model; and China’s appetite for primary imports seems bound to continue growing. Hence, the future pattern of manufacturing production and exports is likely to be central to development in both countries.

The principal drivers in the Giants are large domestic middle-class markets (currently about $1 trillion per year in China and $250 billion annually in India), and large supplies of labor supplemented, at least in China, by improving industrial capability stimulated by domestic and foreign investment. The first driver creates a base for industries with large economies of scale, and the second will tend to keep wages down and help maintain labor-intensive industries. These features combine to favor certain mid-tech and high-tech sectors, such as autos, electronics, and domestic appliances—and, in the future, pharmaceuticals and engineering. Chapter 2 documents the rapid recent advances in technology and organization, and the strong future prospects of these sectors.

In China, the continuation of low-skilled, labor-intensive manufacturing seems feasible, but not in the traditional manufacturing centers along the eastern seaboard where production costs are rising. Some adjustment undoubtedly will prompt less-skilled sectors to relocate abroad, including to India, but it also is likely that some will move to inland centers where the large agricultural reserve of labor could be trained and mobilized for industrial work. The increases in outputs and incomes following this movement inland would be part of the payoff for recent huge investments in infrastructure.

Higher education also is booming in China, with a large share of its graduates in science and engineering and, of course, many skilled Chinese citizens who live abroad and could return. A concentration of the best Chinese brains could make China a major force in some sophisticated sectors, but the demand for skills in public service, general management, and education could
constrain the emergence of such technological or innovative leadership for
some time in many sectors. One consequence of this is that China will con-
tinue to import sophisticated goods, including capital goods, from abroad.

China currently sits at the center of production networks spanning South-
east and East Asia. The policy of offering duty-free access to imports of com-
ponents for exports while protecting the local producers of both intermediate
and final goods for the domestic market undoubtedly encouraged Chinese
openness. This policy is beginning to unwind as protection levels fall and the
domestic market grows, making it more attractive to bring components man-
ufacture closer to assembly and to the market. Thus, the biggest uncertainty
probably faces the suppliers of intermediates to Chinese industry, mainly in
East and Southeast Asia.

India is smaller and poorer than China (with a gross national income per
capita of approximately $3,000 PPP to China’s $5,000 PPP) and, as argued
above, India has not yet proved to be a major force in international manufac-
turing. So far, India has had export success in textiles and clothing, and, given
its abundance of unskilled labor, it seems almost bound to continue to sustain
a competitive edge in these industries. It is also a growing player in pharma-
ceuticals, building on its base of seasoned corporations, its ample supplies of
graduates, and its potentially large home market. For the same reasons, India
also is acquiring a reputation in some specialized engineering and services sec-
tors. Other major industries show potential for expansion—steel, white goods,
electronics—but probably mainly for the home market over our time horizon.
Thus, although one may anticipate robust growth in Indian manufacturing
over the next decade, there does not appear to be a strong likelihood of “dis-
ruptive” exporting occurring.

Despite this catalog of potential successes, China and India cannot have
comparative advantage in everything. What, therefore, does all of this mean
for other countries? To answer this question we need an approach that is
grounded more firmly in the adding-up constraints of the Giants’ and world
economies.

**General Equilibrium**

In chapter 3, the authors consider the Giants’ growth and capabilities and ask
how they affect world trade. A number of approaches to answering this ques-
tion are possible. Some scholars focus mainly on the bilateral trade links—for
example, DfID (2005) and Jenkins and Edwards (2006). These links represent
the most direct links between any two countries, but strong spillovers are likely between countries if they compete in the same third markets, even if there is no direct bilateral trade between them. Moreover, as Chinese demand grows, supply constraints will determine countries’ exports to China more than their current shares of Chinese imports do.

Most studies consider global markets and compare the trade patterns of China and the studies’ target countries. They argue that countries with export patterns similar to China’s are likely to suffer losses as China grows, whereas those whose exports match China’s imports are likely to receive a boost (see, for example, Lall and Weiss 2004; Goldstein et al. 2006; and Stevens and Kennan 2006). This also is informative for it recognizes that the principal mechanism connecting two countries’ goods markets is the world market, and that, over the medium term, the exact locations where countries sell are secondary to the overall supply and demand balance. This approach, however, ignores China’s main characteristic—its size. A flow accounting for, say, 1 percent of China’s exports would outweigh Thailand’s exports in that product even if it accounted for 5 percent of the latter’s total exports. Also, because it is based solely on international trade data, this approach misses the resource constraints on China’s future growth and their implications for relative prices, both of which will induce adjustments in initial patterns.

Our analysis of the trade consequences of the Giants’ growth addresses these problems by using a computable general equilibrium (CGE) model. CGE models impose an internal consistency on their conclusions that requires, among other things, that trade imbalances do not grow unchecked and that demand equals supply for each good and factor of production. When considering such huge shocks as the more than doubling of the Giants’ economies, this discipline is extremely important, although it comes at a cost, of course. The model has a simple constant returns-to-scale technology; productivity, labor force, and capital stock growth are all exogenous, and behavioral relationships are quite crude. Moreover, the modeling approach makes less use of detailed trade data than do the exercises discussed above, although a great deal of effort has gone into characterizing the trade links, the trade policy, the production structure, and the factor markets in 2001 (the model’s base year) and into estimating the behavioral parameters in the various markets.

Chapter 3 starts by “rolling the world economy” forward from its base of 2001 to 2005, incorporating the enlargement of the European Union, the final liberalizations mandated by the Uruguay Round, India’s recent liberalization, and Chinese accession to the World Trade Organization. It then postu-
lates a continuation to 2020 of India’s current tariff and trade reforms, and applies exogenously given estimates of the growth of productivity and factor supplies in all countries and regions. These estimates come from the World Bank “central projections” and thus imply the growth rates shown in table 1.1. In aggregate, they lead to yearly import growth rates of 6.6 percent and 6.3 percent for China and India, respectively, and to export growth rates of 7.8 percent and 7.5 percent, respectively (see table 1.3). These rates, in turn, imply that China will provide 15 percent and 11 percent of export and import growth, respectively, for 2005 to 2020, compared with the United States’ 10 percent and 15 percent and with India’s 2.7 percent and 2.2 percent. The excess of export over import growth rates does not indicate expanding trade surpluses for China and India because relative prices change. In fact, for technical reasons we assume that current account balances are frozen at 2001 levels as a percentage of GDP: +1.3 percent for China and +0.3 percent for India. As before, we reiterate that these growth rates are not predictions but are plausible magnitudes to identify orders of magnitude and provide a base for some thought experiments.

From this base, we next ask, what if India and China grew faster by 1.9 percentage points and 2.1 percentage points a year, respectively, as a result of faster productivity improvements (in all industries)?15 This simulation gives a direct indication of the effects of the Giants’ advance, and we analyze it both alone and with an added assumption that the productivity increase results in improvements in the range and quality of China’s and India’s export products. These improvements increase the productivity (or value) of Chinese and Indian goods for their users (or consumers), which in turn generates a real income gain for them. There are three broad effects on other countries: their exports face fiercer competition because the Giants’ costs fall; their imports from the Giants become cheaper; and they benefit from aggregate demand increases, both in the Giants and from the (universal) increase in real income resulting from efficiency improvement. The balance of these forces varies from country to country, but because most countries import significant amounts from the Giants and all get a share of the increase in demand, most countries gain overall. In the simulation with growth alone, the exceptions are some Southeast Asian countries, the rest of South Asia, and Europe, which are projected to be net losers (see table 3.7, chapter 3). When we add

15. Average TFP growth increases from 1.9 percent annually in the base to 3.8 percent for India, and from 2.5 percent to 4.6 percent for China.
in the quality improvements, the Philippines’ losses increase (because of their dependence on electronics in which they compete so directly with China), but every other country gains, although not by enough for Singapore and the rest of South Asia to become net gainers overall. For them, the effects of increased competition predominate.

Even for net gainers, however, not all is rosy in this particular garden. The Giants achieve major gains in their market shares in manufacturing, so most other countries experience declines in manufacturing output relative to base, especially in clothing and electronics, which are most sensitive to competition. Thus, even if the Giants’ success is generally good news for other countries as a whole, there are adjustment pressures within those countries.

These results suggest that an important concern for other countries will be the extent to which the Giants, especially China, move up market into their “product space”—in terms of both products and quality within them—and this view is reinforced by simulations that restrict technical progress to the sectors identified in chapter 2 as gaining competitiveness. In these cases, world trade increases strongly because China and India receive a boost in their current exporting sectors; other countries adjust their output patterns to accommodate these shocks, often halving output in machinery and electronics and nearly doubling it in clothing, leather, and wood (again, relative to the base). As Freund and Ozden (2006) concluded for Central America, manufacturers’ fears about Chinese and Indian competition often are well founded. However, only a general equilibrium analysis such as ours can show that the offsetting benefits from cheaper imports and stronger world growth are generally larger.

Modeling exercises are parables, not predictions. One should not take the precise numbers literally, and within each of our aggregates (say, electronics) there will be a wide range of effects across different products. The results do show, however, that the consequences of the Giants’ rise could be large in particular sectors, but that suitable adjustments to the new circumstances could enable most countries to win.

**International Financial Integration**

China and India are actual or potential giants in international trade, but their positions in international finance are currently more mixed. As the authors of chapter 4 show (figure 4.3), China is the seventh-largest holder of foreign direct investment (FDI) liabilities (with 4.1 percent of the world total), and
China and India, respectively, are the first- and fifth-largest holders of reserve assets. Beyond these dimensions, however, they are minor players in the international financial system.

One major question about China’s and India’s financial flows is whether they might absorb FDI that otherwise would go to other countries. We have argued above that the Giants’ growth will change patterns of comparative advantage and competitiveness, and hence change investment opportunities—and thus FDI. Some consequences may be negative for some partners (for example, a parts factory moving from Malaysia to China), but some could be positive (investing in commodity extraction or a processing plant to meet expanding Chinese or Indian demand). This type of effect is implicit in the trade discussion above.

But this is not the way in which the issue usually is articulated: the popular concern is that investment opportunities in other countries go unfilled for lack of resources. Clearly, if world savings were fixed, new opportunities in the Giants would displace less good ones elsewhere; but, in the face of high returns, savings may increase and the Giants may have access to capital that would otherwise not go to others. Moreover, one needs to consider whether it is plausible that the Giants’ absorption of capital is large enough to squeeze other countries. The evidence on China so far suggests that such displacement has not occurred, and even though that country currently absorbs approximately 18 percent of world FDI inflows, as much as a third of that amount might be “round-tripping” (that is, it might be Chinese capital that is routed through Hong Kong [China] so as to reap the tax benefits of foreign investment), and perhaps another third comes from the diaspora and would not be invested elsewhere (Cooper 2006). As India becomes more attractive to FDI, we could expect significant inflows to bring its share of FDI liabilities (0.4 percent in 2004) toward its GDP share (1.7 percent), but the magnitudes are not huge over the next decade and, again, much seems likely to come from the diaspora.

China and India are also suppliers of FDI—small amounts at present, but potentially growing larger. The former has assets of approximately $45 billion and annual outflows of $5.5 billion (Broadman 2007), mostly in Asia (especially Hong Kong [China]) and Latin America. Africa also is starting to figure in the equation as China tries to consolidate its access to fuels and raw materials. FDI in developing countries sometimes is conjoined with official aid flows (Kaplinsky, McCormick, and Morris 2006). For India, the stock and flow are about $5 billion and $1 billion, respectively.
The notable feature of the Giants’ current international portfolios is their asymmetry: assets are mainly in low-yielding reserve assets (67 percent and 82 percent of the totals, respectively, for China and India), whereas their liabilities are in higher-yielding areas of FDI and portfolio investment. This differentiation reflects at least partly the restrictions on and limitations of their domestic financial systems, so that as financial liberalization proceeds, we would expect their portfolios to become similar and both to become larger investors in nonreserve assets abroad. On the basis of other countries’ experiences and on the pressures to move to a more consumption-based model of growth, we also expect that China’s present large current account surplus will fall (although there is no professional consensus on this). Hence, overall, the Giants’ reserve accumulation seems most likely to fall in absolute terms. The effects of these changes on other countries will depend on their net financial transactions. Recipients of the new FDI will benefit, whereas those countries that depend on international borrowing will suffer because the declining demand for reserves is likely to raise interest rates somewhat.

Finally, we argue that two additional fears sometimes raised about the Giants’ financial integration are exaggerated. First, although the Giants’ financial integration introduces risks that would be absent if they remained autarchic (via, for example, their banking risks or contagion to suppliers if demand were suddenly to fall because protectionism cut their exports), these risks do not seem to be of different orders of magnitude from those in the normal operation of international capital markets. The second fear is that Chinese and eventually Indian FDI, lending, and official development assistance could undermine multilateral efforts to achieve higher common standards in aid (for example, against tying aid) or in investment (for example, business responsibility conditions). Even if the Giants do not adopt current developed-country norms, this does not seem likely at present, given the smallness of the flows; however, as the Giants increase their outflows, it may become an issue of debate.

**Growth and the Environment**

Environmental issues play two roles in this narrative. First, growing concern about local environmental quality—especially water and air quality—or even absolute limits on carrying capacity could constrain growth. Second, the Giants are large enough to affect the global commons. Their emissions generate
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16. When risk is factored in, the imbalance in returns is reduced.
cross-border effects in terms of acid rain, for example, but most significant in the long run are greenhouse gas emissions. Furthermore, demand from the Giants may put increased pressure on world energy markets, although perhaps not to the extent popularly imagined. The author of chapter 5 addresses energy and emissions, but we begin here by briefly considering water.

Water is the most pressing environmental constraint in both of the Giants. In 2004, China’s naturally available water flow was 2,206 m³/person and India’s was 1,754 m³/person, compared with an average of 7,762 m³/person for developing countries and a world average of 8,549 m³/person (Shalizi 2006). Approximately 400 of 660 major Chinese cities currently face water shortages, a third of them severe (“China: Water Shortage” 2006); and water shortage in India has become a serious and recurring concern in many regions, including some major metropolitan areas. Briscoe (2005) has documented the poor state of water infrastructure and the unsustainable exploitation of groundwater sources, stimulated rather than contained by government actions, including the provision of free power.

In China, well over half the major lakes are severely polluted; only 38 percent of river water is drinkable; only 20 percent of the population has access to unpolluted drinking water; and almost a quarter of the people regularly drink water that is heavily polluted (“China: Water Shortage” 2006). Waste disposal is a serious source of water pollution, and the countryside suffers from the leaching of nitrates into groundwater. The problems are less pronounced in India (in part because urbanization and industrial development are lower), but, nevertheless, serious degradation in the quality of groundwater and river water has resulted from indiscriminate use of pesticides and chemical fertilizers and from salinity arising from overexploitation of groundwater. The deterioration is compounded by lack of proper effluent treatment for domestic waste water and industrial wastes (Government of India 2002; Briscoe 2005).

Continued rapid growth will exacerbate the water problems in each of the Giants, demanding resources, efficient utilization, and careful political management of the allocative process. This sector is arguably the most pressing of the environmental challenges.

Energy and emissions, on the other hand, present perhaps the largest policy challenge for the next century, and in chapter 5 the author considers the Giants’ roles in this challenge over the period to 2050. Despite considerable
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17. The longer horizon used here than elsewhere in this book is necessary because policy options can be assessed sensibly only relative to long-run outcomes and because adjustment paths are so long.
progress in recent decades, China still appears to be energy inefficient. Its energy use per unit of GDP at market prices and actual exchange rates is 3.5 times that of the United States. India’s is 2.7 times larger, and this factor has been increasing of late. Measured relative to GDP in PPP instead, China and India appear more efficient than the United States. However, given that most energy use is in tradable/marketed sectors and given the evidence of continuing inefficiency in industry (World Energy Council 1999), it still seems that the scope for and returns to economizing on the Giants’ energy use are potentially large. China and India currently contribute 17 percent and 5 percent of global carbon emissions, respectively, and could account jointly for half of those emissions by 2050. If they alone pursued reasonable efficiency strategies, total world emissions could fall by approximately 20 percent, and their joint share could decrease to below 40 percent. Locally, air pollution is estimated to have caused more than 400,000 excess deaths in China in 2003 and more than 100,000 in India in 2000, and these figures will increase if action is not taken.

China and India both have huge investment programs under way or planned, and we argue that they currently have a one-time opportunity to raise energy efficiency for the sake of both local and global objectives by adopting higher standards now. Doing so undoubtedly will add to their costs, but because the efficiencies will be engineered from the beginning and from a low base, costs may not increase very significantly. Much depends on very specific details—for instance, whether locations that produce or burn dirty coal would have the water available to undertake pre-use washing. Moreover, apart from some transitional frictions, our results suggest that a less carbon-intensive energy policy would not curtail the Giants’ growth seriously or place huge demands on global capital markets. The alternative of waiting until technology makes clean energy cheaper than at present may not be cost effective for the Giants (or for other major emitters of carbon) because delay has quasi-permanent effects on carbon dioxide accumulations.

Turning to global energy markets, the roles of China and India are less critical than often imagined. It is true that these countries have generated nearly half of the increase in oil use this century, but their shares of world oil consumption still were modest—7.4 percent and 3.4 percent, respectively, in 2003. Moreover, both through the recent past and in our forward-looking projections, the sensitivity of oil prices to the Giants’ demand is fairly low. The spike in oil prices during the first half of 2006 owes more to constraints in, and concerns about, supply than to excessive demand increases.
Environmental stresses, both local and global, clearly require serious attention as the Giants grow—although not necessarily in the same way in China and India. However, our analysis suggests that, although addressing them will impose costs, it need not curtail growth rates seriously. Similarly, although high energy prices could reduce world growth slightly, the feedback from the Giants’ growth onto energy prices and back to their growth will not be large enough to constrain them.

**Inequalities**

Another possible constraint on future growth could be rising income (and other related) inequalities and declining effectiveness in eradicating poverty. Both China and, to a lesser extent, India have coupled great success in reducing absolute poverty with increases in inequality. As the authors of chapter 6 argue, much of the latter is “good” inequality, reflecting a return to more direct incentives for effort, skills, investment, and entrepreneurship following periods in which the Giants’ governments strove to suppress them. But at some point, increasing inequality is counterproductive. Inequality of opportunity wastes talent and ultimately reduces growth because it cuts the level of investment in education and business (World Bank 2005c). It also can lead to political stresses that hinder the pursuit of efficiency-enhancing reforms and even may cause unrest and dissent. Thus, the policy challenge for the future is to try to achieve a balance between good and bad inequalities, to avoid the worst exclusions while maintaining incentives to accumulate and to take risks. The questions of interest for the rest of the world are whether this is achieved, and how.

Growth rarely is balanced, either sectorally or geographically, and neither of the Giants is an exception. In China, primary sector growth (mostly agriculture) appears to be the most pro-poor, but it has lagged behind other sectors over the last two decades. Similarly but not identically, rural areas have lagged behind urban areas. Policy to improve the rural economy via improvements in health, education, and infrastructure services seems likely to help those who are worst off, both by encouraging rural activity (agricultural or otherwise) and by facilitating migration to the cities. To the extent that the former route would increase agricultural output, it would reduce net food imports, although China’s already high yields and declining areas of cultivation will limit the extent of that reduction unless the shift is made strongly to non-
traditional cash crops. Migration, on the other hand, could stimulate increases in output in tradable secondary and tertiary sectors. Which route will dominate has implications for trade and the rest of the world. We certainly expect more migration, but the precise balance is impossible to forecast at present.

In India, land inequality is higher than in China, and so primary growth is less poverty alleviating than is growth in the tertiary sector. Nonetheless, the weight of rural poverty is so great that rural policies are necessary in the same areas as noted for China. The requirement is not for generic redistribution policies, however; rather, it is for targeted interventions that address identified restrictions on opportunities.

One concern is that targeting rural areas or the primary sector would reduce urban growth without boosting rural growth because the latter is already close to its maximum. The evidence in both China and India suggests that in the aggregate there has been no trade-off between growth in these pro-poor sectors or regions and overall growth; and, at the level of individual policies, we believe that careful analysis and design also can avoid the trade-off. Both of the Giants are seeking to address their growing inequalities, but success is far from easy. Constant evaluation is necessary to ensure that policies are effective and appropriate. One useful component will be to ensure that governance—capacity, accountability, and responsiveness—improves at local levels.

Growing inequality within the Giants attracts a good deal of attention both locally and globally—perhaps more than it deserves relative to other factors that determine growth and welfare. The challenges are real, and the ways in which they are resolved may influence trade patterns and hence other countries, but we do not expect addressing them to disrupt medium-term growth significantly.

Investment Climate and Governance

Current development theory gives governance a central role in accumulation and resource allocation, and hence in growth. Governance processes differ dramatically between China and India, but in neither country have either processes or outcomes corresponded to conventional views of optimality. Therefore, in chapter 7 the author asks whether governance problems could derail growth and whether the Giants refute the hypothesis that governance matters for growth. In both cases the answer is a qualified “no.”

Three factors help explain the Giants’ growth takeoffs in the face of only average governance indicators. First, in the 1980s and 1990s, policy prohibi-
tions on certain economic activities were relaxed and the Giants’ size as potential markets and labor forces was sufficient to encourage activity. Second, although only average globally, governance indicators as measured by security of property rights are significantly better in China and India than in other poor countries; consequently, when capital inflows were no longer discouraged or prohibited, investors looking for low-wage locations found China and India relatively attractive. Third, improvements in governance in the late 1970s (albeit only from poor to average levels) could have fostered growth from the late 1970s (China) or mid-1980s (India). Although no direct measures of governance are available for the 1970s, political events and policy decisions in both countries suggest the emergence of institutional and political constraints on opportunistic behavior.

The constraints on opportunism were achieved in quite different political settings in the two Giants. China navigated the challenges without open political contests through a series of internal Communist Party conventions and policy decisions. Particularly in the 1980s, policy decisions allowed cadres to reap rewards from investment (for example, by encouraging township and village enterprises [TVEs], giving localities the lion’s share of tax revenues, and granting them authority over land allocation decisions that were key to implementing the Household Responsibility System). At the same time, though, internal party institutions were developed that, consciously or unconsciously, aligned individual cadre incentives with those of the broader party. Significant investments in institutionalized cadre promotion and evaluation reassured cadres that the returns to the investments they oversaw (such as those in TVEs) would not be expropriated and that they would be rewarded for growth-promoting land management decisions. In the 1990s, increasing institutional checks and balances (also largely within the party and largely at the center) increased the security of foreign investors, and FDI replaced TVEs as a major driver of manufacturing growth.

Growth in India fell in the 1970s, not only with the abrupt and broad introduction of intrusive microeconomic regulations (ranging from licensing to the nationalization of banks) but also with the increasing centralization of power within the ruling party and within the formal institutions of government. Growth resumed when the erosion of major governance institutions that provided political checks and balances was reversed with the lifting of the Emergency of the 1970s, with elections that removed the Congress Party from office for the first time since independence, and with the restoration of such key institutional checks as the legislative review authority of the judici-
ary. These events also put a halt to, and very partially reversed, the introduction of counterproductive industrial policies.

Turning to the future, the governance challenges continue to differ. In India, the reform process moves at a stately pace, with vigorous debate but ultimately sufficient consensus and legitimacy to make reforms fairly robust. As political competition comes to rely less on (still important) clientelist promises and sectarian appeals, the political incentives to reform will increase.\(^\text{18}\) Even then, however, increasing concerns about equity and distribution will condition policy and will demand resources for rural infrastructure, education, and so on. The challenge of improving the investment climate—whether infrastructural or regulatory—will remain significant. The core governance problems in the investment climate—the threat of expropriatory activity and the arbitrary treatment of firms—will continue to dwindle, both in absolute terms and relative to the regulatory hurdles confronting entrepreneurial activity.

The future governance challenge in China is to maintain the intraparty institutions that link individual cadre interests to those of countrywide equitable growth. This appears to have become more difficult in the 1990s than it was in the 1980s, and it may become yet more difficult in the future. The Communist Party of China has formalized its practices and enhanced political checks and balances at the top of the party, it has allowed local elections, and it has increased the oversight activities of different intraparty legislative institutions. All of these changes have increased the security of larger investors (for example, foreign direct investors) who can appeal to the central government. However, local cadres still have enormous authority in their jurisdictions. This only matters because, as the party and citizens more broadly have begun to care more about issues of equity, social service provision, and such public goods as environmental quality, cadre incentives seem to be more strongly related to economic growth than ever before.

The 1990s’ fiscal reforms that largely reversed the generous 1980s’ fiscal policies of allowing China’s local governments to retain large tax shares have increased local governments’ incentives to maximize the revenue potential of local assets. Promotion criteria for cadres, though increasingly reflective of the central government’s desire to see better social service provision and better husbandry of the environment, still place a priority on economic growth. And the fast growth of the economy has driven up the value of the outside

18. Democracy has an intrinsic as well as an instrumental value, but that is not an issue we take up here.
options of cadres faster than the value of internal party rewards. All of these circumstances give cadres strong incentives to pursue economic growth at the expense of other social goals. For example, local officials have stronger incentives to reallocate assets under their control (such as farmland) to more highly valued uses at the expense of current beneficiaries. The rapid increase in inequality is a potential source of stress and, especially when associated with corruption or arbitrary official behavior, could reduce high levels of popular support for the government. This, in turn, makes it more expensive for the party leadership to maintain cadre loyalty with promises of future rewards.

While incomes expand rapidly, these stresses look manageable; but if growth were to falter or if there were an exogenous decline in government popularity, the political equilibrium could be disturbed. To be sure, China has weathered several economic shocks well, but Huang (2003) has argued that political crises have harmed the private sector in the past, and private investment is more important to growth now than previously. The objective prognosis is that China could continue to grow strongly, and on that basis continue to experience adequate and improving governance. Although we do not believe that governance failures will undermine growth, the weaknesses outlined in chapter 7 undoubtedly increase China’s vulnerability to negative shocks and so may induce some caution on the part of private investors.

**Dance Steps: Responses to the Rise of China and India**

The rise of China and India as major trading nations in manufacturing and services will affect world markets, systems, and commons substantially, and hence change the environment in which other countries make their economic decisions. The question that remains is, how should other countries respond to these new opportunities and challenges—how should they dance with the Giants? Part of the answer is generic. Any country will be better placed to take advantage of new markets and to weather competitive pressure if it creates a healthy investment climate and invests soundly in infrastructure and human resources. And, given the impossibility of predicting precisely in which subsectors threats and opportunities will arise, there will be a premium on flexibility—creating circumstances in which entrepreneurs are able to experiment, expand on success, and withdraw cleanly from failure.

Within this broad rubric, however, the answer varies with the income and the resources of the country concerned because these are what determine its
interaction with the world economy.\textsuperscript{19} For the lowest-income countries without natural resource wealth and with a limited endowment of human capital, the challenge is to develop manufacturing capacity in low-wage, labor-intensive industry that can compete with these industries in China today; this would position them to cut into China’s trade shares a decade from now as wages in China climb above the level needed to keep these industries competitive. China’s rising wages should be seen as an opportunity in these sectors for countries such as India, Indonesia, Vietnam, and possibly a number of the poorest countries in Africa (such as Ethiopia), just as the rise in wages in Korea, Taiwan (China), and Hong Kong (China) two decades ago was an opportunity for China. To compete, however, these low-income countries will have to enhance governance, improve their infrastructure, and remove the many bureaucratic obstacles that hamper efficiency and prevent achievement of the timing and quality standards required by purchasers in high-income countries.

Countries (whether low- or middle-income) with large natural resource exports are in a different position. Their real exchange rates will be driven upward by natural resource exports, which, in turn, will hinder their industrial sectors from competing with the manufactured exports of other low-income countries. One sees elements of this already in certain African countries. Incomes have risen with exports of raw materials and their prices, but at the expense of higher commodity price volatility; stagnant exports of low-tech, labor-intensive goods; and declines in the prices of those low-tech goods (Reisen, Goldstein, and Pinaud 2006).

Clearly, increases in income are desirable and efforts should be made to share their benefits widely within society. Steps also should be taken to insulate the public sector and aggregate demand from the worst volatility of commodity prices. To the extent that manufacturing jobs are sought, import-substituting industrialization is not the route to sustainable exports of manufactures. Rather, policies to encourage business in general are required—policies such as reducing transport and trading costs, easing access to finance, strengthening energy and IT infrastructure, and raising the quality of human resources. These countries generally will not be able to develop large manu-

\textsuperscript{19} Country- and region-specific analyses of impacts and policy options may be found in other World Bank studies of the effects of the growth of China and India: Broadman (2007) on Africa and World Bank (forthcoming) on Latin America.
facturing sectors, but some activity certainly will be feasible on the basis of local markets and niche exports.

The biggest challenges posed by China and, to a lesser degree, India are probably to the middle-income countries in Asia and Latin America. These are the countries into whose product space China in particular looks likely to expand; they are the members of production networks that may be threatened by China’s move into component manufacturing; and they are the recipients of FDI designed to create export platforms for the multinational corporations. Wages in these countries are typically much higher than in China and India (and are likely to remain so for at least the coming decade), although their education levels often are not much higher than where levels in China will be a decade from now.

For East Asian countries, exports already are being squeezed by competing Chinese exports in the global market, mostly in low- and medium-tech and resource-based products at present but prospectively also in higher-tech products. China currently emphasizes the final stage of production while importing raw materials and parts from its neighbors. Hence, although East Asian countries may face tougher competition in the final destinations, they may be able to gain by refocusing their efforts on supplying firms based in China. The current data suggest that those countries are maintaining their positions in skill-intensive components and that the trend for skill intensity is on the rise. Thus, preparedness would require a focus on human capital, facilities for high-tech production, and a welcoming attitude toward FDI, even from China.

Similar comparisons between China and Latin America suggest that, so far, the direct “threat” from China is muted. This situation may not persist, however, unless Latin Americans invest heavily in the skills and technological capability of firms. They might draw lessons from Korea or Taiwan (China), which are less likely to be hurt by Chinese and Indian competition because they are far enough ahead in technology and human resources—and are making sustained efforts to stay ahead. These lessons would emphasize technological capability, diversifying the product mix, and upgrading the quality of products and expertise in design. Successful emulation of these two models might suggest, among other things, more reliance on domestic businesses (especially large and dynamic ones) and homegrown technology rather than almost total reliance on FDI, at least in the export of manufactures.

The challenge for high-income countries (other than a handful of oil exporters) will be to adjust to the rise of China and India without excessive, politically motivated interventions in the economy. Over the next decade and a
half, Japan, North America, and Western Europe, for the most part, have lit-
tle to fear from Chinese and Indian competition in the high-technology and
high-skill sectors in manufacturing and services, especially where those sec-
tors rely on highly educated and experienced workforces, accumulated tacit
knowledge, and innovation supported by heavy investment in research and
development (Lardy 2004). Indeed, they have much to gain from specializa-
tion in these areas.

The high-income countries have not been competitive in the manufacture
of garments, shoes, and consumer electronics for a long time, and so they have
been strong gainers from the price reductions that the Giants have engen-
dered and will continue to engender. But one would not know this from the
political discussions in the United States and parts of Europe that import large
quantities of goods from China.20 The U.S. current account deficit, roughly
one-quarter of which is with China, largely is due to the lack of domestic sav-
ings and not to China’s barriers to imports (which, in fact, have come down
dramatically in recent years) or to an undervalued Chinese exchange rate
(which is a real but fairly recent problem).

We anticipate a decline in the growth rate of China’s exports—a decline
that will not be made up fully by India. This will ease some of the political
economy problems just alluded to. It also is likely to be accompanied by a
switch to lower reserve accumulation, which could raise global interest rates
somewhat. This will adversely affect some of the world’s richest countries,
which are among the biggest borrowers, and some of the poorest; and both
groups would do well to start adjusting their fiscal and external positions in
anticipation.

Finally, China and India contribute to, but are not the primary causes of,
increasing energy prices and carbon emissions. All countries should continue
to pursue their own energy-efficiency strategies both for domestic reasons
(such as balance of payments and local pollution) and for global ones.

---

20. Trade with India, in contrast, is not yet large enough to play a major role in these debates.
China’s meteoric climb as an exporter of manufactures since the mid-1990s, and India’s ability to claim a sizable fraction of the global market for tradable information technology (IT)-enabled services over the past six years have contributed to the changing pattern and the volume of global trade (table 2.1). By 2004, China’s share of the world’s manufacturing exports was 8.3 percent; that of India was 0.9 percent. The two countries’ shares of global imports were 6.3 percent and 0.8 percent, respectively. In commercial services, which include IT services, China’s share of exports and imports was 2.9 percent and 3.4 percent, respectively; that of India was 1.9 percent and 2.0 percent, respectively (tables 2.1 and 2.2).

China’s manufacturing sector accounts for more than 41 percent of gross domestic product (GDP), and in 2005 manufactured goods constituted 93 percent of exports or almost a quarter of the gross value of industrial output. Machinery and transport equipment accounted for 45.2 percent of total exports. These statistics reflect the large gains in manufacturing capability facilitated by heavy investment in plants and equipment embodying the latest technologies and the codification of knowledge on production processes.

The authors are greatly indebted to Jimena Luna and Wei Ha for their assistance with research and production; and to Richard Cooper, Masahisa Fujita, Nobuaki Hamaguchi, Greg Noble, and T. N. Srinivasan for insightful background papers.

1. India’s IT-enabled services are principally business processing services and activities associated with the writing, testing, and debugging of software.
Table 2.1 China’s and India’s Shares of World Exports

<table>
<thead>
<tr>
<th>World exports</th>
<th>1980</th>
<th>1990</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>China</td>
<td>India</td>
<td>China</td>
</tr>
<tr>
<td>I. Manufacturing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Iron and steel</td>
<td>0.3</td>
<td>0.1</td>
<td>1.2</td>
</tr>
<tr>
<td>2. Chemicals</td>
<td>0.8</td>
<td>0.3</td>
<td>1.3</td>
</tr>
<tr>
<td>2.1 Pharmaceuticals</td>
<td>—</td>
<td>—</td>
<td>1.6(^a)</td>
</tr>
<tr>
<td>3. Office machines and telecommunications equipment</td>
<td>0.1</td>
<td>—</td>
<td>1.0</td>
</tr>
<tr>
<td>4. Auto parts</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>5. Textiles</td>
<td>4.6</td>
<td>2.4</td>
<td>6.9</td>
</tr>
<tr>
<td>6. Clothing</td>
<td>4.0</td>
<td>1.7</td>
<td>8.9</td>
</tr>
<tr>
<td>I. Commercial services</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1. Transports</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2. Travel</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3. Other</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Source: Srinivasan 2006.

Note: — = not available.

\(^a\) Pertains to 2000.

\(^b\) Pertains to 2003.

Table 2.2 China’s and India’s Shares of World Imports

<table>
<thead>
<tr>
<th>World imports</th>
<th>1980</th>
<th>1990</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>China</td>
<td>India</td>
<td>China</td>
</tr>
<tr>
<td>I. Manufacturing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Iron and steel</td>
<td>2.7</td>
<td>1.0</td>
<td>2.5</td>
</tr>
<tr>
<td>2. Chemicals</td>
<td>2.0</td>
<td>—</td>
<td>2.2</td>
</tr>
<tr>
<td>2.1 Pharmaceuticals</td>
<td>—</td>
<td>—</td>
<td>0.9(^a)</td>
</tr>
<tr>
<td>3 Office machines and telecommunications equipment</td>
<td>0.6</td>
<td>0.2</td>
<td>1.3</td>
</tr>
<tr>
<td>4. Auto parts</td>
<td>0.6</td>
<td>0.0</td>
<td>0.6</td>
</tr>
<tr>
<td>5. Textiles</td>
<td>1.9</td>
<td>—</td>
<td>4.9</td>
</tr>
<tr>
<td>6. Clothing</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>I. Commercial services</td>
<td>—</td>
<td>—</td>
<td>2.5(^a)</td>
</tr>
<tr>
<td>1. Transports</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2. Travel</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3. Other</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Source: Srinivasan 2006.

Note: — = not available.

\(^a\) Pertains to 2000.

\(^b\) Pertains to 2003.
Relative to China, India’s formal manufacturing sector accounts for a far smaller share of GDP—less than 16 percent. Investment in new industrial capacity and industrial growth since 1990 has been slower, and exports of manufactures are a fraction of China’s exports in absolute terms and are a smaller fraction of total exports. India undoubtedly has achieved competitiveness in a few manufacturing subsectors, and some of those are technologically quite advanced, but, on balance, manufacturing capability has lagged. As described later in this chapter, India’s breakthrough is in the export of certain business process services and software, the tradability of which has been enhanced greatly by advances in telecommunications and the advent of the Internet.2

These developments point to ongoing and impending shifts in worldwide industrial geography. In this chapter we explore the likelihood of a continuing concentration of major industrial activities in China and India and the implications for other economies if such concentration materializes.

The balance of this chapter is divided as follows: The next section describes the size of the domestic markets in China and India, especially for the relevant manufacturing products. The third section focuses on the overall strategy and patterns of development in the two Giants, and then we briefly examine the development of a few of the leading industrial subsectors in both countries. In our concluding observations, we report on longer-term implications for China, India, and their trading partners.

**Large Domestic Markets**

The evolving international competitiveness of Chinese industry—and eventually of Indian industry—will depend on a number of factors, including the expansion of domestic markets, infrastructure improvements, strengthening of the innovation system, and the dynamism of major firms. Businesses and the press regularly talk about the enormous size of both the Chinese and the Indian markets, given their huge populations. Large markets create a competitive advantage for any product that has substantial economies of scale, such as white goods or automobile assembly. Scale economies can be achieved without a large domestic market by relying from the start on exports, of course, but access to the domestic market and lower entry barriers can be significant advantages. So just how large are the Chinese and Indian markets?

---

2. Exports not only of software and services but also of goods have benefited (Clarke and Wallsten 2006).
For many industrial producers the size of their market is much smaller than the total GDP, however that is measured. Much of the purchasing power a family has is spent on food rather than on industrial products. Low-income families in both rural and urban areas do purchase manufactured products, such as garments and footwear, but they do not purchase automobiles and the more expensive consumer durables. It is precisely in the area of white and brown goods where economies of scale are important. Thus, the market for these latter household labor-saving and entertainment products is made up mainly of people in upper income groups who have high income elasticities of demand for such products and who live in urban areas in China and India or abroad. Data on the ownership of consumer durables and automobiles in China are presented in table 2.3 and for India in table 2.4.

How big is the income of these higher income groups or the “middle class” in China and India? One way to approach this question is to measure the cumulative income of the highest-income decile of the population and the share of that income spent on nonfood products. That calculation results in a market purchasing capacity of $550 billion for China and less than $150 billion for India. To this figure could be added the share of investment that goes to

---

3. For an industrial firm selling its products in the market, the purchasing power parity measure of GDP is irrelevant. A foreign firm in particular will want to know what its sales are worth in a convertible international currency, such as U.S. dollars. If a domestic firm is engaged in international trade as either a seller or buyer, it will want to know prices converted into its domestic currency using the official exchange rate. Thus, the relevant GDP concept in U.S. dollars is the one obtained by using the official exchange rate.

4. A billion is 1,000 millions.
purchase machinery and equipment and such key inputs as steel and cement. This would result in a market for industrial products of another $400 billion for China and $100–150 billion for India.

Thus, industrial producers in China face a potential market of nearly $1 trillion. Indian industrial producers face a potential market that is a quarter to a third of China’s size.

Two Rapidly Industrializing Economies

What are the implications of recent trends for the future international competitiveness of Chinese and Indian industry and services and the likely resulting industrial geography?

China Ascending

To begin with, China will remain primarily an exporter of manufactures over the next 10 to 15 years. Regarding imports, China is a major buyer of primary products, of sophisticated equipment, and of parts and components. China’s demand for new materials and energy (discussed in chapters 1 and 5) has increased its imports from the least developed countries (see figures 2.1 and 2.2). In 2002, China absorbed $3.5 billion in exports from those countries and was their third-ranked market (Yang 2006). The main question with respect to

<table>
<thead>
<tr>
<th>Asset</th>
<th>Total households</th>
<th>Urban households</th>
<th>Rural households</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radio, transistor</td>
<td>35.1</td>
<td>44.5</td>
<td>31.5</td>
</tr>
<tr>
<td>Television</td>
<td>31.6</td>
<td>64.3</td>
<td>18.9</td>
</tr>
<tr>
<td>Telephone</td>
<td>9.1</td>
<td>23.0</td>
<td>3.8</td>
</tr>
<tr>
<td>Transportation vehicles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bicycle</td>
<td>43.7</td>
<td>46.0</td>
<td>42.8</td>
</tr>
<tr>
<td>Scooter, motorcycle, moped</td>
<td>11.7</td>
<td>24.7</td>
<td>6.7</td>
</tr>
<tr>
<td>Car, jeep, van</td>
<td>2.5</td>
<td>5.6</td>
<td>1.3</td>
</tr>
<tr>
<td>None of the specified assets</td>
<td>34.5</td>
<td>19.0</td>
<td>40.5</td>
</tr>
</tbody>
</table>

primary goods imports is the pace at which China will become a major importer of food and related agricultural products. China’s grain output peaked in 1996 and 1998, and although it has fallen in absolute terms since that time, it was a net exporter of 19.9 million tons of grain in 2003 and only a small net importer of 5 million tons in 2004. Overall, however, China remained a net exporter of $9.7 billion of food and live animals as of the end of 2004.

China imports machinery, plant equipment, and components that have fueled its massive expansion of industrial capacity and served as conduits for technology transfer. The first two imports—that is, complex capital goods bought almost exclusively from the advanced countries—are likely to continue to flow into China over the foreseeable future because, given the importance of learning, tacit knowledge, and cumulative research, the country’s comparative advantage in these items will materialize only gradually. With regard to electronic components, currently the principal export of several East and Southeast Asian economies, the situation is less clear. Exports of such

**Figure 2.1 Product Structure of Exports**

components have risen steeply since 1995. China is one of the principal trading partners of the newly industrializing countries and its openness to trade is contributing to the interdependence of the East Asian region (Branstetter and Lardy 2006; Petri 2006; Yang 2006). More recently, however, elements of the supply chain are migrating to China as manufacturers of intermediates move closer to markets and final assemblers. This process, especially with regard to the auto industry, could fuel foreign direct investment (FDI) in China during the next decade.

On the export side, China is likely to remain competitive in labor-intensive products in 2010 or 2015, even as wages rise. In 2004, real wages were 2.11 times their level in 1989; and the rate of wage increase accelerated in 2004 and 2005, especially in the coastal regions—although productivity is rising as well. This trend is likely to be contained because China still has a

5. The figures cited refer to the change in the real average wage of all workers and staff so it includes both wage increases within various job categories and changes in the share of par
large surplus of 350 million agricultural workers, many of whose incomes are a small fraction of the wages earned by urban workers. To take full advantage of these underutilized workers and the lower cost of land, however, China will have to move the labor-intensive factories closer to its interior, as is being attempted now in the southwestern provinces through investment in the transport infrastructure (Chan and Gu 2006). Assuming this effort succeeds (and the process could take time), China’s dominant world position in the export of textiles, garments, shoes, and toys is not likely to change much in the coming years.

China is the second-largest market for, and the largest exporter of, electronics/information and communication technology products (Ma, Nguyen, and Xu 2006). The potential growth of these markets has attracted most of the leading multinational corporations (MNCs) producing electronics, autos, and consumer durables, as well as those in Taiwan (China) and the Republic of Korea. China’s three largest exporters in 2003 were subsidiaries of Taiwanese electronics firms, such as Foxconn (Hon Hai) and Quanta. Several auto assemblers and manufacturers of auto parts have shifted their regional headquarters to China and are planning to move some of their research and design facilities as well—for example, Toyota and Volkswagen.

A recent study of China’s trade by Roland-Holst and Weiss (2005) showed that the country is out-competing its neighbors in the Association of Southeast Asian Nations. The latter are losing shares in export markets although their exports continue to grow in absolute terms. Rodrik (2006b) similarly found that the growing sophistication of China poses a considerable challenge for other Southeast Asian countries.

With more than 5 million people graduating each year from senior secondary schools, the Chinese labor force is going to have a large number of people capable of taking on jobs well above the low-skilled, labor-intensive assembly operations associated with light manufactures.

China’s gross enrollment rate for higher education rose from 19 percent of the relevant age cohort in 2004 to 21 percent in 2005 (Min 2006; data from particular job categories in the wage bill. They are based on the Chinese official wage indexes for enterprises in the urban areas (see National Bureau of Statistics of China, China Statistical Yearbook 2005, p. 151).

6. The marginal return to labor in 2001 was 365 renminbi (RMB) in agriculture, whereas it was 11,884 RMB in urban industry, 4,672 RMB in rural nonfarm industry, and 2,009 RMB in urban services. These data point to large distortions in the labor market, especially between agriculture and urban industry (Tan 2004).
UNESCO Institute for Statistics, 2006). Currently, China is graduating 600,000 people in science and engineering mainly at the undergraduate level. Over the next decade, the total of such graduates could be more than 5 million (“Up to the Job?” 2006). The very top Chinese students in sciences and engineering (like those from India) are competitive with the best in the world and are beginning to make a mark through scientific publications and patenting (Chen and Kenney forthcoming). The increasing stock of scientists and engineers is enabling China to enter a limited number of higher technology areas (such as nanotechnology [see Zhou and Leydesdorff 2006]) at an earlier stage of development than would be the case in a smaller country. Significant numbers of graduating students can staff world-class research laboratories abroad and should enable China to enter other high-technology fields if these experienced researchers come back to China after years of studying abroad. The lure is rising research and development (R&D), which reached 1.4 percent of GDP in 2005 (compared with 1 percent in 2000), together with numerous incentives for returnees with service and technology skills (Yusuf and Nabeshima 2006a, 2006b; Yusuf, Wang, and Nabeshima 2005).

There remains a question about the quality of the graduates from many Chinese tertiary institutions. Based on surveys by McKinsey, that quality does not seem to be particularly high. Only 10 percent are considered sufficiently well trained to be hired by MNCs in China (“China’s Hi-Tech Success” 2005). These graduates (along with graduates in less technical fields) have to staff managerial and technical jobs in more than 200,000 industrial enterprises, a wide variety of service sector businesses, government agencies, and universities.

What Is India’s Model for Catching Up?

As noted above, relative to China, the Indian business environment has been less conducive to the growth of manufacturing and exports, and this is immediately apparent from the stark contrast in absolute numbers from the two countries as well as from the shares of manufacturing production and the volume of exports of manufactures (see figure 2.1). Hence, for a country of its size, India’s impact on the rest of the world has been modest—at least as measured by population. Among its exports of manufactures, only textiles has achieved a scale sufficient to impinge on the prospects of other Asian countries, producers elsewhere, and the market for raw cotton. IT-enabled services is the only other area in which Indian exports have established a substantial and growing presence. Because of the still relatively small size of its economy...
and its modest level of industrialization, India’s imports of raw materials, machinery, intermediate products, and consumer goods are fewer than those of Brazil, Mexico, and Korea (which were approximately comparable in size using constant dollars in 2004).

It is certainly true that India’s global footprint has expanded since the beginning of the century. Looking forward, its economy and trading relations will become more visible on the global stage, but even a doubling of GDP in 10 years will result in an economy that is less than two-thirds the size of the Chinese economy today, in nominal dollars. India’s future impact on the rest of the world needs to be taken seriously, however, because it has the labor resources, a growing base of human capital, the domestic market potential, and the nascent industrial strength to become an industrial powerhouse that is comparable to China today. Whether this actually materializes and India begins significantly influencing the fortunes of other countries and natural resource use, global externalities will depend on the country’s competitiveness and on the dimensions of a number of industrial subsectors. This outcome appears unlikely.

Were India to proceed along the growth path chalked by the dynamic and fast-growing East Asian economies, then manufacturing would lead the way. Given its factor supplies, India would need to expand its labor-intensive consumer industries rapidly while building the basic materials industries (such as petrochemicals and metallurgy) and the downstream engineering and transport industries. Moreover, although the domestic market is and would remain a major outlet for all these industries, rapid growth would likely rest on FDI in manufacturing industries and on success in export markets (as is the case in China). If India is to conform to the East Asian model, the share of manufacturing in GDP (currently less than 16 percent) would need to double possibly within 15 years. That would call for sector growth rates in the double-digit range, which also would help generate urgently needed jobs (“Risks Mount” 2006), and for export of a significant portion of the output produced.

A second and untried model would project growth on the basis of high and accelerating expansion of the services sector fueled by domestic and international demand. It certainly is plausible that key services subsectors could lead growth. Overall, services is by far the largest part of the Indian economy (50 percent); some parts have been expanding at a rapid clip and

7. The low level of FDI in Indian industry, relative to Chinese industry, has influenced the development of the manufacturing sector and growth of exports (Huang and Khanna 2005; Mukherji 2005; Swamy 2005).
there is much scope for increased investment and gains in productivity (Gordon and Gupta 2005).

These two models have different implications for global industrial geography and for India’s impact on the rest of the world. Which model is more likely rests again on the future industrial capability of key subsectors, their competitiveness, and demand for their products—domestic and foreign.

It is easier to tackle the second model. Around 1990, India’s services sector had a share in total GDP similar to that of other countries at an equivalent income level. Since then, it has risen at an above-average pace, and the share in 2005 was a bit above the norm for lower-income countries. Business services and software have spearheaded this growth, and Indian firms in those areas now rank among the largest in the world. IT services account for 6 percent of the services sector GDP as a whole, and in fiscal 2004/05 had revenues of $30 billion (“Now for the Hard Part” 2006). Exports reached $12 billion in fiscal 2003/04. Both turnover and exports have risen swiftly since 2000, averaging 30 percent and 31 percent a year, respectively. Employment too has climbed and is now a respectable 3 million, concentrated in five or six urban centers. In other words, the performance in the past five years is remarkable in the context of the Indian economy, but the IT sector is still fairly small, and the capability of the services sector as a whole does not extend much beyond software application development and maintenance and low-value-added processing services (financial, legal, medical, accounting, and others). Instead of computer architecture and operating systems design, the sector is dominated by call center services, professional services, document entry and transcription, and software maintenance activities. That this has been achieved in a short span of time points to the latent capability that could evolve rapidly if spurred by the activities of India’s homegrown firms such as TCS and Infosys and by MNCs that are expanding their presence in India. Intel’s largest chip design center is in Bangalore, and both IBM and Cisco Systems have opened major chip design facilities there. Advanced Micro Devices and Texas Instruments are planning to follow (Arora and Gambardella 2004; “Big Players in Chip Design” 2006; D’Costa 2006). It is also worth noting that India accounts for only 3 percent of world exports of business services.

Software and IT-enabled Services

The roots of the Indian software/business-processing services sector reach back to some decisions made many decades ago and to other developments in
the more recent past. In early 1950, the first Indian Institute of Technology (IIT), modeled on the Massachusetts Institute of Technology, was established at Kharagpur in West Bengal. Six other IITs were set up in selected cities across the country after the Indian Institute of Technology Act passed in 1956. The seven IITs, with a total enrollment in 2004 approaching 30,000 (17,000 undergraduate and 13,000 graduate students), have provided India with the nucleus of a world-class technological elite. These schools and other training institutions (such as the six Indian Institutes of Management and several Indian Institutes of Information Technologies in conjunction with the universities) have provisioned India’s labor markets with engineering, management, and IT-relevant skills.

India’s capacity to train accredited engineers rose from 60,000 in fiscal 1987/88 to 340,000 in 2003. For IT professionals, it rose from 25,800 to 250,000 over the same period (Arora and Gambardella 2004). In addition, the many graduates from the IITs who work abroad or previously have studied and worked abroad have contributed to the growth of the IT services industry in three substantive ways. First, the quality of their training and skills has created a positive reputation in North America, the United Kingdom, and beyond. Second, many former graduates, having acquired further education and experience abroad, have returned to India and are setting up their own businesses or working for local or multinational firms operating in India. In fact, 71 of 75 MNCs operating in Bangalore’s software park were headed by Indians who had lived overseas, and many of the smaller companies are owned by Indian entrepreneurs presently living in the United States. Third, the Indian diaspora of professional and business people has shown great initiative in creating opportunities for Indian firms and in funneling contracts to them. As a source of capital and of expertise and guidance on technologies, the Indian diaspora is second only to the efforts of Chinese citizens overseas. Much like their Chinese counterparts, expatriate Indians have become increasingly adept in playing the roles of intermediaries, venture capitalists, and angel investors with secure footholds in strategic clusters, such as Silicon Valley (California) and the Boston (Massachusetts) area (Saxenian 2006).

Indian firms were motivated to look overseas for business because the domestic market for their services was very limited in the 1980s and 1990s. The links forged with major U.S. companies that established subsidiaries in India led to a buildup of contract work for American firms. The work, usually done on-site by Indian professionals, focused on software enhancement and maintenance, the writing of code, engineering design, and other related
projects that harnessed specific plentiful and very-low-priced skills. The shortage of computer hardware in India, caused by steep duties and other import restrictions, also made on-site work at the facilities of American companies necessary.

The falling cost of telecommunications and the vistas opened by the Internet made it feasible to outsource a host of services: back-office services, all types of information processing, engineering, some kinds of retail, and medical services. Companies based in the United States have taken a lead in outsourcing services. Not many countries had India’s mix and volume of skills and English language capabilities. Moreover, Indian IT professionals and companies had the added advantage of long exposure and involvement with U.S. companies that took the lead in adopting IT, in reengineering corporate structures, and in outsourcing services. It was during this period that more Indian firms began to enter the field, and IT services clusters (for instance, in the software parks) began to take shape in Bangalore and other cities with a concentration of engineering talent (Arora and Athreye 2001). The growth of the industry, however, was spearheaded by a number of medium-size firms established much earlier. The first, Tata Consulting Services, was created in 1968; Wipro in 1980; Infosys in 1981; and Satyam in 1987. The leading firms now account for the lion’s share of turnover and exports (Khanna and Palepu 2004). Only one-fourth of the top 20 exporters are foreign multinationals. Thus, the past association dating back to the 1980s and reinforced by the presence of thousands of Indian professionals in the United States, gave Indian firms a flying start in the global marketplace, and it accounts for the heavy dependence on exports and on the U.S. market. The government helped by containing the rates for telecommunication services and modifying India’s stringent labor laws to give IT firms greater flexibility in hiring and laying off workers.

As the IT sector has expanded, one of the most serious constraints that has emerged is the shortage of needed technical and managerial skills, which goes

---

8. The Y2K threat and the euro conversion greatly expanded the demand for technicians to write code and debug software.
9. Only 3 percent of India’s retail business is conducted by large chain stores and in shopping centers (although such chains as Big Bazaar and Pantaloons and malls such as Phoenix-Mills are multiplying). By comparison, 20 percent of China’s retail business is conducted in such venues. (“Here Comes” 2005).
10. During the period 1999–2001, roughly half of the petitions for H1B visas (work authorization for skilled workers in the United States) were granted to Indians (Cooper 2006).
in tandem with high and disruptive labor turnover. Thus, India needs to invest heavily in skills and in technology, and firms will need to cultivate links with universities and research institutes if they are to sustain high growth rates. The quality of technical graduates in India also leaves much to be desired. Possibly 20 percent are world-class and, according to a recent survey, three-fifths are “lamentable” ("Now for the Hard Part" 2006; “Up to the Job?” 2006). Other middle-income countries also are looking to services to provide economic momentum and jobs—Brazil, the East European economies, Mexico, and the Russian Federation. China is producing more engineers and IT technicians than India; and ambitiously is expanding its IT-enabled services and software sectors, assisted by FDI from Indian IT firms (“Watch Out, India” 2006). India also can expect to encounter strong competition from Ireland, Israel, several European countries, and the United States as it pushes into the high-value end of IT, as it now is attempting—for instance, with digital signal processing software. Hence, projecting the likely future geographical distribution of business and IT services is no easy matter. It is beginning to seem, however, that other South and Southeast Asian economies and those from Eastern Europe and Latin America will have to struggle to find lucrative niches in an IT services market dominated by MNCs and Indian firms.

Other Services

India’s banking, finance, telecommunications, and hotel and restaurant services have grown at or near double-digit rates (Gordon and Gupta 2005). There is plenty of scope for developing India’s finance, telecom, commercial and retail, medical, moviemaking, and logistics services on the strength of buoyant domestic and overseas demand. Each of these industries also stands to benefit from advances in IT that will raise productivity and generate demand for the firms supplying the services. It is an open question, however, whether India is likely to emerge within the next decade as a significant exporter of any of these services. India’s economy is only a sixth as monetized as China’s economy. India holds 1 percent of the global financial assets, but less than one-half are in the form of bank deposits (Farrell and Key 2005). India’s banking and finance sector, although improving and apparently more dynam-

11. Only a small fraction of those employed by the IT industry have more than five years’ experience ("Now for the Hard Part" 2006; “Up to the Job?” 2006).
ic than China's, remains inefficient by international standards, and Indian institutions have not made any headway overseas.

Telecommunications also is a domestic industry, even though India has created a production base for hardware technologically attuned to the needs of lower-income countries. But unlike Chinese firms such as Huawei and ZTE, Indian companies have yet to venture abroad, to offer the kind of full-service packages (including financing) that Chinese firms now offer, and to invest significant sums equal to 8–10 percent of sales in R&D to stay abreast with the frontrunners in this rapidly advancing field (“Global Transformation” 2006).\textsuperscript{12}

Moviemaking is a thriving national industry, and India is the biggest producer of films in the world. This industry also caters to the large overseas Indian diaspora and has acquired a niche market in some of the Middle Eastern countries as well. But it has yet to broaden its appeal to consistently reach a global audience and compete with Hollywood or with producers in Greater China (China, Hong Kong [China], and Taiwan [China]) and Korea, despite the international acclaim enjoyed by a few movies (most notably \textit{Bend It Like Beckham}).

Very recently, Indian firms have begun supplying IT services for the international movie industry and producers of video games (for example, for cell phones)—a business that could grow in line with the demand for special effects and video content. With the exception of the business services processing and software industries, it is far from obvious that India is positioned to make a mark in the global market with its services industry, at least during the next 10 years.

\textbf{Prospects of Key Manufacturing Industry}

It is very likely that the impact of China and India on the geography of the world’s tradable services industry will be modest and not especially disruptive. The same cannot be said for manufacturing if India picks up speed. And so we come back to the conventional manufacturing sector-led model of development that underlies the development of China and other East Asian economies.

Whether Indian manufacturing can become the principal leading sector and whether India can join China as a leading industrial economy will depend largely on the medium-term performance of a number of manufacturing

\textsuperscript{12} Indian software firms’ average investment in R&D as a percent of sales in 2000 was 3.5 percent (Radhakrishnan 2006).
The pertinent subsectors are textiles and clothing, white goods, pharmaceuticals, autos and auto parts, steel, and electronics. Together, these subsectors account for close to a third of the merchandise exports of both India and China (see table 2.5), as well as for 48 percent of the sales of industrial products in China and 41 percent of industrial employment (see table 2.6).

13. Power shortages are a major concern for Indian firms. A survey of Indian manufacturing firms in 2003 revealed that 61 percent still rely on their own generators for electricity. In China the share is 27 percent. The same survey also found that firms in India faced an average of 17 significant power outages a month, far more frequent than in Malaysia (1 a month) or China (fewer than 5 a month). The loss from power outages in India was 9 percent of total output, compared with 2 percent in China (World Bank 2004a), and electricity costs twice as much as in China. Deficiencies in infrastructure provisions are costing India 3–4 percentage points in lost growth (“An Urgent Political and Moral Imperative” 2006).

### Table 2.5 Industry Exports as a Percentage of Total Exports, China and India

<table>
<thead>
<tr>
<th>Industry export</th>
<th>1995</th>
<th>2000</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>China</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmaceutical products</td>
<td>1.1</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Iron and steel</td>
<td>3.5</td>
<td>1.8</td>
<td>2.3</td>
</tr>
<tr>
<td>Electrical equipment</td>
<td>5.9</td>
<td>9.7</td>
<td>10.0</td>
</tr>
<tr>
<td>White goods</td>
<td>0.7</td>
<td>1.1</td>
<td>1.3</td>
</tr>
<tr>
<td>Road vehicles</td>
<td>1.8</td>
<td>2.6</td>
<td>2.8</td>
</tr>
<tr>
<td>Textiles</td>
<td>26.0</td>
<td>21.4</td>
<td>16.2</td>
</tr>
<tr>
<td><strong>India</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmaceutical products</td>
<td>2.3</td>
<td>2.8</td>
<td>2.9</td>
</tr>
<tr>
<td>Iron and steel</td>
<td>3.0</td>
<td>2.9</td>
<td>6.0</td>
</tr>
<tr>
<td>Electrical equipment</td>
<td>1.3</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>White goods</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Road vehicles</td>
<td>2.8</td>
<td>2.0</td>
<td>2.8</td>
</tr>
<tr>
<td>Textiles</td>
<td>27.0</td>
<td>27.2</td>
<td>17.4</td>
</tr>
</tbody>
</table>

**Source:** United Nations Commodity Trade Statistics database, accessed via the World Bank’s World Integrated Trade Solution (WITS) software.

**Note:** Textiles is defined as the combination of 26, 65, and 84 of Standard International Trade Classification (SITC), Rev. 3. White goods is defined as the combination of 7751, 7752, 7733, and 7758 of SITC, Rev. 3. Pharmaceutical products, iron and steel, electrical equipment, and road vehicles are defined, respectively, as 54, 67, 77, and 78 of SITC, Rev. 3.
Textiles and Clothing

Textiles and clothing account for 7 percent of world exports. China is the leading producer, followed by India. China’s advantage derives from its integration with the global production network through foreign investment and direct contacts with the retailers in Organisation for Economic Co-operation and Development countries. Wal-Mart, for example, purchased $18 billion worth of goods from China in 2004. In contrast, Indian firms have far less direct contact with the retailers (Whalley 2006).

In 1950, India was a leading exporter of cotton textiles, but thereafter it lost ground and the industry’s fortunes only began to reverse course when reforms were introduced in the early 1980s (Roy 2004). Now, India’s textiles and clothing sector is the second-largest employer, with 35 million workers responsible for 20 percent of industrial production (Ananthakrishnan and Jain-Chandra 2005). However, India’s textile industry still trails well behind that of China. In 2005, exports of textiles and garments amounted to $9.5 billion and $7.5 billion, respectively, versus China’s respective $77 billion and $40 billion. The average firm in India’s formal sector often has been constrained from fully exploiting scale economies and new technologies; little foreign capital has flowed into the sector; and because Indian firms are less well integrated into global production networks than are Chinese firms, they have benefited less from technology transfer. Hence, the productivity level of India’s textiles and clothing sector is only 35 percent that of the United States, whereas China’s is 55 percent (Ananthakrishnan and Jain-Chandra 2005). The overall productivity of India’s apparel industry is 16 percent that of producers in the United States (Padhi, Pauwels, and Taylor 2004).

As with several other Indian industries, the partial dismantling of domestic regulations and of the Multifiber Arrangement (MFA) have created openings that firms are rushing to exploit. Indian exports—some of which compete against exports from China—are rising and the two countries are moving to dominate the world market to an even greater extent than in the past. Both increased their market shares in the European Union, Japan, and the United States in 2005. China’s gains were larger because Chinese producers had invested in anticipation of the lifting of quotas and were better prepared and more competitive (“Air-conditioners Wilt” 2005; “India: China Eats” 2005; Yang 2006). As the backloaded MFA phaseout started in 1995, China was able to take advantage of the phased removal of quotas on various apparel categories, even though it was not yet a member of the World Trade Organization (WTO). India did not (Srinivasan 2003a, 2006).
<table>
<thead>
<tr>
<th>Sector</th>
<th>Enterprises</th>
<th>Industrial products</th>
<th>Employees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Percent of total</td>
<td>Sales revenue (billion yuan)</td>
</tr>
<tr>
<td>Manufacture of textiles</td>
<td>17,144</td>
<td>7.8</td>
<td>934.7</td>
</tr>
<tr>
<td>Manufacture of textile wearing apparel, footwear, and caps</td>
<td>10,901</td>
<td>5.0</td>
<td>388.0</td>
</tr>
<tr>
<td>Manufacture of raw chemical materials and chemical products</td>
<td>15,172</td>
<td>6.9</td>
<td>1,198.3</td>
</tr>
<tr>
<td>Manufacture of medicines</td>
<td>4,397</td>
<td>2.0</td>
<td>321.3</td>
</tr>
<tr>
<td>Smelting and pressing of ferrous metals</td>
<td>4,947</td>
<td>2.3</td>
<td>1,590.7</td>
</tr>
<tr>
<td>Manufacture of transport equipment</td>
<td>9,389</td>
<td>4.3</td>
<td>1,327.2</td>
</tr>
<tr>
<td>Manufacture of electrical machinery and equipment</td>
<td>11,760</td>
<td>5.4</td>
<td>1,005.6</td>
</tr>
<tr>
<td>Manufacture of communication equipment, computers, and</td>
<td>6,638</td>
<td>3.0</td>
<td>2,146.3</td>
</tr>
<tr>
<td>other electronic equipment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtotal of these selected sectors</td>
<td>80,348</td>
<td>36.7</td>
<td>8,912.1</td>
</tr>
<tr>
<td>National total</td>
<td>219,463</td>
<td>36.6</td>
<td>18,781.5</td>
</tr>
</tbody>
</table>


Note: Firms included in the tables are those with sales of 5 million yuan or more.
Even if there is a full liberalization, India may not soon be able to take advantage of the opportunities made available because Indian firms remain hampered by suboptimal scales of production, labor market rigidities, and other impediments to trade, particularly with respect to logistics (Schiff et al. 2006). The minimum delivery time from India to the United States is 24 days, compared with 18 days from Thailand, 15 days from China, 12 days from Hong Kong (China), and 3 days from Mexico. In addition, customs delays on imports eat up 10 days in India, compared with 7 days in Korea and Thailand (Ananthakrishnan and Jain-Chandra 2005).

Looking ahead, India—and China—very likely will remain among the most competitive producers of garments and textiles because of their elastic labor supplies, assuming that labor laws and shortages do not push up wages more rapidly than what has occurred over the previous decade. There is considerable latitude for raising productivity, quality, and design in the industry. Niche products surely will continue to offer opportunities for suppliers in other countries. But even against the high-value textiles and fashion garments produced by Italy, pressure from China and India will mount because of the levels of investment, the design and engineering skills being mobilized locally and from overseas sources (as the design industry is becoming globalized and design services can be outsourced), the increasing sophistication of domestic consumers, and the immense domestic markets. This is strikingly supported by China’s capacity to diversify its product offerings in textiles and enter new markets. Since 1990, at the 10-digit level the number of textile product varieties has risen from 6,602 to 12,698 (World Bank Office 2006).

White and Brown Goods

The market for white goods worldwide amounted to more than $100 billion in 2002. One-third of demand for large appliances was from the Asia Pacific region, of which half came from China, the fastest growing market (Nichols and Cam 2005). Seeing the opportunities, foreign firms are entering the Chinese market; and in durables, such as washing machines, their market share has increased.

14. Even large firms, such as Gokaldas, are unwilling to expand employment because it is difficult to lay off workers (“Now for the Hard Part” 2006).
15. For instance, knitwear from Bangladesh and carpets from Pakistan have held up well so far in the U.S. and European Union markets after the abolition of the MFA (Whalley 2006).
creased from 15 percent in 2000 to 25 percent in 2003 (Nichols and Cam 2005). General Electric and other such firms are planning to shift a third of their production capacity to Asia, with China the primary destination.

Similarly, the Indian market is expanding and domestic producers, such as Godrej and Videocom, and MNCs have created two large clusters to produce white goods in Noida (near Delhi) and Pune (near Mumbai), with help from government-provided incentives. The household ownership rate for refrigerators in India was just 15 percent in 2004 and it was low for other durables (“Japanese White Goods” 2006). Haier is attempting to enter the Indian market where Korean producers (such as market leader LG and Samsung) currently have a strong presence. In 2004, LG announced plans to make India its second-largest global production base after China (Nichols and Cam 2005). The company already accounts for more than a quarter of the market for air conditioners and color televisions, and more than a third of the market for washing machines, refrigerators, and microwaves (“Now for the Hard Part” 2006). Sanyo will start marketing white goods in India, using existing partnerships with local distributors for their TVs (“Sanyo Seeks India Boost” 2006). Sharp and Toshiba are planning to do the same (“Sharp India Chalking Out” 2006; “Toshiba Forays” 2006).

In the past, local production was the rule worldwide because of freight costs. Given that freight charges are typically quoted with reference to cubic capacity, it is relatively expensive to ship finished white goods over a long distance, especially larger goods (Nichols and Cam 2005), so the size and growth opportunities of the domestic market determined how the white goods industry developed. However, low wages and production costs coupled with the adoption of modern technology has enabled China to export refrigerators and wine coolers to the United States (Nichols and Cam 2005). Parallel to the increase in trade of finished goods, intraindustry trade has increased, reflecting the development of global production networks for white goods.16

Although demand is strong, especially from China and India, the unit price of white goods has been in decline, and firms are adopting a number of strategies to cut labor costs, to outsource, to strip production down to an assembly operation, and to bring in modern management techniques (especially total quality management) to reduce the number of defects (Nichols and Cam 2005). Others are trying to move up the technology ladder by offering

16. For instance, Maytag dishwashers assembled in the United States use motors made in China (by GE) and wire harnesses from Mexico (Nichols and Cam 2005).
more functions in each unit, better designs, integration with the whole kitchen as a system, and even Internet-enabled refrigerators (Nichols and Cam 2005).

**China**

In 1981, the urban penetration rate of refrigerators and washing machines per 100 families in China was only 0.2 and 6.0, respectively. The “big three” home appliances at that time were the bicycle, the wristwatch, and the sewing machine (Zhao, Nichols, and Cam 2005). In 20 years, the penetration rate of white goods in China increased dramatically to reach 87 refrigerators and 92 washing machines per 100 urban families in 2002. In some cities, such as Beijing, the penetration rate that year was 107.4 refrigerators and 102.8 washing machines per 100 families (Zhao, Nichols, and Cam 2005). Although the urban market is fast becoming saturated, white goods ownership among rural households is still low, with 13.6 refrigerators and 29.9 washing machines per 100 rural families (Zhao, Nichols, and Cam 2005).

In the early 1980s, most firms were small-scale state-owned or collectively owned enterprises. To meet the rising demand, these firms imported factories from Italy and Germany. By the mid-1990s, more than 100 lines were imported. With government encouragement during the 1990s, more successful enterprises started to acquire other companies, forming several large, well-known firms (such as Haier, Kelon, Meiling and Little Swan), reflecting the worldwide trend in consolidation (Zhao, Nichols, and Cam 2005). By 2002, the market share of the top five firms had risen to 60 percent in refrigerators and 68 percent in washing machines. The market for air conditioners also is becoming less crowded. Twenty-seven brands were withdrawn in 2001, leaving 69 by 2005. At the end of 2006, only 20 brands may be left (“Air-conditioners Wilt” 2005). These successful firms also are relying heavily on exports. For example, Galanz exports 65 percent of its microwave ovens and is becoming a major producer of air-conditioning units (Sull and Wang 2005; “An Alpha Delta” 2006). Changhong Electric also is expanding its production of air conditioners (“Telecoms and Technology” 2006). But many of the Chinese producers depend on foreign firms for such key items as compressors.

Haier, now the fourth-largest white goods manufacturer in the world, was the first Chinese manufacturing firm to invest abroad in 1999 (“Haier to Cre-
It is also the first Chinese firm to hire an international advertising agency to establish its brand (“Chinese Fridge Magnate” 2005), and now has dozens of factories scattered overseas.

**India**

India’s white goods industry is at an earlier stage of development, relative to China’s industry. Exports are insignificant and there is no Indian equivalent to China’s Haier prowling international markets. Protectionism, slow-growing demand from the middle class, little FDI until recently, subscale production, and inadequate supplies of electricity have combined to keep India out of the running. Demand from the middle class is picking up now, and the white goods industry has seen double-digit growth in recent years. The market size for white goods is about Rs. 80 billion ($1.76 billion).

MNCs are expanding their manufacturing capacity in India, but the country’s slow start means that producers based in India are unlikely to be exporting substantial quantities of finished products for some time. The export of components, however, is feasible. China has established a lead in white and brown goods, and it could be that it will extend its lead over India as MNCs transfer more technology and expand capacity through FDI in China.

**Pharmaceuticals**

Pharmaceuticals is one of India’s brightest prospects and is underpinned by strong entrepreneurship in the private sector; the abundance of skills in chemistry, biology, and chemical engineering; and the long-term mastering of complex process technologies made possible until recently by the absence of intellectual property protection for foreign pharmaceutical products under Indian law (Chaudhuri 2004). Here again China is a close match, although its corporate capability is weaker than India’s. India is the fourth-largest producer of pharmaceuticals by volume—the 13th in terms of value—and for several compelling reasons it is likely not only to retain this ranking over the next decade but also to expand its global market share (Grace 2005). China is the

17. This investment was in a factory in South Carolina (United States). Haier plans to expand the existing factory with additional investment amounting to $150 million. Furthermore, it plans to invest in an R&D facility in the United States (“Haier to Create” 2006).
second-largest producer of pharmaceutical ingredients and generic drugs in terms of value after the United States (with 5 percent of world output in 2004 valued at $54.4 billion) (“China: Pharmaceuticals Sector” 2005). Remarkably, Chinese firms have shown less initiative in this field than in others, although they exported $4 billion worth of products (including traditional medicines) in 2004 and are beginning to move into the neighboring fields of biotechnology and stem cell research (Fernandez and Underwood 2006).

In addition to graduating 15,000 chemists each year, India has the corporate muscle to invest in R&D and to test and market drugs. Firms such as Ranbaxy, Cipla, Dr. Reddy, Wockhardt, and Nicholas Piramal have the size and the experience to embark on substantial research activities involving drug discovery, a significant departure from their past practice of imitating drugs produced abroad and selling mainly in the market for generics.18 Indian companies currently account for $8 billion of the $48 billion global market for generic drugs (“Selling Generics” 2006). The presence of these homegrown firms and the many MNCs beginning to locate some of their research in India (such as Novartis and GlaxoSmithKline) is creating a dynamic environment. India’s huge size, numerous hospital facilities, and capacity to conduct drug trials involving large and heterogeneous populations are additional advantages over smaller countries like Singapore and Korea, which also are engaged in the development of new drugs and procedures. Developing a drug in India can cost as little as $100 million, compared with a cost of $1 billion or more in the United States. China shares these advantages with India and is beginning to exploit them (see Yusuf and Nabeshima 2006b).

Outside of the United States, India now has the largest number of manufacturing plants approved by the U.S. Food and Drug Administration, and with the newly strengthened intellectual property regime, that is a firm basis for future growth.19 Again, the competition is likely to be among the advanced countries, China and India, and possibly Brazil, with other countries certain to be squeezed by the presence of the big players in an industry where size matters greatly at several levels.

18. Until the revision of intellectual property rights in 2005, Indian firms were able to manufacture generic versions of medicines developed in other countries without waiting for those drugs’ patents to expire.

19. It is surprising, however, that a survey by Bain and Company in 2006 found that pharmaceutical executives felt China was the more attractive site for low-cost manufacturing of drugs (“China Looms Large” 2006).
**Autos and Parts**

Traditionally, automobile firms have tended to prefer local assembly to exporting because of the bulkiness of the finished cars and the need to comply with local regulations that often differ substantially among countries. This is not to say that trade in the automobile sector is insignificant. On the contrary, it is growing at double-digit rates, especially trade of more sophisticated and expensive parts.

In 2004, the Chinese share of automotive products exports was a mere 0.7 percent, and that of India was 0.2 percent (Noble 2006). The Indian production of automobiles (in 2004/05, close to $9 billion) could climb to approximately $40 billion in 2015, with $20–25 billion of that total exported. Production of automobiles in China was $60 billion in 2003. By 2015, China’s export of automobiles could be as much as $120 billion (Noble 2006). India seems to have a comparative advantage in exporting small cars.20 The recent entry of Chinese producers such as Chery and Geely could change the picture, however, as could the strategies of MNCs to use China as a base for producing and exporting small cars, including hybrids (Ma, Ngyuen, and Xu 2006).21 China and India are modernizing their auto industries through joint ventures with foreign firms. Virtually all the major international auto manufacturers have set up facilities in China and some (for example, Honda, Hyundai, and Toyota) are entering India (“Honda to Invest” 2006). The Indian government partnered with Suzuki in the early 1980s to form a joint venture, Maruti Udyog, and began delicensing the auto components industry (Gokarn and Vaidya 2004).22 In 1993 India ended the licensing of foreign automobile ventures, and in 2001 it lifted almost all the restrictions on FDI in the automobile industry. Tariffs have remained high, however, at 100 percent on vehicles and 35 percent on their parts. In contrast, tariffs in China declined to 25 percent on vehicles and 10 percent on parts after its accession to the WTO (Noble 2006).

FDI from multinational corporations is spurring the emergence of parts manufacturers in China (some of them foreign affiliates) (Noble 2006; Rawes-

---

20. Just seven years after it started production, Tata Motors was making net pretax profits of 10 percent and was the largest group in the Tata business empire (“Today India” 2005).

21. In 2004, 15 percent of the production was exported (Balakrishnan et al. 2006). China was a net exporter of vehicles in 2005, to about 10,000 (“Figures Show China” 2006). Most of the exports were minivans sent mainly to the Middle East, but this is likely to change with increasing exports of sedans.

22. The earliest entry was by General Motors, assembling Chevrolets in India in 1928 (KPMG International 2006).
China is acquiring an edge in the international market for auto parts with exports of $0.3 billion in engines, $3.25 billion in auto parts and bodies, and $1.35 billion in tires, compared with $1.4 billion in 2004/05 for India for these products combined (Balakrishnan et al. 2006). The assemblers and first-tier suppliers (Sutton 2004) in both countries are able to manufacture products of sufficient quality, no matter where they are produced, and are able to export their products. The distribution of observed defects confirms the view that first-tier suppliers to newly arrived carmakers in China and India already are operating close to world-class standards (Balakrishnan et al. 2006). India’s auto industry, however, is handicapped by a significant cost disadvantage relative to China: costs are close to 20 percent higher in almost all the parts and component production.

In both China and India, auto assemblers are facing difficult times in procuring parts of sufficient quality from the lower-tier suppliers (Noble 2006). With pressure coming mainly from the MNCs, the Indian automobile parts industry recently has redoubled its efforts to improve quality, to streamline the delivery system (just-in-time delivery), and to improve the efficiency of its factory operations (Balakrishnan et al. 2006).

In its push to raise the level of technology, China is ahead of India. The automobile industry is one of the most R&D-intensive industries. The list of top R&D spenders includes many of the well-known automakers, some of which have transferred a portion of their R&D activities to China. Chinese automakers slowly are increasing their R&D spending as well. For instance, Geely claims to invest more than 10 percent of revenues in R&D (Noble 2006). By comparison, Tata Motors spends approximately 2 percent of revenues on R&D, and Maruti Udyog spends only 0.48 percent. This may change because Indian engineering and metalworking firms, such as Bharat Forge, are gearing up to provide high-value products and services in conjunction with software houses—particularly products with embedded software. In this regard, India may be several steps ahead of China.

Both China and India are beginning to worry about the environmental impact of their rapid motorization, and they share similar concerns about energy efficiency.
security and dependence on imported oil. As a result, the Giants may be able to
help push the technological frontier for fuel-efficient, small, and clean cars
made with predominantly recyclable material and parts, but only if they set and
enforce appropriate environmental standards and encourage the formation of
closed-loop supply chains (Gallagher 2006; Noble 2006). Toyota recently be-
gan assembling its Prius hybrid car in China, a technology well suited for
China’s cities and a technological direction appropriate for a world in which pe-
troleum consumption threatens to overtake the feasible growth in supplies.26

Steel

China’s steel production passed 349 million tons in 2005, making it by far the
largest producer in the world (with 31 percent of the global share) and the
fourth-largest exporter (with sales of 27 million tons approximately on par
with imports).27 The significant developments with portent for the future are
China’s extremely rapid increases in capacity (25 percent between 2004 and
2005 alone); the increasing concentration of production in large-size modern
plants (although many small, antiquated facilities remain); and the growing
technological capacity to produce high-quality construction steel, stainless,
galvanized, and coated steels, and flat products for burgeoning downstream
transport and durable goods industries.28 These developments point to declin-
ing imports and the scope for higher exports.

Compared with China, India’s total output and per capita consumption are
small. By fiscal 2004/05, India was producing 38 million tons of steel, and its
exports of 3.8 million tons approximately balanced imports of 3.2 million tons.
As India enlarges its transport, engineering, and white goods industries and
modernizes its severely backward infrastructure, the demand is likely to rise as
sharply as it has in China. Thus, it is realistic to expect India to produce 55–60
million tons of steel by 2010 and as much as 120–130 million tons by 2015.

The production trends in China and India will have consequences for the
rest of the world. One such consequence is that the Giants’ capacity expan-
sion will add enormously to the demand for iron ore and coking coal (unless

26. Hyundai is planning to market a hybrid version of its Accent in China by 2008 (”Auto-
motive” 2006).
27. In December 2005, China became a net exporter.
28. Closing down small inefficient plants and consolidating production in a few giant firms
is a government objective (“Attempting a Steel Revolution” 2005).
production of steel plummets elsewhere) and, to the extent that this demand cannot be met through the development of local mines and associated transport facilities, it will spill over into imports. Second, Indian production still largely consists of mild steels, as does China’s to a lesser extent. Only Tata’s most modern plant is beginning to meet the needs of the auto industry for hot-rolled steel.29 A considerable amount of investment, learning, and gains in process technologies might be needed even before China and certainly before India can meet the requirements of their own advancing transport and engineering industries. For the above reasons, India is not likely to emerge as a significant exporter of steel—especially high-tech and specialty steels—during the next decade. It is more likely, if infrastructure, housing, and industrial development take off, that for a time both India and China will be importers of certain types of specialized steels. China, however, is sure to ascend the ranks of steel exporters, edging out the 35 members of the European Union and possibly Russia within five years.

Electronics

Competition, globalization, indigenization, and powerful policy factors have been the forces driving the electronics industries in China and India. Further impetus, at least for China, has come from the outsourcing of manufacturing from Europe, Japan, Taiwan (China), and the United States in the 1990s. However, the development of each country’s electronics industry has been shaped by different industrial policies.

India’s policy framework has focused on technological self-reliance and has assigned a limited role to foreign investment and to the development of electronic components manufacturing, which has contributed to the success of the industry in Taiwan (China) (Joseph 2004). The Indian Electronics Commission established in 1971 promoted protectionist policy measures to control production capacity, investment, and imports. The strategy channeled development of the industry to the public and small-scale sectors, and regulated the entry and operation of foreign capital and technology. Discontent with the policies emphasizing self-reliance, and with restrictive industrial policies in general has led to a gradual liberalization of the electronics industry (Gokarn, Sen, and Vaidya 2004).

29. Tata’s earnings before interest, tax, depreciation, and amortization were $293 per ton in 2005, three times the industry average (“Tata Steel Girds” 2006).
By fiscal 2004/05, India produced $11.1 billion of electronics hardware, a third of which was for consumer electronics. The production of color TVs leads the increase in consumer electronics production, with more than 10 million units made in fiscal 2004/05. The production of color TVs gradually is shifting toward flat-screen units (based on tubes), and more advanced liquid-crystal display (LCD) and plasma flat-panel models. This is happening in China, too, although mastering the latest generation of this technology is proving difficult for domestic producers there. Backward links have encouraged investment in some types of component manufacturing. For example, India is the world’s third-largest manufacturer of optical storage media, with 18.5 percent of the global market. Approximately 80 percent of the production is exported to 82 countries.

The shipment of personal computers (PCs) in India reached 2.34 million units in the first half of fiscal 2005/06, a 36 percent increase compared with the same period in fiscal 2004/05. The growth of computer production is driven by businesses and various government agencies widely adopting PCs and by the development of affordable broadband connections. There now are 800,000 broadband subscribers, but this number is expected to increase to 10 million by the end of 2007, further fueling the demand for PCs.

China’s path to achieving a flourishing electronics sector approximates the development in other newly industrialized economies. For decades China has attached strategic importance to the electronics sector and has developed electronics capability over the course of a succession of “five-year plans” (FYPs). Initially the push was to meet defense needs, those of the industrial sector, and to a lesser degree, those of households for electronic appliances, mainly radios. With increasing consistency the country has compelled foreign investors to transfer technology to local producers, and this strategy gradually is yielding results (Rodrik 2006b). The seventh (1986–90), eighth (1991–95), and ninth FYPs (1996–2000) witnessed a dramatic surge in the production of consumer electronic products, with an average annual growth rate of approximately 66 percent. By the ninth FYP, the output of the electronics sector amounted to $72 billion, and exports had climbed to approximately $35 billion. In addition to its manufacturing capability, China strengthened its technological capacity through investment in R&D, and it was able to develop a number of products, such as very-large-scale integration devices, the Panda ICCAD system, and rewritable compact discs. This period also witnessed the emergence of new companies, such as Changhong Electric, Tsinghua Tongfang, Caihong Electronics, Panda, and Lianxiang, and numerous Taiwanese
transplants, all of which have since enabled China to become the leading manufacturer of color TVs, LCDs, laptop computers, PCs, color tubes, program-controlled switchboards, cell phones, display devices, and monitors (Pecht and Chan 2004).30

By leveraging its low-cost labor supply and the impetus gained from WTO accession, China has doubled the scale of the electronics industry, which now accounts for more than 8 percent of industrial output. In India the electronics subsector accounts for less than 3 percent of a much smaller industrial sector.

In little more than a decade, China has made the transition from limited production of low-quality electronic items to a place in the global production chain for a wide spectrum of components and finished products (Fernandez and Underwood 2006). Today there are more than 10,000 foreign-invested firms in China, and it is likely that many more foreign component producers will relocate there because of lower labor costs, tax incentives, a large domestic market, and adequate infrastructure.31 Companies like Intel and Motorola have taken the lead in promoting electronics R&D in China. Intel has opened a test and assembly plant in Chengdu, and Motorola is investing more than half a billion dollars in an R&D facility in Beijing. Leading Taiwanese firms, such as Foxconn Hon Hai Precision and Quanta, are doing the same. Chinese universities, too, have created links with institutes/universities abroad and are attempting to gain access to advanced technologies. The future of China’s electronics industry lies in its ability to transform from a still relatively low-skilled, labor-intensive sector toward an IT-enhanced electronics manufacturing sector (Sigurdson 2005).

Conversely, India’s shortcomings in both the private and public sectors have been marked by a strong reliance on imported technology and inadequate R&D. A shift from import-induced to R&D-induced technology would

30. Although Chinese companies are catching up, the principal exporters of the high-end electronics products, such as laptop computers and digital video discs, are Taiwanese companies (for example, FoxConn, Techfront, and Magnificent Brightness) (Branstetter and Lardy 2006).

31. Yang (2006) has predicted a further expansion of China’s processing trade assisted by the International Technology Agreement, a part of the WTO accession. Yang, however, does not anticipate a shift of high-value components to China for some time. Foreign firms in China receive a tax exemption during their first two years and a 50 percent reduction of the full rate for three years due after the first profitable year. This is in contrast to Japan and the United States, where corporate tax rates are 42 percent and 35 percent (federal rate), respectively (Pecht and Chan 2004).
be beneficial for the electronics industry there. India is now, belatedly, attempt- ing to overcome shortcomings by making significant concessions to export-oriented firms, and so has experienced an increase in exports. But liberal- ization is also leading to competition from imports and to a decline in profits across industry branches. The Indian electronics industry must now compete with China to gain a share of the gap left by the newly industrialized coun- tries, all the while maintaining its lead in the export of electronics software.  

Concluding Observations

This bird’s-eye view of the Giants’ industrial capabilities leads us to the fol- lowing observations on the evolution of global industrial geography. First we observe that the rapid buildup of industrial capability in China across a wide range of subsectors is quite remarkable. It shows how the codification of tech- nology; its diffusion through FDI and trade; and its harnessing by investment in human capital, plant and equipment infrastructure, and organizational skills have changed the rules of the game. Catching up and leapfrogging have become easier if countries have the policy determination and the ability to mobilize capital and build the infrastructure to generate skills. Second, larger countries do enjoy scale economies and are better placed to attract FDI and induce MNCs to transfer technology. China has achieved a commanding lead in major low-, medium-, and high-tech industries that it may be in a position to consolidate and enlarge over the next 15 years (Lall and Albaladejo 2004; Roland-Holst and Weiss 2005; and Devlin, Estevadeordal, and Rodríguez-Clare 2006). Although many complex capital goods, components, and products that are design and research intensive are likely to remain the preserve of the advanced countries, China’s industrial strength could put pressure on manufacturing industries in middle- and low-income countries and force them to rethink, narrow, and focus their industrial ambitions. Survival in those economies will depend on achieving industrial and innovation capability that equals or exceeds China’s. Innovation may drive competitiveness, and other countries must match or exceed China’s own investment in its innova- tion system.

32. Signs that India is attracting the MNCs are supported by IBM’s announced intention to invest $6 billion in India and by the investment of $3.9 billion by Microsoft, Intel, and Cisco (“IBM to Build” 2006).
India is likely to be a major force in the software, business processes, and consulting industries (including design and engineering services), competing not so much with such leaders as Germany, Japan, and the United States as with the mid-range and lower-end players (including China, which soon might enjoy an edge in terms of technical skills volume). India is certain to build manufacturing capability but, at least during the coming decade, there is only a slim prospect that it will emerge as a China-scale exporter of mass-produced consumer products in such key industries as electronics, autos, and auto parts. India more likely could become a force in certain kinds of engineering products and services that leverage its skill base, including software skills. India’s many institutional bottlenecks, gaps in its infrastructure, and emerging shortages of skills will remain as drags on industrial advance (“India: Poor Infrastructure” 2006).

There is no doubt that China will be a formidable competitor for labor-intensive manufactures that depend on a semiskilled, disciplined, low-wage workforce for at least another decade, and if the domestic and international regulatory environment allows it, India can become a major competitor in this area as well.33

The world market of manufactures and business services, however, is not going to be divided between China and India as the main suppliers while the rest of the world specializes in products based on natural resources and arable land. The world has not repealed the theory of comparative advantage. China’s success in so many areas of manufacturing points to the forces that gradually are going to change China’s competitive position. Wages in the coastal areas of China already are rising to a level sufficient to reduce the country’s competitiveness at the labor-intensive end. Moving these plants to areas where wages are still low will postpone the day when China must abandon many of these sectors, but the rapid movement of workers to China’s cities will raise incomes in the countryside and thereby will force up wages in the nation’s interior as well. With the right policies, Indian low-wage manufacturers (along with those in other low-wage countries) may be major beneficiaries of China’s rising wages, just as China benefited from the rapid increase in wages in Korea, Taiwan (China), and Hong Kong (China) over the past 20-plus years. Although India could become a major world exporter on the

33. Recent trends also suggest that the Giants could develop significant bilateral trade links as well (Wu and Zhou 2006).
scale of China and, over time, experience rapidly rising wages, that is not a realistic prospect in the next 10 years.

Finally, one must be careful not to assume that because China and India can produce hundreds of thousands of scientists and engineers each year, they soon will dominate the high end of all manufactures and services worldwide. Because the Giants are very large countries with rapidly expanding modern industrial and service sectors, they require a large number of engineers and scientists to staff a wide range of domestic activities. China and India will be able to create (and in some cases already have created) world-class research in the more advanced technologies, but they have the qualified personnel to do this in only limited areas.
The rapid growth of China and India in recent years has raised many questions about the implications for the world economy. Will most countries gain? Or will the outcome be brutal competition in a narrow range of products and consequent declines in the prices of developing-country exports, which will impoverish not just China and India but also other developing economies? If some countries lose from increased competition, as found by Freund and Ozden (2006) and Hanson and Robertson (2006), which countries and which products will face the most serious competition? Will the industrial countries face ever-more-sophisticated Chinese and Indian exports that destroy the jobs of skilled workers in today’s advanced economies? Or will the benefits of lower prices from China and India allow real incomes in industrial countries to continue to rise strongly?

Are the pessimists right? Although it is certainly the case that rapid increases in exports of any given product must be accommodated by a decline in its price, three recent developments have the potential at least to attenuate these stark scenarios of relentless competition. One development is the rise of two-way trade in manufactures, which makes the recipient countries the beneficiaries of improvements in efficiency in their trading partners (Martin 1993). Another development is the growth of global production sharing, where part of the production process is undertaken in one economy, and subsequent stages are performed in another (Ando and Kimura 2003). This process, fueled by improvements in transport and trade facilitation and in communications, and frequently involving foreign direct investment links,
makes participants beneficiaries rather than victims of improvements in their partners’ competitiveness. The third development is recognition that trade expansion by developing countries typically involves expansion in the range of products they export, improvements in product quality, and exporting to additional markets as their exports grow (Evenett and Venables 2002; Hummels and Klenow 2005).

All of these developments have potentially major implications for the growth prospects of China and India, and for the rest of the world. The share of developing-country manufactured exports going to other developing countries has risen in recent years, making developing countries potentially major gainers from improvements in the economic performance of other developing countries. The explosive growth of production sharing in East Asia has meant that many of these economies gained from trade liberalization associated with China’s accession to the World Trade Organization (WTO) (Ianchovichina and Martin 2004), despite increased competition in third markets.

Another factor that is likely to make the implications of export expansion from large developing countries, like the Giants, more favorable for each other and for other developing countries is that such export expansion seems to involve sharp increases in the range of products made and in the quality of those goods. Hummels and Klenow (2005) found that two-thirds of the growth of exports comes from expansion in the number of products made, rather than from expansion in the volumes of existing products exported. Where consumers prefer variety in the goods that they consume or use as intermediate inputs, this factor lowers the effective price of these goods. Whether these forces are sufficient to reverse the price-depressing impact of increased exports, however, is ultimately an empirical question whose answer depends on the way in which the growth of China and India evolves.

Much can be learned by examining developments in the trading patterns of these countries. Although both economies have been quite successful in expanding their exports and imports, they have done this in very different ways. Broadly, China has relied primarily on exports of manufactures, frequently as part of an East Asian production-sharing network. By contrast, India has concentrated more heavily on services. Within manufactures, China has relied heavily on exports of finished goods, whereas India has focused much more on exports of intermediate inputs. India’s exports are frequently of capital and skill-intensive goods, whereas China has emphasized exports of labor-intensive goods—although these goods are increasingly sophisticated (Rodrik 2006b). If the past is a good guide to the pattern of development (as assumed
by Kochhar et al. [2005]), the prospect of head-on competition would seem less likely than might be suggested by a simple, aggregate view of competition between labor-intensive exporters of standardized manufactures.

However, there have been major recent reforms in both Giants, whose impact may not have been fully felt. As noted in chapter 2, India now appears to be moving toward deeper integration into systems of global production sharing—partly by following China’s earlier pattern of using duty exemptions and free trade areas for the production of exports, and partly by reducing protection in a manner more consistent with China’s broader trade liberalization. It seems important to take these changes into account, and doing so may require adjustments by (as well as creating opportunities for) other developing countries.

No analysis of potential future developments can be undertaken reliably without an examination of the current situation, and how that situation came to be. Therefore, this chapter first reviews some key features of China’s and India’s trade, particularly the recent rapid growth of exports; the changing relative importance of goods and services; and changes in the composition of exports within the broad groups of merchandise and services. With that overview as background, we then use a global economywide modeling approach to take into account all of the potential effects and to complement the industry-focused studies presented in chapter 2. First we will examine the implications of the reforms under way in India to see if they might result in greater competition between China and India. Then we use model-based simulations to generate a baseline for growth and to examine the potential implications of higher-than-expected growth rates in these two economies. From that baseline, we consider first the impact of more rapid economywide growth in China and India. Finally, we examine the implications of two different types of growth—that is, growth focused on the relatively sophisticated products discussed in chapter 2 and growth driven by increased accumulation of physical and human capital.

**Developments in Trade**

Both China and India have grown relatively rapidly in recent years, and the importance of trade in both economies has risen substantially, relative to gross domestic product (GDP). As is evident in figure 3.1, both of these large, low-income countries had very low export-to-GDP ratios around 1980, when the process of reform was beginning in China. From the mid-1990s, as the export
processing arrangements were broadened beyond the initial special economic zones in China, the share of exports in China’s GDP began to climb sharply.1 With the sharp devaluation of the official exchange rate in 1994, the share of exports in GDP rose and then stabilized or declined in the mid-1990s. From 2001 to 2004, China’s export share rose dramatically (to approximately 40 percent—more than two and a half times India’s export share). Even the upward GDP revision by 17 percent in 2004, which raised the importance of services relative to goods (see World Bank Office 2006), left China’s export share at 31 percent, more than double India’s level.

**Exports of Services**

A striking difference between China and India is in the importance of services relative to merchandise exports (Panagariya 2006). Figure 3.2 shows that the share of commercial services in total exports of goods and services has been much higher in India than in China, not only since the rapid expansion on the export of computing services around 2000 but for the entire period

---

1. The export processing arrangements included duty exemptions on imports used for the production of exports. These exemptions were offered to foreign-invested enterprises that initially were located in special economic zones in the southern coastal regions of China, but subsequently were broadened to a wide range of enterprises (World Bank 1994) that typically did not receive the economically questionable and (now WTO-inconsistent) income tax concessions traditionally available in the zones.

---

**Figure 3.1 Exports of Goods and Nonfactor Services as a Share of GDP**


---
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since 1990 during which comparable estimates are available. The share of services in India’s exports began around 20 percent, more than twice as high as China’s share. India’s share declined until the late 1990s when again it began to rise sharply. Since 2000, services have accounted for more than a quarter of India’s exports, whereas the share of services in China’s exports has declined to less than 10 percent of total exports (although China’s exports of services have been growing rapidly in absolute terms).

There also have been contrasting patterns within exports of services. As is evident in figure 3.3a, the composition of China’s exports of services has changed significantly, with the relative importance of transport services declining and the importance of travel services (including tourism) increasing substantially. Travel and tourism services rose to approximately 50 percent in 2002, although they appear to have declined in 2003. The share of communication and computing services rose to nearly 45 percent in 2003. Exports of financial services provided only a small, and declining, share of China’s total exports of commercial services.

India’s services exports have shown remarkable dynamism (Mattoo, Mishra, and Shingal 2004). The main development evident in our data was a dramatic increase in the importance of communications and computing services, from approximately 40 percent in 1990 to roughly two-thirds in recent years. Mattoo, Mishra, and Shingal pointed out that this rise was associated with a rapid increase in such activities as business process outsourcing and computing services. However, Nikomborirak (2006) showed an explosive growth rate in software services, with these exports growing twelvefold between 1997 and 2003. The importance of both transport and travel services declined, relative to the extremely dynamic communications and computing services.
services. Figure 3.3b shows that financial services also were a small but stable share of services exports (approximately 3 percent of the total).

**Figure 3.3 Composition of Services Exports**

*a. China*

*b. India*

Source: International Monetary Fund balance of payments statistics extracted from the World Bank’s Development Data Platform.
Merchandise Trade

The merchandise exports of both China and India are dominated by manufactures (World Bank 2003a). The composition of these manufactures and the approach to their production, however, appear to differ considerably. Table 3.1 presents information on export and import patterns for each country, using data on stage of production from the United Nations’ Broad Economic Categories classification system. Because of the very different importance of fuel imports and exports to the two countries, these data are presented only for nonfuel products.

If we look first at the import data for 2004, we find that 63 percent of China’s nonfuel imports are of manufactured intermediate inputs, whereas these account for 60 percent of India’s imports. Only when we consider imports of parts and components do we see the sharp distinction that we might expect between the two countries, given the discussions on global production sharing. These imports accounted for 31 percent of China’s merchandise imports, compared with only 12 percent in India.

On the export side, the importance of final goods in their exports differs greatly between the two Giants. Although 61 percent of China’s nonfuel exports are classified as final goods, only 40 percent of India’s exports are so clas-

Table 3.1 Composition of Nonfuel Imports and Exports by Broad Economic Classification, 1992 and 2004

<table>
<thead>
<tr>
<th></th>
<th>China</th>
<th>India</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Imports</td>
<td>Exports</td>
</tr>
<tr>
<td>1992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonfuel primary inputs</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Intermediate inputs</td>
<td>61</td>
<td>30</td>
</tr>
<tr>
<td>Final goods</td>
<td>31</td>
<td>65</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Parts/components</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>2004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonfuel primary inputs</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Intermediate inputs</td>
<td>63</td>
<td>38</td>
</tr>
<tr>
<td>Final goods</td>
<td>28</td>
<td>61</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Parts/components</td>
<td>31</td>
<td>17</td>
</tr>
</tbody>
</table>

sified, with 52 percent being intermediate manufactured goods, and 8 percent nonfuel primary products.

Between 1992 and 2004, the major change evident in the data in table 3.1 is the dramatic increase of China’s trade in parts and components. In 1992, these items accounted for only 15 percent of nonfuel imports; by 2004, this share rose to 31 percent. In contrast, this share in India declined from 15 to 12 percent over the same period. Although discussions of China’s role in production networks tend to focus on its imports of components, there also has been a substantial increase in the importance of parts and components in China’s exports, with this share rising from 5 to 17 percent. By contrast, in India this share rose only from 5 percent to 6 percent of total nonfuel exports. These data are consistent with the widespread perception that India remains much less integrated in global production networks than is China, despite the existence of Indian policies to allow duty-free access to imported components for use in the production of exports (World Bank 2004b).

As Hausmann and Rodrik (2003) have emphasized, the exports of different countries reflect a wide range of differences in trade regimes, as well as idiosyncratic factors that lead apparently similar countries to have very different product mixes at the finer levels of disaggregation. Table 3.2 presents the top 25 exports for China and for India at the six-digit level of the original Harmonized System (HS), the so-called 1988–92 version. These exports, which account for 38.4 percent of China’s and 58.4 percent of India’s merchandise exports, are almost mutually exclusive sets. Only one product—refined petroleum—appears on both lists, accounting for 0.9 percent of China’s exports and almost 10 percent of India’s exports. A notable feature of China’s list is the prominence of computer and electronic equipment products under chapters 84 and 85. These two chapters (which also include nonelectronic equipment) alone accounted for almost 42 percent of China’s exports in 2004, up from 16 percent in 1994. In India, three HS products under chapter 71 (diamonds and jewelry) and refined petroleum under chapter 27 likewise accounted for 28 percent of total exports.

Methodology and Simulation Design

The preceding discussion of trade patterns provides valuable background, but does not enable us to assess the implications of higher growth rates in China and India. To do that, we used a modified version of the standard Global
### Table 3.2 Top 25 Exports for China and India, 2004

<table>
<thead>
<tr>
<th>Product</th>
<th>HS code</th>
<th>Share (%)</th>
<th>Product</th>
<th>HS code</th>
<th>Share (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer parts and accessories</td>
<td>847330</td>
<td>4.0</td>
<td>Diamonds, nonindustrial</td>
<td>710239</td>
<td>12.7</td>
</tr>
<tr>
<td>Digital auto data processing machinery</td>
<td>847120</td>
<td>4.0</td>
<td>Petroleum oils, etc. (excl. crude)</td>
<td>271000</td>
<td>9.7</td>
</tr>
<tr>
<td>Input or output units</td>
<td>847192</td>
<td>4.2</td>
<td>Articles of jewelry and parts thereof</td>
<td>711319</td>
<td>4.6</td>
</tr>
<tr>
<td>Transmission apparatus</td>
<td>852520</td>
<td>3.1</td>
<td>Iron ores and concentrates</td>
<td>260111</td>
<td>4.5</td>
</tr>
<tr>
<td>Parts for radio-telephony equipment</td>
<td>852990</td>
<td>2.3</td>
<td>Semi-milled or wholly milled rice</td>
<td>100630</td>
<td>2.6</td>
</tr>
<tr>
<td>Monolithic integrated circuits</td>
<td>854211</td>
<td>1.9</td>
<td>Other organic compounds</td>
<td>294200</td>
<td>2.1</td>
</tr>
<tr>
<td>Storage units for computers</td>
<td>847193</td>
<td>1.5</td>
<td>Flat-rolled products, zinc-plated</td>
<td>721049</td>
<td>2.0</td>
</tr>
<tr>
<td>Video recording equipment (non-tape)</td>
<td>852190</td>
<td>1.5</td>
<td>Medicaments, packed for retail sale</td>
<td>300490</td>
<td>1.9</td>
</tr>
<tr>
<td>Optical devices, appliances</td>
<td>901380</td>
<td>1.4</td>
<td>T-shirts, singlets, and other vests</td>
<td>610910</td>
<td>1.4</td>
</tr>
<tr>
<td>Video tape recorders</td>
<td>852110</td>
<td>1.2</td>
<td>Women's or girls' blouses or shirts, cotton</td>
<td>620630</td>
<td>1.4</td>
</tr>
<tr>
<td>Color television receivers</td>
<td>852810</td>
<td>1.2</td>
<td>Frozen shrimp and prawns</td>
<td>030613</td>
<td>1.5</td>
</tr>
<tr>
<td>Cargo containers</td>
<td>860900</td>
<td>1.1</td>
<td>Men's or boys' shirts of cotton</td>
<td>620520</td>
<td>1.3</td>
</tr>
<tr>
<td>Electric converters, static</td>
<td>850440</td>
<td>0.9</td>
<td>Imitation jewelry of base metal</td>
<td>711719</td>
<td>1.2</td>
</tr>
<tr>
<td>Parts and accessories of apparatus</td>
<td>852290</td>
<td>0.9</td>
<td>Furnishing articles, non-knitted</td>
<td>630492</td>
<td>1.2</td>
</tr>
<tr>
<td>Coke and semi-coke of coal</td>
<td>270400</td>
<td>0.9</td>
<td>Cashew nuts, fresh or dried</td>
<td>080130</td>
<td>1.1</td>
</tr>
<tr>
<td>Printed circuits</td>
<td>853400</td>
<td>0.9</td>
<td>Made-up articles (incl. dress patterns)</td>
<td>630790</td>
<td>1.1</td>
</tr>
<tr>
<td>Footwear with rubber soles</td>
<td>640399</td>
<td>0.9</td>
<td>Motor vehicle parts and accessories</td>
<td>870899</td>
<td>1.0</td>
</tr>
<tr>
<td>Automatic data processing machines</td>
<td>847199</td>
<td>0.9</td>
<td>Polypropylene, in primary forms</td>
<td>390210</td>
<td>0.9</td>
</tr>
<tr>
<td>Bituminous coal, not agglomerated</td>
<td>270112</td>
<td>0.8</td>
<td>Copper cathodes and sections</td>
<td>740311</td>
<td>0.9</td>
</tr>
<tr>
<td>Rubber footwear</td>
<td>640299</td>
<td>0.8</td>
<td>Agglomerated iron ores and concentrate</td>
<td>260112</td>
<td>0.9</td>
</tr>
<tr>
<td>Travel goods of plastic or textiles</td>
<td>420212</td>
<td>0.8</td>
<td>Men's or boys' shirts of cotton, knit</td>
<td>610510</td>
<td>0.9</td>
</tr>
<tr>
<td>Digital process units</td>
<td>847191</td>
<td>0.8</td>
<td>Automobiles with reciprocating piston</td>
<td>870321</td>
<td>0.8</td>
</tr>
<tr>
<td>Sound reproducing apparatus, such as CDs</td>
<td>851999</td>
<td>0.7</td>
<td>Woven fabrics of high-tenacity yarn</td>
<td>540710</td>
<td>0.8</td>
</tr>
<tr>
<td>Jerseys, pullovers of manmade fiber</td>
<td>611030</td>
<td>0.7</td>
<td>Collages and similar decorative plaques</td>
<td>970190</td>
<td>0.8</td>
</tr>
<tr>
<td>Total</td>
<td>n.a.</td>
<td>38.3</td>
<td>Total</td>
<td>n.a.</td>
<td>58.4</td>
</tr>
</tbody>
</table>


*Note:* CD = compact disc; HS = Harmonized System. Harmonized System codes align with the 1988–92 version; n.a. = not applicable.
Trade Analysis Project (GTAP) model to assess the potential implications of rapid growth and structural change in China and India. Unlike less formal approaches to projection, a global applied general equilibrium model such as GTAP has the advantage of ensuring consistency while including important sectoral detail—each region’s exports of particular goods equal total imports of these goods into other regions (less shipping costs); global investment equals the sum of regional savings; regional output determines regional income; global supply and demand for individual goods balance; and demand for a factor in each country/region equals its supply. These accounting relationships and the behavioral links in the model constrain the outcomes in important ways not found in partial equilibrium analyses—increased exports from one country must be accommodated by increased imports by other countries; broad-based increases in productivity that raise competitiveness also raise factor prices and help offset the original increase in competitiveness.

The model emphasizes the role of intersectoral factor mobility in determining sectoral output supply. Product differentiation between imported and domestic goods, and among imports from different regions, allows for two-way trade in each product category, depending on the ease of substitution between products from different regions. Factor inputs of land, capital, skilled and unskilled labor, and a natural resource factor in some sectors are included in the analysis. The model incorporates the explicit treatment of international trade and transport margins, a “global” bank designed to mediate between world savings and investment, and a relatively sophisticated consumer demand system designed to capture differential price and income responsiveness across countries.

The constant returns to scale version of the GTAP model was adjusted to incorporate China’s duty exemptions—which have been a key reason for the rapid integration of China into global production networks—and was modified to allow analysis of the impact of an effective system of duty exemptions for inputs used in the production of exports in India. Duty exemptions were incorporated in the GTAP model and database following the methodology developed by Ianchovichina (2004). This duty exemption model allows for two separate activities in each industry. Production of exports is represented as an activity for which imported intermediate inputs are available duty-free. Production for the domestic market uses the same technology but requires

---

2. This model is documented comprehensively in Hertel (1997) and in the GTAP database documentation (Dimaranan forthcoming).
payment of duties on intermediate inputs. Firms engaging in production for either the domestic market or the export market purchase both imported and domestic intermediate inputs, which are imperfect substitutes following the Armington structure. Ianchovichina (2004) documented the approach used to introduce duty exemptions into the GTAP model and showed that failing to account for duty exemptions introduces bias in trade liberalization outcomes in countries with such a system.

The 57 sectors and 87 regions of the GTAP-6 database were aggregated into 26 sectors and 24 regions, based on the importance of these sectors and regions as China’s and India’s trade partners—the sectors and regions are shown in various tables below. To start, we used historical and projected growth rates for GDP, skilled labor, unskilled labor, capital, and population to roll the global economy forward to 2005. This presimulation essentially updates the database for 2001 to 2005, the starting point of our projection simulations. It also includes the removal of textiles and apparel quotas on exports to Canada, the European Union, and the United States under the WTO’s Agreement on Textiles and Clothing; China’s WTO accession commitments, following Ianchovichina and Martin (2004); and the remaining commitments of developing countries under the Uruguay Round using tariff data from Jean, Laborde, and Martin (2005). The efficiency gains in China’s motor vehicle sector that resulted from WTO accession reforms are captured using productivity shocks, as in Ianchovichina and Martin (2004).

Although the examination of trade data above suggests that there is surprisingly little overlap in the export mix of China and India, this situation might change with India’s move to greater integration in the world economy, including the very large reductions in protection that have been undertaken in India since 2001; the further reductions in manufacturing sector protection that have been foreshadowed by the government; and measures intended to enable Indian manufacturers to participate fully in global production sharing. These measures include more effective duty exemptions for intermediates used in the production of manufactured exports, tariff cuts intended to bring tariffs on manufactured products to around the 7 percent level prevailing in China after accession (Ianchovichina and Martin 2004, p. 11), and 20 percent reduction in international transport costs to and from India.3

3. The tariff reduction is based on continuation of the rapid liberalization undertaken in India’s nonagricultural tariffs in recent years. The reduction in transport costs is based on trade facilitation experts’ broad estimates of the potential cost-reducing impacts of trade facilitation measures.
As is evident in table 3.3, this simulation sharply expanded India’s exports of manufactures, with particularly large increases in exports of machinery and equipment and of electronics. The expansion in India’s exports of products such as textiles and apparel, however, was smaller than the average expansion, thus implying a reduction in their share in India’s exports. In figure 3.4, we compare the share of each product represented in the model in China’s exports with the share in India’s exports before and after the policy reforms. In the graph it does not appear that these reforms will expand greatly India’s exports of products in which China has particularly large export shares. In fact, the correlation for overall exports rises modestly, from 0.36 to 0.41. However, the correlation within manufactures falls, from 0.01 to –0.02.

The second simulation explores the strong growth prospects in China and India in the context of world economic expansion over the period 2005–20.4 This process provides a baseline from which we can assess the impact of an additional annual growth of 2.1 percentage points in China and 1.9 percentage points in India in the period 2005–20. Using the methodology for assessing potential growth effects of reform presented in Ianchovichina and Kacker (2005), we concluded that these were potentially feasible increases relative to the baseline.5 We implement these growth dividends using favorable, sector-neutral, annual shocks to total factor productivity (TFP) of the same size, focusing purely on productivity increases to isolate these effects from those resulting from increases in the stock of particular factors. These assessments of upside potential may be conservative in that they do not explicitly take into account the potential benefits from reforms of labor market policies in India that are widely believed to have enormous potential for productivity growth and fuller participation in global production chains (Mitra and Ural 2006). Nor do they account fully for the potential benefits of reforms in services trade (Nikomborirak 2006), which Markusen, Rutherford, and Tarr (2005) found to be potentially very large.

4. The forecasts of growth rates for real GDP, skilled and unskilled labor inputs, investment and capital accumulation, and population were based on the “central projections” for 2005–15 in the World Bank’s Global Economic Prospects database at the time the analysis was undertaken. The methodology for constructing the macroeconomic projections to 2020 (known as the “GTAP baseline”) is documented in Walmsley, Dimaranan, and McDougall (2002). The growth rates to 2020 are very close to the World Bank’s central projections to 2020, used in chapter 1 of this volume.

<table>
<thead>
<tr>
<th>Product</th>
<th>Output</th>
<th>Producer price</th>
<th>Exports</th>
<th>Imports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice</td>
<td>1.12</td>
<td>0.50</td>
<td>24.83</td>
<td>15.04</td>
</tr>
<tr>
<td>Wheat</td>
<td>0.44</td>
<td>0.23</td>
<td>12.71</td>
<td>2.75</td>
</tr>
<tr>
<td>Grains</td>
<td>0.14</td>
<td>0.65</td>
<td>0.98</td>
<td>3.48</td>
</tr>
<tr>
<td>Vegetables and fruits</td>
<td>–0.42</td>
<td>0.49</td>
<td>12.15</td>
<td>6.35</td>
</tr>
<tr>
<td>Oils and fats</td>
<td>–1.75</td>
<td>0.10</td>
<td>11.18</td>
<td>8.23</td>
</tr>
<tr>
<td>Sugar</td>
<td>0.31</td>
<td>0.73</td>
<td>11.34</td>
<td>13.73</td>
</tr>
<tr>
<td>Plant fibers</td>
<td>–1.89</td>
<td>–0.07</td>
<td>12.05</td>
<td>1.94</td>
</tr>
<tr>
<td>Other crops</td>
<td>–0.10</td>
<td>0.59</td>
<td>8.46</td>
<td>11.46</td>
</tr>
<tr>
<td>Livestock and meat</td>
<td>–0.03</td>
<td>0.76</td>
<td>5.23</td>
<td>9.66</td>
</tr>
<tr>
<td>Dairy</td>
<td>0.34</td>
<td>1.01</td>
<td>–6.57</td>
<td>13.80</td>
</tr>
<tr>
<td>Other processed foods</td>
<td>0.70</td>
<td>0.55</td>
<td>4.37</td>
<td>5.85</td>
</tr>
<tr>
<td>Energy</td>
<td>–0.83</td>
<td>–0.87</td>
<td>42.47</td>
<td>–0.20</td>
</tr>
<tr>
<td>Textiles</td>
<td>–1.90</td>
<td>–0.83</td>
<td>35.70</td>
<td>234.58</td>
</tr>
<tr>
<td>Wearing apparel</td>
<td>12.78</td>
<td>–0.81</td>
<td>26.55</td>
<td>257.38</td>
</tr>
<tr>
<td>Leather</td>
<td>11.57</td>
<td>–1.34</td>
<td>48.70</td>
<td>241.71</td>
</tr>
<tr>
<td>Wood and paper</td>
<td>–8.85</td>
<td>–0.27</td>
<td>30.17</td>
<td>90.69</td>
</tr>
<tr>
<td>Minerals</td>
<td>–3.28</td>
<td>–0.62</td>
<td>38.35</td>
<td>46.31</td>
</tr>
<tr>
<td>Chemicals, rubber, and plastics</td>
<td>–8.82</td>
<td>–3.42</td>
<td>90.22</td>
<td>128.04</td>
</tr>
<tr>
<td>Metals</td>
<td>–11.76</td>
<td>–3.25</td>
<td>108.29</td>
<td>209.06</td>
</tr>
<tr>
<td>Motor vehicles and parts</td>
<td>1.41</td>
<td>–2.31</td>
<td>59.51</td>
<td>30.91</td>
</tr>
<tr>
<td>Machinery and equipment</td>
<td>20.98</td>
<td>–4.42</td>
<td>167.71</td>
<td>41.11</td>
</tr>
<tr>
<td>Electronics</td>
<td>34.97</td>
<td>–3.64</td>
<td>140.28</td>
<td>3.18</td>
</tr>
<tr>
<td>Other manufactures</td>
<td>9.41</td>
<td>–3.19</td>
<td>56.48</td>
<td>82.57</td>
</tr>
<tr>
<td>Trade and transport</td>
<td>–0.21</td>
<td>0.43</td>
<td>–1.81</td>
<td>1.51</td>
</tr>
<tr>
<td>Commercial services</td>
<td>0.29</td>
<td>0.30</td>
<td>–0.62</td>
<td>1.46</td>
</tr>
<tr>
<td>Other services</td>
<td>0.36</td>
<td>0.32</td>
<td>–1.09</td>
<td>1.75</td>
</tr>
<tr>
<td>Food</td>
<td>0.02</td>
<td>0.55</td>
<td>9.85</td>
<td>7.23</td>
</tr>
<tr>
<td>Energy and minerals</td>
<td>–1.50</td>
<td>–0.80</td>
<td>39.47</td>
<td>6.27</td>
</tr>
<tr>
<td>Manufactures</td>
<td>–0.49</td>
<td>–2.74</td>
<td>67.63</td>
<td>84.17</td>
</tr>
<tr>
<td>Services</td>
<td>0.14</td>
<td>0.36</td>
<td>–0.68</td>
<td>1.51</td>
</tr>
<tr>
<td>Total</td>
<td>1.14</td>
<td>–1.08</td>
<td>52.36</td>
<td>50.46</td>
</tr>
<tr>
<td>Welfare (EV in $ 2001)</td>
<td>4,989</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real returns to Capital</td>
<td>3.26</td>
<td></td>
<td></td>
<td>3.88</td>
</tr>
<tr>
<td>Real returns to Land</td>
<td>1.70</td>
<td></td>
<td></td>
<td>3.28</td>
</tr>
</tbody>
</table>

Source: Authors’ simulations with modified GTAP model; see details in text.

Note: EV = equivalent variation measure of welfare change. The simulation includes introduction of duty drawbacks, a drop in manufacturing tariffs to 7 percent, and a 20 percent reduction in transport costs to and from India.
We then assess the impact of strong growth on the quality and variety of exports from China and India. Quality improvements in exports recently have been identified as a key influence on the performance of rapidly growing exporters, such as China and India (Hummels and Klenow 2005). We follow Hummels and Klenow (2005), who observed that larger economies export more in absolute terms than do smaller economies and analyzed the extent to which larger economies export higher volumes of each good (intensive margin growth), a wider set of goods (the extensive margin), and improved-quality goods. Their estimates imply that rising quality in existing product lines accounts for increases of approximately 0.09 percent in export prices for each 1.00 percent increase in income levels, despite increases of 0.34 percent in the quantities exported. Furthermore, they found that 66 percent of the export growth resulting from an increase in income arises from exports of new products. This specification provides smaller benefits to trading partners from in-

---

6. Hummels and Klenow (2005) found that the contribution of the extensive margin varies with the levels of aggregation. At the six-digit level, exports of new varieties account for 66 percent of the country differences in exports. At the one-digit level, the variety effect accounts for 15 percent of the country differences in exports.
creased variety than Krugman-style new economic geography models (see Puga and Venables 1999), but provides additional gains from improved quality.

In the standard modeling framework in which we operate, the number of goods cannot rise as exports grow. However, both the increase in the number of varieties exported and the improvements in the quality of goods exported result in increases in the demand for goods contained within each of our standard aggregates. We specify these increases in demand as product-augmenting technical changes that increase the effective quantity of each good in the eyes of the purchaser, and correspondingly lower the effective price of the good to the purchaser. Using the price aggregator dual to Hummels and Klenow’s (2005) quantity aggregator, we are able to specify the reduction in the effective price associated with their combinations of increases in variety and quality. This price aggregator is

\[ P^* = \frac{N \cdot \left( \frac{P}{\lambda} \right)^{(1-\sigma)}}{\left(1/(1-\sigma)\right)}, \]

where \( P \) is the actual price of individual commodity exports, \( N \) is the number of varieties, \( \lambda \) is the quality change index, and \( P^* \) is the overall effective price of exports. With this formula we can calculate the change in the effective price corresponding to a change in real GDP. We show that when the elasticity of substitution \( \sigma \) is 7.5, the effective price declines corresponding to the cumulative increases in China’s and India’s real GDP growth in the high-growth scenario relative to the baseline are 9.2 percent and 8.2 percent, respectively. We implement the impact of this effect as a 9.2 percent and an 8.2 percent product-quality-augmenting technical change on imports by other countries of goods from China and India, respectively.

Finally, because we do not know the exact channels through which China and India will grow in the next 15 years, we undertake three simulations that are alternatives to the preceding neutral high-TFP scenarios and that enable us to investigate whether China’s and India’s export growth might create more competition for developing or industrial countries. We first study the implications of positive productivity shocks of 2 percent per year in the relatively capital- and skill-intensive sectors considered in the case studies presented in chapter 2: metals, electronics, machinery and equipment, automobiles, and commercial services in China and India. Then, we consider shocks that augment the stocks of human and physical capital, and that could be expected to shift the composition of China’s exports toward goods more intensive in human

---

7. This is the mid-range value considered in Hummels and Klenow (2005).
and physical capital and so more competitive with the exports of the industrial countries. We first assess the effects of a 2 percent annual increase in the stock of physical capital in China and India. Then we compute the effects of a 2 percent annual increase in the stock of human capital in China and India.

The macroeconomic closure of the simulation model assumes a constant level of employment, with perfect mobility of skilled and unskilled labor between sectors and none between regions. Because we look at long-run trends, we have doubled the elasticity of substitution between imported goods from different sources and between composite imported and domestic goods from the values used in the GTAP-6 database. In all simulations the trade balances as shares of GDP were fixed for our focus countries (China and India) to avoid potentially important changes in welfare resulting from changes in financial inflows from abroad when growth rates in these countries change substantially.8

Trade Effects of Global Growth, 2005–20

The projections for such key variables as output, labor force growth, and investment in table 3.4 assume that the world economy will grow in real terms at an average annual rate of 3.1 percent in the period 2005–20. The volume of world trade is projected in these standard model projections to grow only slightly faster (at an average annual rate of 3.7 percent). The small gap between GDP growth rates and the growth of trade reflects the assumptions that productivity grows equally in all sectors, so that no great imbalances are created, and there is no expansion in the range or quality of varieties traded in this scenario. Growth in China, India, and other developing economies in South and East Asia is much higher than the average for the world, which causes their role in the global economy to grow.

The rate of unskilled workforce growth in China and India is projected to slightly outpace population growth rates over the projection period, whereas skilled labor and physical capital are projected to grow at much higher rates than is unskilled labor (table 3.4). Differential rates of factor accumulation and differences in income elasticities of demand for particular goods lead to structural changes rather than a balanced growth path for the world. This augmentation of physical and human capital is expected to have important

---

8. Financial inflows to other countries not experiencing differential growth shocks are much less likely to change substantially and hence create misleading indicators of welfare change.
implications for the structure of output—switching it toward capital-intensive products—and for factor rewards. On the demand side, the consumption profile changes to reflect the effects of growing per capita incomes coupled with nonhomothetic preferences, implying declines in the share of expend-

Table 3.4 Output, Factor Inputs, and Population Projections, 2005–20

<table>
<thead>
<tr>
<th>Trading partner</th>
<th>GDP</th>
<th>Unskilled labor</th>
<th>Skilled labor</th>
<th>Physical capital</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia and New Zealand</td>
<td>3.5</td>
<td>1.6</td>
<td>0.6</td>
<td>3.8</td>
<td>0.7</td>
</tr>
<tr>
<td>China</td>
<td>6.6</td>
<td>0.8</td>
<td>3.9</td>
<td>8.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Japan</td>
<td>1.6</td>
<td>0.2</td>
<td>-0.7</td>
<td>2.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>Korea, Rep. of</td>
<td>4.7</td>
<td>2.0</td>
<td>5.8</td>
<td>4.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Hong Kong and Taiwan (China)</td>
<td>4.3</td>
<td>0.6</td>
<td>3.0</td>
<td>4.9</td>
<td>0.4</td>
</tr>
<tr>
<td>Indonesia</td>
<td>5.2</td>
<td>2.7</td>
<td>6.5</td>
<td>4.7</td>
<td>1.1</td>
</tr>
<tr>
<td>Malaysia</td>
<td>5.6</td>
<td>-1.4</td>
<td>3.9</td>
<td>5.8</td>
<td>1.4</td>
</tr>
<tr>
<td>Philippines</td>
<td>3.5</td>
<td>1.8</td>
<td>4.6</td>
<td>3.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Singapore</td>
<td>4.9</td>
<td>0.6</td>
<td>1.1</td>
<td>5.3</td>
<td>0.8</td>
</tr>
<tr>
<td>Thailand</td>
<td>4.6</td>
<td>0.1</td>
<td>3.2</td>
<td>3.9</td>
<td>0.5</td>
</tr>
<tr>
<td>Vietnam</td>
<td>5.4</td>
<td>1.4</td>
<td>1.9</td>
<td>6.0</td>
<td>1.1</td>
</tr>
<tr>
<td>Rest of Southeast Asia</td>
<td>3.1</td>
<td>1.3</td>
<td>3.6</td>
<td>3.6</td>
<td>1.0</td>
</tr>
<tr>
<td>India</td>
<td>5.5</td>
<td>1.6</td>
<td>4.0</td>
<td>6.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Rest of South Asia</td>
<td>5.0</td>
<td>2.1</td>
<td>3.6</td>
<td>5.1</td>
<td>1.7</td>
</tr>
<tr>
<td>Canada</td>
<td>2.6</td>
<td>1.6</td>
<td>0.9</td>
<td>3.2</td>
<td>0.4</td>
</tr>
<tr>
<td>United States</td>
<td>3.2</td>
<td>1.5</td>
<td>0.8</td>
<td>3.9</td>
<td>0.7</td>
</tr>
<tr>
<td>Mexico</td>
<td>3.8</td>
<td>2.7</td>
<td>4.6</td>
<td>3.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Argentina and Brazil</td>
<td>3.6</td>
<td>0.9</td>
<td>3.7</td>
<td>3.1</td>
<td>1.0</td>
</tr>
<tr>
<td>Rest of Latin America</td>
<td>3.3</td>
<td>1.6</td>
<td>3.8</td>
<td>3.6</td>
<td>1.3</td>
</tr>
<tr>
<td>EU25 and EFTA</td>
<td>2.3</td>
<td>0.3</td>
<td>0.0</td>
<td>2.6</td>
<td>-0.1</td>
</tr>
<tr>
<td>Former Soviet Union</td>
<td>3.2</td>
<td>0.3</td>
<td>0.8</td>
<td>3.6</td>
<td>-0.1</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
<td>4.1</td>
<td>1.7</td>
<td>3.3</td>
<td>4.1</td>
<td>1.6</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>3.5</td>
<td>2.6</td>
<td>3.3</td>
<td>3.2</td>
<td>1.9</td>
</tr>
<tr>
<td>Rest of the world</td>
<td>3.7</td>
<td>0.7</td>
<td>1.2</td>
<td>2.6</td>
<td>0.5</td>
</tr>
<tr>
<td>LICs</td>
<td>4.7</td>
<td>1.7</td>
<td>3.1</td>
<td>4.2</td>
<td>1.5</td>
</tr>
<tr>
<td>MICs</td>
<td>4.5</td>
<td>1.0</td>
<td>3.1</td>
<td>3.9</td>
<td>0.8</td>
</tr>
<tr>
<td>HICs</td>
<td>2.7</td>
<td>0.9</td>
<td>0.4</td>
<td>3.0</td>
<td>0.2</td>
</tr>
<tr>
<td>World</td>
<td>3.1</td>
<td>0.9</td>
<td>0.8</td>
<td>3.2</td>
<td>0.9</td>
</tr>
</tbody>
</table>


Note: EFTA = European Free Trade Association; EU = European Union; HIC = high-income country; LIC = low-income country; MIC = middle-income country.
ture on necessities such as food and increases in those on luxuries such as services. These pressures for change from the individual regions contribute to changes in relative world commodity prices that also influence the pattern of structural change worldwide.

Under our initial assumption of sectorally neutral technical change, strong growth in the developing world implies that demand outpaces supply for energy, natural fibers, and farm products (such as wheat, grain, vegetables, fruits, and other crops). Energy prices rise by 41 percent (or 2 percent per year) over the 15 year period considered, in part because of the presence of a fixed resource in the model’s representation of this sector and under the assumption that extraction efficiency improves no faster than efficiency in other activities. The prices of mineral products decline, indicating that fixed natural resource factors are a small share of the cost of output in this sector (table 3.5) and the rise in its price is offset by increased productivity in their use. Liberalization of the textiles and apparel markets puts downward pressure on these products’ prices. With strong growth in China and India, competition in the manufacturing sectors intensifies, and the prices of manufactured goods and services fall relative to those of food, energy, and minerals. World prices, on average, fall relative to the factor price numeraire in the period 2005–20 (table 3.5) because of increased productivity.

The projected implications of global growth at the country level are presented in table 3.6. China and India are expected to increase their volume of trade at much higher rates than those of other economies in East and South Asia, although exports of other middle- and low-income countries also grow at rapid rates (above 100 percent). In the baseline, both China and India almost triple their export volumes and more than double their import volumes (table 3.6). However, the implications of strong economic performance for per capita income differ significantly for the two countries because India’s population grows at twice China’s rate.

**Impact of Improvement in Growth and Quality of the Giants’ Exports**

The effects on key variables of higher growth in China and India and of higher growth with and without increased variety and quality of exports are pre-

---

9. The disparity in export and import growth does not imply an increasing trade surplus because prices change, including declines in the price of the Giants’ manufactured exports.
sentenced in table 3.7. These impacts are presented for real incomes (welfare), for export volumes, and for terms-of-trade effects. For each variable, the effect depends on whether the income increases in China and India result in growth of the same exports (“growth”), or whether export growth is accompanied by

**Table 3.5 Changes in Key Economic Indicators as a Result of Global Growth, 2005–20**

<table>
<thead>
<tr>
<th>Sector</th>
<th>Output</th>
<th>Exports</th>
<th>World price(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice</td>
<td>49.5</td>
<td>68.7</td>
<td>–2.3</td>
</tr>
<tr>
<td>Wheat</td>
<td>50.2</td>
<td>64.3</td>
<td>8.8</td>
</tr>
<tr>
<td>Grains</td>
<td>53.3</td>
<td>52.1</td>
<td>9.7</td>
</tr>
<tr>
<td>Vegetables and fruits</td>
<td>38.7</td>
<td>42.0</td>
<td>8.9</td>
</tr>
<tr>
<td>Oils and fats</td>
<td>74.0</td>
<td>80.5</td>
<td>–9.4</td>
</tr>
<tr>
<td>Sugar</td>
<td>56.6</td>
<td>60.5</td>
<td>–10.1</td>
</tr>
<tr>
<td>Plant fibers</td>
<td>88.4</td>
<td>118.3</td>
<td>7.9</td>
</tr>
<tr>
<td>Other crops</td>
<td>45.4</td>
<td>53.6</td>
<td>7.6</td>
</tr>
<tr>
<td>Livestock and meat</td>
<td>57.1</td>
<td>123.0</td>
<td>–8.6</td>
</tr>
<tr>
<td>Dairy</td>
<td>44.9</td>
<td>76.7</td>
<td>–11.6</td>
</tr>
<tr>
<td>Other processed foods</td>
<td>43.7</td>
<td>44.9</td>
<td>–12.5</td>
</tr>
<tr>
<td>Energy</td>
<td>79.4</td>
<td>110.0</td>
<td>40.6</td>
</tr>
<tr>
<td>Textiles</td>
<td>72.6</td>
<td>60.8</td>
<td>–13.7</td>
</tr>
<tr>
<td>Wearing apparel</td>
<td>72.3</td>
<td>58.2</td>
<td>–17.4</td>
</tr>
<tr>
<td>Leather</td>
<td>58.6</td>
<td>47.0</td>
<td>–13.7</td>
</tr>
<tr>
<td>Wood and paper</td>
<td>60.4</td>
<td>58.3</td>
<td>–15.5</td>
</tr>
<tr>
<td>Minerals</td>
<td>66.2</td>
<td>66.6</td>
<td>–13.6</td>
</tr>
<tr>
<td>Chemicals, rubber, and plastics</td>
<td>52.2</td>
<td>58.2</td>
<td>–11.5</td>
</tr>
<tr>
<td>Metals</td>
<td>65.3</td>
<td>68.4</td>
<td>–14.2</td>
</tr>
<tr>
<td>Motor vehicles and parts</td>
<td>58.6</td>
<td>62.1</td>
<td>–15.0</td>
</tr>
<tr>
<td>Machinery and equipment</td>
<td>65.2</td>
<td>72.1</td>
<td>–15.8</td>
</tr>
<tr>
<td>Electronics</td>
<td>92.2</td>
<td>88.9</td>
<td>–17.4</td>
</tr>
<tr>
<td>Other manufactures</td>
<td>91.3</td>
<td>77.6</td>
<td>–19.2</td>
</tr>
<tr>
<td>Trade and transport</td>
<td>62.1</td>
<td>70.4</td>
<td>–14.1</td>
</tr>
<tr>
<td>Commercial services</td>
<td>64.8</td>
<td>65.1</td>
<td>–19.5</td>
</tr>
<tr>
<td>Other services</td>
<td>61.9</td>
<td>64.2</td>
<td>–15.9</td>
</tr>
<tr>
<td>Food</td>
<td>49.75</td>
<td>66.2</td>
<td>–5.82</td>
</tr>
<tr>
<td>Energy and minerals</td>
<td>76.05</td>
<td>101.2</td>
<td>26.94</td>
</tr>
<tr>
<td>Manufactures</td>
<td>68.33</td>
<td>69.1</td>
<td>–15.19</td>
</tr>
<tr>
<td>Services</td>
<td>62.87</td>
<td>64.7</td>
<td>–16.10</td>
</tr>
<tr>
<td>All sectors</td>
<td>66.64</td>
<td>71.7</td>
<td>–11.28</td>
</tr>
</tbody>
</table>

Source: Authors’ simulations with modified GTAP model; see details in text.

\(^a\) Relative to a numeraire of aggregate factor prices.
Table 3.6 Welfare and Trade Changes as a Result of Global Growth, 2005–20

<table>
<thead>
<tr>
<th>Trading partner</th>
<th>Welfare</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2001 US$</td>
<td>% change</td>
<td>Output</td>
<td>Exports</td>
</tr>
<tr>
<td></td>
<td>billions</td>
<td></td>
<td>% change</td>
<td>% change</td>
</tr>
<tr>
<td>Australia and New Zealand</td>
<td>285</td>
<td>70.3</td>
<td>66.3</td>
<td>58.2</td>
</tr>
<tr>
<td>China</td>
<td>1,965</td>
<td>146.2</td>
<td>161.9</td>
<td>187.8</td>
</tr>
<tr>
<td>Japan</td>
<td>936</td>
<td>24.5</td>
<td>27.6</td>
<td>87.6</td>
</tr>
<tr>
<td>Korea, Rep. of</td>
<td>421</td>
<td>93.3</td>
<td>99.7</td>
<td>122.4</td>
</tr>
<tr>
<td>Hong Kong and Taiwan (China)</td>
<td>385</td>
<td>83.0</td>
<td>87.3</td>
<td>94.3</td>
</tr>
<tr>
<td>Indonesia</td>
<td>181</td>
<td>116.5</td>
<td>112.8</td>
<td>127.9</td>
</tr>
<tr>
<td>Malaysia</td>
<td>118</td>
<td>126.8</td>
<td>127.8</td>
<td>132.1</td>
</tr>
<tr>
<td>Philippines</td>
<td>47</td>
<td>61.7</td>
<td>68.2</td>
<td>89.7</td>
</tr>
<tr>
<td>Singapore</td>
<td>76</td>
<td>89.4</td>
<td>105.9</td>
<td>156.5</td>
</tr>
<tr>
<td>Thailand</td>
<td>115</td>
<td>93.4</td>
<td>97.2</td>
<td>109.6</td>
</tr>
<tr>
<td>Vietnam</td>
<td>38</td>
<td>111.9</td>
<td>121.1</td>
<td>103.7</td>
</tr>
<tr>
<td>Rest of Southeast Asia</td>
<td>45</td>
<td>60.5</td>
<td>58.2</td>
<td>57.0</td>
</tr>
<tr>
<td>India</td>
<td>631</td>
<td>116.5</td>
<td>124.4</td>
<td>189.9</td>
</tr>
<tr>
<td>Rest of South Asia</td>
<td>161</td>
<td>103.2</td>
<td>109.1</td>
<td>139.8</td>
</tr>
<tr>
<td>Canada</td>
<td>334</td>
<td>48.2</td>
<td>46.7</td>
<td>47.4</td>
</tr>
<tr>
<td>United States</td>
<td>5,838</td>
<td>58.4</td>
<td>60.8</td>
<td>67.1</td>
</tr>
<tr>
<td>Mexico</td>
<td>450</td>
<td>77.5</td>
<td>75.2</td>
<td>59.7</td>
</tr>
<tr>
<td>Argentina and Brazil</td>
<td>526</td>
<td>71.6</td>
<td>68.8</td>
<td>31.3</td>
</tr>
<tr>
<td>Rest of Latin America</td>
<td>382</td>
<td>66.1</td>
<td>63.6</td>
<td>55.5</td>
</tr>
<tr>
<td>EU25 and EFTA</td>
<td>3,191</td>
<td>40.2</td>
<td>41.1</td>
<td>38.6</td>
</tr>
<tr>
<td>Former Soviet Union</td>
<td>340</td>
<td>71.6</td>
<td>59.6</td>
<td>74.1</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
<td>1,028</td>
<td>97.3</td>
<td>82.9</td>
<td>51.5</td>
</tr>
<tr>
<td>LICs (excl. India)</td>
<td>251</td>
<td>78.0</td>
<td>68.2</td>
<td>48.5</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
<td>99</td>
<td>72.9</td>
<td>72.5</td>
<td>61.0</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>1,126</td>
<td>99.6</td>
<td>101.4</td>
<td>115.1</td>
</tr>
<tr>
<td>MICs</td>
<td>5,249</td>
<td>98.1</td>
<td>97.3</td>
<td>104.3</td>
</tr>
<tr>
<td>World</td>
<td>11,466</td>
<td>47.8</td>
<td>49.8</td>
<td>57.8</td>
</tr>
<tr>
<td>LICs (excl. India)</td>
<td>17,841</td>
<td>58.5</td>
<td>60.0</td>
<td>71.7</td>
</tr>
<tr>
<td>MICs (excl. China)</td>
<td>1,028</td>
<td>84.3</td>
<td>80.7</td>
<td>70.7</td>
</tr>
</tbody>
</table>

Source: Authors’ simulations with modified GTAP model; see details in text.

Note: EFTA = European Free Trade Association; EU = European Union; HIC = high-income country; LIC = low-income country; MIC = middle-income country.
### Table 3.7 Impact of Improved Growth and Quality Exports in China and India, Relative to Base, 2020

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia and New Zealand</td>
<td>2,743</td>
<td>0.45</td>
<td>5,568</td>
<td>0.91</td>
<td>-0.06</td>
<td>2,652</td>
</tr>
<tr>
<td>China</td>
<td>1,145,733</td>
<td>39.9</td>
<td>1,253,425</td>
<td>43.6</td>
<td>29.41</td>
<td>55.34</td>
</tr>
<tr>
<td>Japan</td>
<td>6,588</td>
<td>0.16</td>
<td>17,276</td>
<td>0.42</td>
<td>2.44</td>
<td>4.80</td>
</tr>
<tr>
<td>Korea, Rep. of</td>
<td>829</td>
<td>0.11</td>
<td>7,451</td>
<td>1.00</td>
<td>3.45</td>
<td>5.83</td>
</tr>
<tr>
<td>Hong Kong and Taiwan (China)</td>
<td>3,811</td>
<td>0.53</td>
<td>12,749</td>
<td>1.78</td>
<td>1.94</td>
<td>3.78</td>
</tr>
<tr>
<td>Indonesia</td>
<td>791</td>
<td>0.27</td>
<td>1,822</td>
<td>0.61</td>
<td>0.18</td>
<td>-0.10</td>
</tr>
<tr>
<td>Malaysia</td>
<td>1,555</td>
<td>0.87</td>
<td>3,636</td>
<td>2.03</td>
<td>0.27</td>
<td>0.02</td>
</tr>
<tr>
<td>Philippines</td>
<td>-627</td>
<td>-0.57</td>
<td>-994</td>
<td>-0.89</td>
<td>-0.26</td>
<td>-3.19</td>
</tr>
<tr>
<td>Singapore</td>
<td>-2,280</td>
<td>-1.68</td>
<td>-458</td>
<td>-0.34</td>
<td>4.92</td>
<td>6.50</td>
</tr>
<tr>
<td>Thailand</td>
<td>-639</td>
<td>-0.31</td>
<td>492</td>
<td>0.24</td>
<td>1.63</td>
<td>2.33</td>
</tr>
<tr>
<td>Vietnam</td>
<td>-41</td>
<td>-0.07</td>
<td>166</td>
<td>0.29</td>
<td>-1.10</td>
<td>-2.33</td>
</tr>
<tr>
<td>Rest of Southeast Asia</td>
<td>424</td>
<td>0.41</td>
<td>603</td>
<td>0.58</td>
<td>-2.85</td>
<td>-2.11</td>
</tr>
<tr>
<td>India</td>
<td>361,740</td>
<td>33.7</td>
<td>394,490</td>
<td>36.7</td>
<td>28.89</td>
<td>47.05</td>
</tr>
<tr>
<td>Rest of South Asia</td>
<td>-962</td>
<td>-0.35</td>
<td>-159</td>
<td>-0.06</td>
<td>1.60</td>
<td>2.98</td>
</tr>
<tr>
<td>Canada</td>
<td>2,767</td>
<td>0.32</td>
<td>5,182</td>
<td>0.59</td>
<td>-0.91</td>
<td>-1.43</td>
</tr>
<tr>
<td>United States</td>
<td>124</td>
<td>0.00</td>
<td>20,262</td>
<td>0.15</td>
<td>0.67</td>
<td>2.87</td>
</tr>
<tr>
<td>Mexico</td>
<td>535</td>
<td>0.06</td>
<td>1,000</td>
<td>0.11</td>
<td>-1.33</td>
<td>-2.37</td>
</tr>
<tr>
<td>Argentina and Brazil</td>
<td>1,410</td>
<td>0.13</td>
<td>3,134</td>
<td>0.28</td>
<td>-0.06</td>
<td>0.45</td>
</tr>
<tr>
<td>Rest of Latin America</td>
<td>3,015</td>
<td>0.36</td>
<td>4,703</td>
<td>0.56</td>
<td>-0.48</td>
<td>-0.26</td>
</tr>
<tr>
<td>EU25 and EFTA</td>
<td>-4,306</td>
<td>-0.04</td>
<td>16,893</td>
<td>0.18</td>
<td>-0.14</td>
<td>-0.18</td>
</tr>
<tr>
<td>Former Soviet Union</td>
<td>9,958</td>
<td>1.37</td>
<td>12,914</td>
<td>1.77</td>
<td>1.34</td>
<td>2.34</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
<td>23,780</td>
<td>1.31</td>
<td>29,108</td>
<td>1.60</td>
<td>-1.50</td>
<td>-1.50</td>
</tr>
</tbody>
</table>

continued on next page
### Table 3.7, continued

<table>
<thead>
<tr>
<th>Region</th>
<th>Welfare</th>
<th>Exports</th>
<th>Terms-of-trade effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Growth</td>
<td>Growth and quality</td>
<td>Growth</td>
</tr>
<tr>
<td></td>
<td>2001 $ millions</td>
<td>2001 $ millions</td>
<td>(%)</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>4,904</td>
<td>7,676</td>
<td>-0.24</td>
</tr>
<tr>
<td>Rest of the world</td>
<td>-688</td>
<td>-500</td>
<td>1.46</td>
</tr>
<tr>
<td>LICs</td>
<td>366,065</td>
<td>402,775</td>
<td>14.04</td>
</tr>
<tr>
<td>MICs</td>
<td>1,184,823</td>
<td>1,308,743</td>
<td>10.70</td>
</tr>
<tr>
<td>HICs</td>
<td>10,275</td>
<td>84,923</td>
<td>0.79</td>
</tr>
<tr>
<td>World</td>
<td>1,561,163</td>
<td>1,796,437</td>
<td>4.4</td>
</tr>
<tr>
<td>LICs (excl. India)</td>
<td>4,325</td>
<td>8,286</td>
<td>-0.07</td>
</tr>
<tr>
<td>MICs (excl. China)</td>
<td>39,091</td>
<td>55,315</td>
<td>-0.18</td>
</tr>
</tbody>
</table>

Source: Authors’ simulations with modified GTAP model; see details in text.

Note: EFTA = European Free Trade Association; EU = European Union; HIC = high-income country; LIC = low-income country; MIC = middle-income country.
expansion in the range of products exported, and improvements in their quality ("growth and quality"). Increases in real income presented are measures of equivalent variation in 2001 dollars. Export expansion is presented using percentage changes in the volume of exports. The terms-of-trade effect is presented in 2001 dollars.¹⁰

A positive efficiency gain in China and India resulting in annual growth that is, respectively, 2.1 and 1.9 percentage points higher than in the baseline will translate into a welfare gain in 2020 of $1.15 trillion (40 percent) for China and $362 billion (34 percent) for India, relative to the baseline. The volume of exports increases by 29 percent from both China and India—an increase slightly larger than the corresponding increases in output. However, this export expansion is accompanied by declining export prices and a terms-of-trade loss of approximately $48 billion for China and $12 billion for India. Such a loss is expected in a model using the Armington assumption of national product differentiation.

The welfare changes for other countries are relatively small. Gains for most of China’s and India’s trading partners in the Asia-Pacific region are modest. High-income countries gain, except for those in the European Union where existing distortions and structural change lead to an allocative efficiency loss. Many countries will benefit from improved terms of trade for their products as China increases its imports from the rest of the world by 23 percent and India increases imports by a similar amount. Some middle- and low-income countries (such as the Philippines, Thailand, and some other countries in South Asia) will lose as competition with China and India negatively affects their terms of trade in third markets.

Whereas the aggregate results suggest that competition from China and India would have a small effect on average real incomes, manufacturing industries in many countries are affected negatively; and for industries in some countries, these effects could be substantial (table 3.8).¹¹ Improved growth of exports from China and India implies an expansion of their textile industries

---

¹⁰. Since the price of relevance to the importer is the effective price, which may fall when quality and variety increase, and the price relevant to the producer is the actual price, which rises when quality and variety increase, it is possible for the terms-of-trade to improve for both importer and exporter.

¹¹. Results of improved growth in China alone are available from the authors on request; they do not differ much from the results of improved growth in China and India, except that India’s apparel industry contracts by 12 percent whereas the impact on other industries is negligible.
Table 3.8 Manufacturing Output: Effects of Improved Growth and Quality Exports in China and India, Relative to Base, 2020

<table>
<thead>
<tr>
<th>Region</th>
<th>Textiles</th>
<th>Apparel</th>
<th>Leather</th>
<th>Wood</th>
<th>Minerals</th>
<th>Chemicals</th>
<th>Metals</th>
<th>Auto</th>
<th>Machinery</th>
<th>Electronics</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia and New Zealand</td>
<td>−6.9</td>
<td>−8.6</td>
<td>−8.5</td>
<td>−1.3</td>
<td>−1.1</td>
<td>−0.8</td>
<td>−4.1</td>
<td>−2.4</td>
<td>−6.7</td>
<td>−5.9</td>
<td>−8.4</td>
</tr>
<tr>
<td>China</td>
<td>35.5</td>
<td>20.3</td>
<td>39.4</td>
<td>41.6</td>
<td>36.8</td>
<td>42.9</td>
<td>38.5</td>
<td>34.8</td>
<td>37.6</td>
<td>35.8</td>
<td>30.5</td>
</tr>
<tr>
<td>Japan</td>
<td>−1.6</td>
<td>−6.0</td>
<td>−5.3</td>
<td>−1.1</td>
<td>−1.0</td>
<td>−2.3</td>
<td>−2.7</td>
<td>−3.9</td>
<td>−6.6</td>
<td>−4.8</td>
<td>−4.2</td>
</tr>
<tr>
<td>Korea, Rep. of</td>
<td>−1.3</td>
<td>−2.1</td>
<td>−1.6</td>
<td>0.4</td>
<td>−0.6</td>
<td>−1.7</td>
<td>1.7</td>
<td>−3.0</td>
<td>−1.9</td>
<td>0.0</td>
<td>−7.7</td>
</tr>
<tr>
<td>Hong Kong and Taiwan (China)</td>
<td>−5.9</td>
<td>−7.3</td>
<td>−7.1</td>
<td>−2.2</td>
<td>−1.7</td>
<td>−4.8</td>
<td>−5.0</td>
<td>−3.6</td>
<td>−5.7</td>
<td>−2.9</td>
<td>−15.8</td>
</tr>
<tr>
<td>Indonesia</td>
<td>−9.2</td>
<td>−11.7</td>
<td>−7.7</td>
<td>4.6</td>
<td>−2.6</td>
<td>0.3</td>
<td>−5.9</td>
<td>−0.5</td>
<td>−1.2</td>
<td>−1.4</td>
<td>−10.6</td>
</tr>
<tr>
<td>Malaysia</td>
<td>−7.5</td>
<td>−15.8</td>
<td>−5.7</td>
<td>0.6</td>
<td>−1.3</td>
<td>1.9</td>
<td>−1.6</td>
<td>−1.1</td>
<td>−4.6</td>
<td>−0.2</td>
<td>−3.6</td>
</tr>
<tr>
<td>Philippines</td>
<td>−7.4</td>
<td>−15.7</td>
<td>−8.7</td>
<td>−0.2</td>
<td>−0.3</td>
<td>3.9</td>
<td>0.1</td>
<td>0.0</td>
<td>−0.2</td>
<td>−4.0</td>
<td>−6.4</td>
</tr>
<tr>
<td>Singapore</td>
<td>−8.0</td>
<td>−8.1</td>
<td>−11.2</td>
<td>−0.6</td>
<td>2.1</td>
<td>0.7</td>
<td>2.0</td>
<td>−3.6</td>
<td>−1.8</td>
<td>3.4</td>
<td>−10.9</td>
</tr>
<tr>
<td>Thailand</td>
<td>−5.1</td>
<td>−5.0</td>
<td>−6.0</td>
<td>1.5</td>
<td>−0.6</td>
<td>2.0</td>
<td>0.5</td>
<td>0.5</td>
<td>−1.4</td>
<td>4.6</td>
<td>−8.1</td>
</tr>
<tr>
<td>Vietnam</td>
<td>−9.1</td>
<td>−9.5</td>
<td>−13.9</td>
<td>6.5</td>
<td>0.3</td>
<td>3.0</td>
<td>2.2</td>
<td>0.3</td>
<td>−3.7</td>
<td>6.2</td>
<td>−15.5</td>
</tr>
<tr>
<td>Rest of South-east Asia</td>
<td>−6.3</td>
<td>−3.6</td>
<td>−3.4</td>
<td>0.7</td>
<td>0.7</td>
<td>−0.5</td>
<td>−1.2</td>
<td>−0.4</td>
<td>−3.5</td>
<td>−0.5</td>
<td>−0.8</td>
</tr>
<tr>
<td>Region</td>
<td>GDP Growth (1)</td>
<td>GDP Growth (2)</td>
<td>GDP Growth (3)</td>
<td>GDP Growth (4)</td>
<td>GDP Growth (5)</td>
<td>GDP Growth (6)</td>
<td>GDP Growth (7)</td>
<td>GDP Growth (8)</td>
<td>GDP Growth (9)</td>
<td>GDP Growth (10)</td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>35.1</td>
<td>23.3</td>
<td>41.4</td>
<td>39.8</td>
<td>30.7</td>
<td>30.6</td>
<td>33.9</td>
<td>30.6</td>
<td>29.2</td>
<td>30.7</td>
<td>23.5</td>
</tr>
<tr>
<td>Rest of South</td>
<td>-2.7</td>
<td>-12.4</td>
<td>-1.2</td>
<td>0.7</td>
<td>-1.6</td>
<td>-0.4</td>
<td>3.8</td>
<td>-1.5</td>
<td>-3.2</td>
<td>-0.2</td>
<td>-6.4</td>
</tr>
<tr>
<td>Asia</td>
<td>-6.4</td>
<td>-25.5</td>
<td>-6.3</td>
<td>2.3</td>
<td>-1.9</td>
<td>-1.2</td>
<td>10.5</td>
<td>-3.8</td>
<td>-8.1</td>
<td>-8.9</td>
<td>-11.6</td>
</tr>
<tr>
<td>Canada</td>
<td>-4.4</td>
<td>-8.3</td>
<td>-3.7</td>
<td>-1.4</td>
<td>-2.4</td>
<td>-4.0</td>
<td>-2.1</td>
<td>0.0</td>
<td>-4.1</td>
<td>-2.2</td>
<td>-12.7</td>
</tr>
<tr>
<td>United States</td>
<td>-5.8</td>
<td>-14.9</td>
<td>-3.7</td>
<td>-1.1</td>
<td>-2.6</td>
<td>-3.8</td>
<td>-4.3</td>
<td>-1.0</td>
<td>-8.5</td>
<td>-11.0</td>
<td>-20.5</td>
</tr>
<tr>
<td>Mexico</td>
<td>-2.1</td>
<td>-2.2</td>
<td>-0.8</td>
<td>0.2</td>
<td>0.1</td>
<td>0.9</td>
<td>-0.3</td>
<td>0.7</td>
<td>-4.1</td>
<td>-3.8</td>
<td>-6.5</td>
</tr>
<tr>
<td>Argentina and Brazil</td>
<td>-3.4</td>
<td>-1.8</td>
<td>-8.4</td>
<td>-0.9</td>
<td>0.0</td>
<td>-2.8</td>
<td>-4.5</td>
<td>-2.5</td>
<td>-7.4</td>
<td>-8.0</td>
<td>-4.9</td>
</tr>
<tr>
<td>Rest of Latin</td>
<td>-4.5</td>
<td>-4.2</td>
<td>-3.4</td>
<td>-0.5</td>
<td>-0.2</td>
<td>-0.3</td>
<td>-2.8</td>
<td>-1.3</td>
<td>-5.5</td>
<td>-5.3</td>
<td>-8.8</td>
</tr>
<tr>
<td>America</td>
<td>-9.5</td>
<td>-7.9</td>
<td>-6.1</td>
<td>0.4</td>
<td>1.1</td>
<td>-1.4</td>
<td>-2.6</td>
<td>-2.5</td>
<td>-9.9</td>
<td>-15.1</td>
<td>-14.4</td>
</tr>
<tr>
<td>EU25 and EFTA</td>
<td>-5.6</td>
<td>-9.7</td>
<td>-5.0</td>
<td>0.0</td>
<td>-0.4</td>
<td>-1.8</td>
<td>-0.7</td>
<td>-0.4</td>
<td>-2.4</td>
<td>-2.5</td>
<td>-3.9</td>
</tr>
<tr>
<td>Former Soviet Union</td>
<td>-9.9</td>
<td>-16.8</td>
<td>-8.5</td>
<td>0.8</td>
<td>-0.5</td>
<td>-3.0</td>
<td>-1.3</td>
<td>-1.3</td>
<td>-5.0</td>
<td>-11.7</td>
<td>-6.6</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
<td>-8.6</td>
<td>-18.6</td>
<td>-2.6</td>
<td>-0.7</td>
<td>-0.5</td>
<td>-5.8</td>
<td>-6.6</td>
<td>-3.2</td>
<td>-8.3</td>
<td>-7.2</td>
<td>-9.1</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>-14.8</td>
<td>-29.4</td>
<td>-3.7</td>
<td>-0.7</td>
<td>0.3</td>
<td>-5.9</td>
<td>-6.5</td>
<td>-4.9</td>
<td>-12.9</td>
<td>-15.9</td>
<td>-13.4</td>
</tr>
<tr>
<td>Africa</td>
<td>-4.6</td>
<td>-5.5</td>
<td>-4.1</td>
<td>0.0</td>
<td>-0.1</td>
<td>0.3</td>
<td>-2.3</td>
<td>-3.8</td>
<td>-8.4</td>
<td>-7.4</td>
<td>-7.6</td>
</tr>
<tr>
<td>Rest of the world</td>
<td>-10.4</td>
<td>-10.3</td>
<td>-7.7</td>
<td>0.6</td>
<td>1.2</td>
<td>-2.0</td>
<td>1.4</td>
<td>-8.5</td>
<td>-16.1</td>
<td>-24.9</td>
<td>-13.3</td>
</tr>
<tr>
<td>world</td>
<td>-2.9</td>
<td>-7.7</td>
<td>-1.7</td>
<td>1.1</td>
<td>-0.1</td>
<td>0.0</td>
<td>-1.2</td>
<td>-0.3</td>
<td>-1.9</td>
<td>-1.8</td>
<td>-14.3</td>
</tr>
</tbody>
</table>

Source: Authors’ simulations with modified GTAP model; see details in text.

Note: EFTA = European Free Trade Association; EU = European Union. For each region, numbers in the first row are results for the case of improved growth in China and India; numbers in the second row are results for the case of improved growth and quality exports in China and India.
and a contraction of the textile industries in other countries, relative to the baseline. Indonesia and Vietnam experience the largest contractions—9.2 percent and 8.9 percent, respectively. The projected growth of China’s and India’s apparel industries means sharp contractions in apparel production elsewhere. The apparel industries of Vietnam and the Middle East and North Africa are expected to be hit hardest as their output declines by nearly a fifth (19 percent). Similar declines will affect the light manufacturing industry (leather and other manufactures), although the expected declines are much smaller than the declines in apparel. With the exception of the electronics industry in Singapore and Thailand, competition from China and India leads to contractions of the electronics industries in other countries. Machinery and equipment production also will relocate to China and India, thereby reducing the size of these industries in other countries. The expected expansion of automobile production in China and India has a small negative effect on automobile production in other countries, except in Mexico and Thailand.

But not all news will be bad. The boost in China’s and India’s wood processing industries has positive spillover effects via increased demand for intermediate wood products from Indonesia, the Republic of Korea, Malaysia, Thailand, and other countries in East and South Asia. Similarly, growth in China and India will fuel demand for chemicals from Malaysia, the Philippines, and Thailand; for mineral products from Vietnam and other Southeast Asian countries; and for metals from some countries in East Asia and South Asia (table 3.8). Moreover, in all countries losing manufacturing output, other sectors (not reported in the table) expand as factors move into the farm and services sectors.

Adding to the growth scenario improvements in the variety and quality of exports from China and India increases the benefits to the world economy from $1.6 trillion to $1.8 trillion (table 3.7). In this case, the volumes of exports from China and India grow by 55 and 47 percent, respectively, with positive terms-of-trade effects in all regions other than the Philippines. Most countries benefit because they can import higher volumes from these two countries at lower effective prices and they can experience greater demand for their exports from China and India. The biggest beneficiaries are China and India, of course, because their welfare gains are increased by 3.7 percent and 5.0 percent of initial income levels by the quality and variety effects, raising their overall gains to 44 percent and 37 percent, respectively. In one case—the Philippines—the welfare loss from higher growth in China and India worsens as the Giants improve the quality of their exports and expand output.
of electronics, machinery, and equipment. Such an outcome can be explained by the high share of electronics in the Philippines’ total exports. Indeed, this share is higher than that of any other country/region in the model. The volume of trade between China and India increases more than does either country’s trade with the rest of the world, thereby deepening the trade links between the two Asian Giants. Most countries have increases in exports as a result of the Giants’ growth and quality improvements, but some suffer losses (most notably, Mexico, the Philippines, Vietnam, and others in Southeast Asia). Middle-income countries other than China suffer an absolute loss of exports.

Pressure on middle-income developing countries to raise the quality of their manufactures will increase as a result of improved-quality Chinese and Indian exports. Improved-quality exports from fast-growing China and India intensify competition in the markets for different manufactured goods and lead to further contractions of the electronics industry in all regions except Singapore and Thailand; in the machinery and equipment industries in all countries except the Philippines; and in the textiles, apparel, and other light manufacturing sectors in most regions. As China starts producing more sophisticated and new varieties of electronics, machinery, and equipment, it reduces the rate of expansion of its processing industries (wood, minerals, chemicals, and metals), thus leaving space for other countries to expand these industries (table 3.8).

**Impact of Variety**

Our simulations of growth and quality improvement include most of the broad features of new economic geography models, such as Puga and Venables (1999). Improved variety and quality of exports from China and India raise welfare, and lower production costs in their trading partners, in the same way that increased variety does in the Puga-Venables model—that is, through a reduction in the effective price of imports from the Giants. In our formulation, trading partners also face increased competition in third markets, reducing welfare in their competitors. Induced increases in import demand from China and India improve the terms of trade of their trading partners in our formulation, as in Puga and Venables. One difference is that increases in exports from trading partners do not increase the number of varieties supplied by these countries, and hence do not generate benefits from the preference for
variety assumed in the new economic geography models. For trading partners where welfare declines but exports increase (Singapore, the rest of South Asia, and the rest of the world), our formulation omits a positive effect that may reverse the very small estimated overall negative impact. For the Philippines, however, exports decline, so this channel would be unlikely to reverse the adverse welfare impact arising from greater competition in third markets.

**Alternative Paths to Improved Growth**

A positive productivity shock of 2 percent per year in the five Chinese and Indian sectors considered in chapter 2—metals, electronics, machinery and equipment, motor vehicles, and commercial services—is beneficial to the world and all developing countries, except the Philippines. This efficiency improvement in China and India, however, entails substantial structural change (table 3.9). The Giants become much more powerful players in the favored sectors, and world trade grows much faster than envisaged under the scenario of neutral TFP growth of 2 percent. Exports from China double and exports from India jump by more than 72 percent. World trade expands by 11 percent, as regional trade between China and developed economies in the Asia-Pacific region (Japan, Korea, and the United States), and India and its closest partners in South Asia grow as well. The huge effects on trade arise because the assumed stimulus is to existing export sectors, so it exacerbates imbalances between local supply and demand and, hence, requires increased trade to restore equilibrium.

In this scenario, China and India expand their heavy industry and high-tech manufacturing sectors, leaving space for other countries to increase production of light manufactures, chemicals, and minerals (table 3.9). Still, exports from many developing economies that compete with China and India decline as a result of the improved efficiency of China’s and India’s heavy industry and high-tech sectors; exports from high-income countries decline marginally. Most notable is the decline of exports from the Philippines (18 percent) and Thailand (10 percent), including declines of 65 percent and 53 percent, respectively, in the electronics sector. All economies experience structural change of a similar magnitude. In the simulation with neutral productivity increases across sectors, the growth and quality scenario created increased competition in a number of sectors, and reduced other countries’ output levels relative to the baseline in many cases. In almost all cases, however,
<table>
<thead>
<tr>
<th>Region</th>
<th>Textiles</th>
<th>Apparel</th>
<th>Leather</th>
<th>Wood</th>
<th>Minerals</th>
<th>Chemicals</th>
<th>Metals</th>
<th>Auto</th>
<th>Machinery</th>
<th>Electronics</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia and New Zealand</td>
<td>10.4</td>
<td>38.7</td>
<td>9.4</td>
<td>3.1</td>
<td>15.8</td>
<td>-0.9</td>
<td>-42.7</td>
<td>-28.5</td>
<td>-44.0</td>
<td>-61.8</td>
<td>25.6</td>
</tr>
<tr>
<td>China</td>
<td>-79.6</td>
<td>-72.8</td>
<td>-63.6</td>
<td>-52.3</td>
<td>-0.6</td>
<td>-45.6</td>
<td>42.7</td>
<td>195.8</td>
<td>95.4</td>
<td>252.1</td>
<td>-58.0</td>
</tr>
<tr>
<td>Japan</td>
<td>48.3</td>
<td>36.5</td>
<td>30.5</td>
<td>9.1</td>
<td>16.8</td>
<td>22.5</td>
<td>-19.3</td>
<td>-23.1</td>
<td>-31.6</td>
<td>-43.9</td>
<td>28.2</td>
</tr>
<tr>
<td>Korea, Rep. of</td>
<td>61.4</td>
<td>40.5</td>
<td>125.8</td>
<td>51.2</td>
<td>27.4</td>
<td>47.0</td>
<td>-32.2</td>
<td>-29.5</td>
<td>-36.2</td>
<td>-54.5</td>
<td>104.2</td>
</tr>
<tr>
<td>Hong Kong and Taiwan (China)</td>
<td>1.6</td>
<td>107.2</td>
<td>28.1</td>
<td>9.6</td>
<td>2.6</td>
<td>8.0</td>
<td>-51.6</td>
<td>-40.0</td>
<td>-56.0</td>
<td>-66.3</td>
<td>94.9</td>
</tr>
<tr>
<td>Indonesia</td>
<td>38.7</td>
<td>96.2</td>
<td>-2.0</td>
<td>37.0</td>
<td>-7.5</td>
<td>-1.1</td>
<td>-45.7</td>
<td>-26.8</td>
<td>-38.1</td>
<td>-77.9</td>
<td>37.6</td>
</tr>
<tr>
<td>Malaysia</td>
<td>99.2</td>
<td>290.7</td>
<td>63.1</td>
<td>88.9</td>
<td>44.1</td>
<td>53.8</td>
<td>-19.2</td>
<td>-12.4</td>
<td>-23.0</td>
<td>-53.2</td>
<td>44.4</td>
</tr>
<tr>
<td>Philippines</td>
<td>71.9</td>
<td>266.3</td>
<td>44.2</td>
<td>22.3</td>
<td>4.2</td>
<td>16.1</td>
<td>-40.6</td>
<td>-25.0</td>
<td>-23.9</td>
<td>-64.7</td>
<td>81.3</td>
</tr>
<tr>
<td>Singapore</td>
<td>70.4</td>
<td>36.6</td>
<td>29.4</td>
<td>29.9</td>
<td>51.3</td>
<td>30.6</td>
<td>-31.5</td>
<td>-39.0</td>
<td>-42.0</td>
<td>-35.0</td>
<td>48.5</td>
</tr>
<tr>
<td>Thailand</td>
<td>54.2</td>
<td>59.4</td>
<td>26.6</td>
<td>35.6</td>
<td>16.4</td>
<td>8.9</td>
<td>-34.4</td>
<td>-14.8</td>
<td>-39.5</td>
<td>-53.3</td>
<td>69.7</td>
</tr>
<tr>
<td>Vietnam</td>
<td>48.9</td>
<td>203.1</td>
<td>-5.1</td>
<td>-0.3</td>
<td>6.0</td>
<td>13.5</td>
<td>-41.7</td>
<td>-39.0</td>
<td>-53.2</td>
<td>-57.9</td>
<td>14.9</td>
</tr>
<tr>
<td>Rest of South-east Asia</td>
<td>20.8</td>
<td>26.4</td>
<td>-5.6</td>
<td>21.1</td>
<td>3.4</td>
<td>-3.0</td>
<td>-23.4</td>
<td>-12.7</td>
<td>-29.1</td>
<td>-28.2</td>
<td>2.9</td>
</tr>
<tr>
<td>India</td>
<td>-40.5</td>
<td>-67.5</td>
<td>-88.7</td>
<td>-43.8</td>
<td>-37.8</td>
<td>-41.7</td>
<td>117.5</td>
<td>26.2</td>
<td>156.2</td>
<td>8.7</td>
<td>-71.4</td>
</tr>
<tr>
<td>Rest of South Asia</td>
<td>23.3</td>
<td>156.1</td>
<td>5.3</td>
<td>5.0</td>
<td>2.4</td>
<td>2.5</td>
<td>-39.2</td>
<td>-40.0</td>
<td>-48.2</td>
<td>-64.8</td>
<td>20.0</td>
</tr>
<tr>
<td>Canada</td>
<td>54.7</td>
<td>94.6</td>
<td>49.7</td>
<td>12.0</td>
<td>3.5</td>
<td>12.4</td>
<td>-30.2</td>
<td>-27.5</td>
<td>-37.6</td>
<td>-60.4</td>
<td>100.6</td>
</tr>
<tr>
<td>United States</td>
<td>36.6</td>
<td>81.0</td>
<td>33.7</td>
<td>5.8</td>
<td>6.8</td>
<td>14.8</td>
<td>-14.7</td>
<td>-13.7</td>
<td>-24.2</td>
<td>-56.6</td>
<td>77.3</td>
</tr>
<tr>
<td>Mexico</td>
<td>57.0</td>
<td>75.0</td>
<td>20.6</td>
<td>8.0</td>
<td>5.0</td>
<td>13.8</td>
<td>-13.6</td>
<td>-16.0</td>
<td>-33.0</td>
<td>-65.0</td>
<td>70.8</td>
</tr>
<tr>
<td>Argentina and Brazil</td>
<td>6.0</td>
<td>4.3</td>
<td>28.6</td>
<td>2.3</td>
<td>13.4</td>
<td>-0.9</td>
<td>-20.6</td>
<td>-20.8</td>
<td>-27.8</td>
<td>-36.3</td>
<td>8.5</td>
</tr>
<tr>
<td>Rest of Latin America</td>
<td>22.3</td>
<td>43.8</td>
<td>11.7</td>
<td>4.6</td>
<td>10.7</td>
<td>0.2</td>
<td>-34.7</td>
<td>-27.5</td>
<td>-40.3</td>
<td>-61.6</td>
<td>34.9</td>
</tr>
</tbody>
</table>

Table 3.9 Industry Effects of Improved Sectoral Productivity Growth in China and India, Relative to Base, 2020 percent

continued on next page
Table 3.9, continued

<table>
<thead>
<tr>
<th>Region</th>
<th>Textiles</th>
<th>Apparel</th>
<th>Leather</th>
<th>Wood</th>
<th>Minerals</th>
<th>Chemicals</th>
<th>Metals</th>
<th>Auto</th>
<th>Machinery</th>
<th>Electronics</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU25 and EFTA</td>
<td>72.1</td>
<td>111.4</td>
<td>38.1</td>
<td>9.1</td>
<td>4.9</td>
<td>6.4</td>
<td>-24.5</td>
<td>-28.0</td>
<td>-37.1</td>
<td>-62.2</td>
<td>44.2</td>
</tr>
<tr>
<td>Former Soviet Union</td>
<td>16.5</td>
<td>50.2</td>
<td>8.2</td>
<td>17.2</td>
<td>-10.6</td>
<td>5.9</td>
<td>-26.3</td>
<td>-9.9</td>
<td>-26.0</td>
<td>-30.4</td>
<td>10.1</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
<td>30.2</td>
<td>173.0</td>
<td>2.9</td>
<td>-1.6</td>
<td>7.1</td>
<td>-2.6</td>
<td>-38.2</td>
<td>-32.8</td>
<td>-47.8</td>
<td>-63.9</td>
<td>38.7</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>17.0</td>
<td>32.2</td>
<td>12.4</td>
<td>6.6</td>
<td>13.2</td>
<td>7.1</td>
<td>-45.8</td>
<td>-41.1</td>
<td>-50.0</td>
<td>-70.4</td>
<td>30.1</td>
</tr>
<tr>
<td>Rest of the world</td>
<td>45.1</td>
<td>155.0</td>
<td>15.2</td>
<td>4.3</td>
<td>-7.0</td>
<td>-3.8</td>
<td>-30.1</td>
<td>-25.3</td>
<td>-31.7</td>
<td>-45.7</td>
<td>125.4</td>
</tr>
</tbody>
</table>

Source: Authors’ simulations with modified GTAP model; see details in text.
Note: EFTA = European Free Trade Association; EU = European Union.
output continues to rise strongly, relative to its level in 2005. When technological progress is focused in a few key, trade-oriented sectors, on the other hand, the impacts on output are much more variable, relative to the baseline projection. The electronics sector is the most likely to contract, relative to 2005 levels, with declines in most countries associated with extremely rapid expansion in China and India. Outputs of metals and automobiles are projected to increase in absolute terms in most regions, with noticeable declines, relative to 2005 levels, only in Australia/New Zealand (17 percent) and Hong Kong and Taiwan (China). Output of other machinery is projected to come under downward pressure in sub-Saharan Africa and in the high-income countries, where a decline in output of 21 percent is projected for the European Union, relative to 2005 levels. The results from this experiment show just how strongly the impacts at a sectoral level depend on the sectoral pattern of productivity growth in the Giants.

Improved growth through accelerated accumulation of capital (2 percentage points faster than the baseline in China and India) modestly affects real incomes in other regions. China and India increase their production of all manufactured goods, but the expansion of the capital-intensive sectors is larger than that of other sectors. Because the capital-intensive sectors are experiencing efficiency gains in the previous scenario, the export and sector-specific changes are broadly similar but smaller in absolute value than the ones presented for the case of improved efficiency of China’s and India’s metals, electronics, machinery and equipment, motor vehicles, and commercial services. In terms of total exports, capital accumulation impinges relatively more heavily on other low-income countries than on other middle-income countries in this exercise than it does in the previous exercise, and high-income countries record gains rather than losses (table 3.10).

Finally, improved growth through accelerated accumulation of human capital (2 percentage points per year higher than the baseline) has a much smaller effect on welfare, exports, and sector outputs than does improved growth through accelerated accumulation of physical capital (table 3.10). This occurs because the share of skilled labor is much lower than the share of capital in total factor endowment. The patterns over countries are similar to those of physical capital accumulation, but they impinge relatively more heavily on middle-income countries.
### Table 3.10 Export Volume Changes under Various Scenarios, Relative to Base, 2020

<table>
<thead>
<tr>
<th>Region</th>
<th>Improved sector productivity in China and India</th>
<th>Improved capital growth in China and India</th>
<th>Improved skilled labor growth in China and India</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia and New Zealand</td>
<td>–0.01</td>
<td>0.14</td>
<td>0.02</td>
</tr>
<tr>
<td>China</td>
<td>96.42</td>
<td>23.93</td>
<td>5.39</td>
</tr>
<tr>
<td>Japan</td>
<td>4.40</td>
<td>2.97</td>
<td>0.66</td>
</tr>
<tr>
<td>Korea, Rep. of</td>
<td>4.05</td>
<td>3.25</td>
<td>0.82</td>
</tr>
<tr>
<td>Hong Kong and Taiwan (China)</td>
<td>–3.88</td>
<td>1.15</td>
<td>0.32</td>
</tr>
<tr>
<td>Indonesia</td>
<td>–0.73</td>
<td>0.12</td>
<td>0.05</td>
</tr>
<tr>
<td>Malaysia</td>
<td>–6.60</td>
<td>–0.36</td>
<td>–0.04</td>
</tr>
<tr>
<td>Philippines</td>
<td>–18.34</td>
<td>–0.82</td>
<td>–0.06</td>
</tr>
<tr>
<td>Singapore</td>
<td>–8.56</td>
<td>3.87</td>
<td>1.03</td>
</tr>
<tr>
<td>Thailand</td>
<td>–9.77</td>
<td>0.46</td>
<td>0.15</td>
</tr>
<tr>
<td>Vietnam</td>
<td>3.23</td>
<td>–0.49</td>
<td>–0.07</td>
</tr>
<tr>
<td>Rest of Southeast Asia</td>
<td>14.02</td>
<td>–0.27</td>
<td>–0.16</td>
</tr>
<tr>
<td>India</td>
<td>72.90</td>
<td>35.06</td>
<td>6.92</td>
</tr>
<tr>
<td>Rest of South Asia</td>
<td>13.40</td>
<td>2.60</td>
<td>0.56</td>
</tr>
<tr>
<td>Canada</td>
<td>–6.96</td>
<td>–1.21</td>
<td>–0.27</td>
</tr>
<tr>
<td>United States</td>
<td>5.07</td>
<td>1.82</td>
<td>0.38</td>
</tr>
<tr>
<td>Mexico</td>
<td>–8.74</td>
<td>–1.39</td>
<td>–0.31</td>
</tr>
<tr>
<td>Argentina and Brazil</td>
<td>1.33</td>
<td>0.50</td>
<td>0.08</td>
</tr>
<tr>
<td>Rest of Latin America</td>
<td>0.00</td>
<td>–0.23</td>
<td>–0.07</td>
</tr>
<tr>
<td>EU25 and EFTA</td>
<td>–2.45</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Former Soviet Union</td>
<td>4.44</td>
<td>2.27</td>
<td>0.52</td>
</tr>
<tr>
<td>Middle East and North Africa</td>
<td>–0.62</td>
<td>–1.40</td>
<td>–0.33</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>–2.24</td>
<td>–0.59</td>
<td>–0.16</td>
</tr>
<tr>
<td>Rest of the world</td>
<td>12.42</td>
<td>3.19</td>
<td>0.75</td>
</tr>
<tr>
<td>LICs</td>
<td>35.50</td>
<td>16.51</td>
<td>3.25</td>
</tr>
<tr>
<td>MICs</td>
<td>32.42</td>
<td>8.33</td>
<td>1.88</td>
</tr>
<tr>
<td>HICs</td>
<td>–0.43</td>
<td>1.01</td>
<td>0.24</td>
</tr>
<tr>
<td>World</td>
<td>11.13</td>
<td>3.94</td>
<td>0.88</td>
</tr>
<tr>
<td>LICs (excl. India)</td>
<td>2.61</td>
<td>0.13</td>
<td>0.01</td>
</tr>
<tr>
<td>MICs (excl. China)</td>
<td>–2.24</td>
<td>–0.11</td>
<td>–0.02</td>
</tr>
</tbody>
</table>

*Source:* Authors’ simulations with modified GTAP model; see details in text.

*Note:* EFTA = European Free Trade Association; EU = European Union; HIC = high-income country; LIC = low-income country; MIC = middle-income country.
Summary and Conclusions

This study highlights the very sharp differences in the trade patterns of China and India, and assesses the implications of rapid growth and structural change on the trade patterns of those economies and of the rest of the world. The chapter explains that services exports are roughly twice as important for India as for China. Within merchandise trade, both countries are dependent on manufactures, with China much more strongly integrated into production networks through trade in parts and components. However, the Giants’ product mixes are radically different, with only one product—refined petroleum—appearing in the top 25 products for both. Each country has undergone quite radical trade reform.

Our baseline projections suggest that there is scope for China and India to expand their exports and imports significantly without hurting each other’s development prospects or those of most other economies. Improved growth in China and India will intensify competition in global markets for manufactures, however, and the manufacturing industries in many countries will be affected negatively. Improvement in the range and quality of exports from both countries may create substantial welfare benefits to the world and to the Giants, and may act as a powerful offset to the terms-of-trade losses otherwise associated with rapid export growth. Lacking efforts to keep up with China and India, some countries may see further erosion of their export shares and high-tech manufacturing sectors. As China starts producing more sophisticated and new manufacturing products, there will be opportunities for other countries to expand their processing industries. We take into account increases in the variety and quality of exports from China and India, but, based on the most recent evidence (see Hummels and Klenow 2005), we specify export growth as arising only partially at the extensive margin (that is, through increases in the number of varieties exported). However, we augment these gains with the important Hummels-Klenow finding that the quality of existing exports rises with economic growth. One feature of the new economic geography that we do not take into account is potential gains from increases in output variety in the additional partner exports induced by the growth of these high-growth economies (see, for example, Puga and Venables 1999).

Efficiency improvements in China’s and India’s high-tech and heavy industries have much stronger trade effects than a uniform efficiency improvement of the same magnitude. This scenario will lead to severe competition in the high-tech sectors and entail substantial structural change, with China and In-
dia displacing other countries in markets for high-tech products, but leaving space for other countries to increase production of light manufactures.

Some caveats are important. First, what we have presented here are thought experiments, not predictions. Although they show that China’s and India’s growth could be beneficial to nearly all other countries, and that the impact on particular countries will depend on those countries’ own trade, production, and consumption profiles and on the patterns of growth in China and India, they offer only the broadest indications of probable effects. Likewise, our results strongly suggest that benefiting will depend on adapting to the new opportunities and challenges. By themselves these results cannot dictate the necessary adjustment. They must be supplemented with sector-specific case studies, both to identify the emerging patterns in general and to consider particular products. Our aggregation hides important information on intraindustry trade in components as part of the global production sharing arrangements.

Moreover, note that we have not estimated the adjustment costs of this economic transformation—and these costs could be substantial. Finally, recall that the chapter focuses on the static trade aspects of growth in China and India; it ignores important investment–growth links that may amplify the effects discussed here and may affect the welfare results.
The goal of this chapter is to assess how the increasing economic prominence of China and India is reshaping the international financial system. These countries have grown strongly over the last decade and projections suggest this trend will continue (see chapter 1). Although restrictions remain, both countries gradually have adopted more market-oriented policies and have liberalized both inward and outward capital flows across their borders.

To analyze the implications of the emergence of the Giants for the global financial system, we consider several dimensions of their international financial integration: net foreign asset positions, gross holdings of foreign assets and foreign liabilities, and the equity-debt mix on international balance sheets. We also analyze the importance of domestic developments and policies related to their domestic financial systems for both the current configuration of their external assets and liabilities and the dynamics of the international financial integration of China and India.1 We thus discuss the effects of three different interrelated domestic factors in each economy: (1) financial

---

1. In the other direction, it is clear that international financial integration fundamentally influences the functioning of the domestic financial system. That relationship, however, is not the focus of this chapter.
liberalization and exchange rate/monetary policies, (2) evolution of the financial sector, and (3) impact of financial reform on savings and investment rates. Finally, we assess the current international financial impact of these countries and probe how their increasing weight in the international financial system will affect the rest of the world over the medium term.

Three salient features emerge from the analysis of China’s and India’s international financial integration. First, regarding size, China and India still have only a small global share of privately held external assets and liabilities (with the exception of China’s foreign direct investment [FDI] liabilities). Second, in terms of composition, these countries’ international financial integration is highly asymmetric. On the asset side, they both hold mostly low-yield foreign reserves (that is, by 2004 these countries accounted for 20 percent of global official reserves). Equity instruments feature more prominently on the liability side, primarily taking the form of FDI in China and portfolio equity liabilities in India. Third, although neoclassical models would predict these countries to be net borrowers in the international financial system, given their level of economic development, over the last decade both China and India have reversed their large net liability positions, with China even becoming a net creditor. Their debtor and creditor positions in the world economy are small. We argue that domestic financial developments and policies, including the exchange rate regime, are essential factors in explaining these patterns of integration with the international financial system and in projecting future integration.

Those three characteristics of China’s and India’s current engagement with the global financial system have offered these countries some important benefits in recent years. Accumulating reserves has insured against the risk of international financial crises and has enabled these countries to maintain stable exchange rates. FDI inflows to China have contributed to technology transfer, and portfolio equity inflows to India have facilitated the rapid expansion of its stock market, while the domestic financial sectors of both countries have been mostly insulated from the potentially destabilizing impact of greater cross-border debt flows. Finally, improving net foreign asset positions may have been a prudent response in the wake of India’s crisis in the early 1990s and, more recently, the 1997–98 Asian financial crisis.

The current strategy nonetheless entails considerable opportunity costs in terms of the pattern of net resource flows, the “long-debt, short-equity” financial profile, the constraints on domestic monetary autonomy, and the insulation of the domestic banking sector from external competitive pressures. In particular, the benefits of reserve accumulation come with a cost arising from
the return differential; on average, these countries pay more on their liabilities than they earn on their assets. Moreover, as our analysis will highlight, domestic financial development alters the current strategy’s cost–benefit ratio because the rationale for financial protectionism declines and the potential gain from a more liberal capital account regime increases.

Looking to the future is a difficult task, and projections on the evolution of China’s and India’s international financial positions are conditional on changes in their domestic financial systems, among other things. Nevertheless, we project that further progress in domestic financial reform and liberalization of the capital account will lead to a restructuring of these countries’ international balance sheets. In particular, further financial liberalization will widen opportunities for foreign investment and expand the international investment alternatives for domestic residents, with the accumulation of external assets and liabilities by the private sectors in these countries likely to grow. With these changes we may expect to see a diminution in the compositional asymmetries of external liabilities, with a greater dispersion of inflows among the FDI, portfolio equity, and debt categories. On the asset side, there should be a marked increase in the acquisition scale of nonreserve foreign assets. With the projected increase in their shares in world gross domestic product (GDP), China and India are set to become major international investing nations.

Although projections about net balances are subject to much uncertainty, institutional reforms and further domestic financial development would put pressure on the emergence of significant current account deficits in both countries in the medium or long term, all else being equal. Accordingly, if taken together with a possible deceleration in their rates of reserve accumulation, the roles of China and India in the global distribution of external imbalances could undergo a substantial shift in the coming years. These changes will have significant implications for other participants in the international financial system.

The analysis in this chapter builds on several strands of the existing literature. A number of recent contributions have highlighted the importance of domestic financial reform for the evolution of these countries’ external positions.2 The roles of China and India in the international financial system

2. Among other sources on China, see Blanchard and Giavazzi (2005); Chamon and Prasad (2005); Lim, Spence, and Hausmann (2006); Goodfriend and Prasad (2006); Ju and Wei (2006); and Prasad and Rajan (2006). Among other sources on India, see Kletzer (2005) and Patnaik and Shah (forthcoming).
have been much debated, with opinions divided between those who consider the current role of these countries (together with other emerging Asian economies) as large-scale purchasers of reserve securities to be essentially stable in the medium to long run, and those who believe that the current configuration is a more transitory phenomenon.\(^3\)

Relative to the existing literature, we make a number of contributions. First, we provide a side-by-side examination of China’s and India’s current degrees of international financial integration, with a focus on the levels and compositions of their international balance sheets. Although we put these countries together in the analysis because of their size and growing economic importance, many differences remain and are highlighted in the chapter. Second, we provide a comparative account of the development of their domestic financial sectors, and we show how distinct policies in the two countries help explain differences in their external capital structures.\(^4\) Third, we conduct a forward-looking assessment of how future reforms in their domestic financial sectors will affect the evolution of international balance sheets, with an emphasis on highlighting the broader impact on the international financial system.

The rest of the chapter is organized as follows. The next section documents the basic stylized facts of the international financial integration of China and India. We then briefly link that to the developments in the countries’ domestic financial sectors. The fourth section analyzes the impact of their international integration on the global financial system. The final section offers some concluding remarks.

**Basic Stylized Facts**

To document the major trends in China’s and India’s international financial integration, we study the international balance sheet of each country.\(^5\) Bal-

---

3. Dooley, Folkerts-Landau, and Garber (2003) famously dubbed this configuration the “Bretton Woods II” system; Caballero, Farhi, and Gourinchas (2006) provided theoretical support. Although this hypothesis has a broad appeal in explaining the stylized facts of recent imbalances, it remains highly controversial. Other authors (Eichengreen 2004, Aizenman and Lee 2005, Goldstein and Lardy 2005, and Obstfeld and Rogoff 2005) have provided broad-ranging critiques.


5. Lane (2006) has provided more details concerning the historical evolution of the international balance sheets of China and India.
ance sheets provide a reasonable measure of international portfolios, where they stand, and how they might shift; and they help us compare stock positions with the evolution of capital flows (with flows responding to stock adjustments). In some places we also discuss recent patterns in capital flows, especially where these patterns signal that the current accumulated positions are undergoing some structural changes toward new portfolio balances.

We start with figure 4.1a, which plots the evolution of the net foreign asset positions of China and India from 1985 to 2004. The figure shows that both countries have followed a similar path—accumulating net liabilities until the mid-1990s but subsequently experiencing a sustained improvement in net foreign asset position. By 2004, China was a net creditor at 8 percent of GDP, whereas Indian net external liabilities had declined from a peak of 35 percent of GDP in 1992 to 10 percent of GDP in 2004. Figures 4.1b and 4.1c show that the net foreign asset positions of other East Asian countries also have improved in the wake of the 1997–98 financial crisis, while the net positions of the countries in the G-7, Eastern Europe, and Latin America have deteriorated. According to the International Monetary Fund’s World Economic Outlook database, since 2004 China’s current account surplus has continued to increase, reaching 7.2 percent in 2005 and projected at 7.2 percent for 2006–07, thus strengthening their creditor position. In contrast, the Indian current account balance has returned to negative territory with a deficit of 1.5 percent in 2005 and projected deficits of 2.1 and 2.7 percent for 2006 and 2007, respectively, thus deepening their debtor position.

Compared with other developing countries, China and India have net foreign asset positions that are less negative than is typically the case for countries at a similar level of development (Lane and Schmukler 2006). This remains true today. Although some other developing countries have more positive net positions, those typically are resource-rich economies.

In global terms, the imbalances of China and India are relatively small. At the end of 2004, the Chinese creditor position amounted to only 7.4 percent of the level of Japanese net foreign assets, whereas Indian net liabilities were only 2.8 percent of U.S. net external liabilities. Scaled differently, China’s net creditor position of $131 billion at the end of 2004 amounted to only 5

6. See Lane and Milesi-Ferretti (2006) for a discussion of the advantages of focusing on balance sheets instead of capital flows.
7. Japan is the world’s largest creditor nation; the United States is the world’s largest debtor nation.
Figure 4.1 Net Foreign Asset Positions, 1985–2004

a. China and India

b. East Asia and G-7

c. Eastern Europe and Latin America

Source: Authors’ calculations drawing on the data set constructed by Lane and Milesi-Ferretti (2006).  
Note: Net foreign asset position expressed as a ratio to GDP. East Asia is the average of Indonesia, the Republic of Korea, Malaysia, and Thailand. G-7 is the average of Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States. Latin America is the average of Argentina, Brazil, Chile, and Mexico. Eastern Europe is the average of the Czech Republic, Hungary, and Poland. The series for the regions are weighted averages where the weights are the countries’ GDPs as a fraction of the region’s GDP.
percent of the U.S. negative external position of $2.65 trillion.\textsuperscript{8,9} China’s position, however, is increasingly important on a flow basis: its projected 2006 current account surplus of $184 billion amounts to more than 20 percent of the projected U.S. current account deficit of $869 billion (IMF 2006b).

Underlying these net positions is a significant increase in the scale of China’s and India’s international balance sheets. Figure 4.2a shows the sum of foreign assets and liabilities (divided by GDP). This indicator of international financial integration has increased sharply for both countries in recent years, although the levels are not high when compared with other regions (figures 4.2b and 4.2c). Whereas the growth in cross-border holdings is substantial, we have shown that the relative pace of financial integration has lagged behind the expansion in trade integration and the growth of China and India’s share in global GDP (Lane and Schmukler 2006).

There are significant asymmetries in the composition of the underlying stocks of gross foreign assets and liabilities. Table 4.1 shows the composition of foreign assets and liabilities for China and India. On the assets side, the equity position (portfolio and FDI) is relatively minor for both countries, with a predominant role for external reserve assets that amount to 31.8 percent of GDP for China and 18.3 percent of GDP for India at the end of 2004. On the liabilities side, the table also shows some important differences between the two countries. In particular, equity liabilities primarily take the form of FDI in China, whereas portfolio equity liabilities are predominant for India. External

8. A billion is 1,000 millions.
9. These calculations are based on data drawn from Lane and Milesi-Ferretti (2006). In recent years, the major oil exporters plus other Asian economies also have run substantial current account surpluses.
Figure 4.2 International Financial Integration: Sum of Foreign Assets and Liabilities

a. China and India

b. East Asia and G-7

c. Eastern Europe and Latin America

Source: Authors’ calculations drawing on the data set constructed by Lane and Milesi-Ferretti (2006).

Note: Net foreign asset position expressed as a ratio to GDP. East Asia is the average of Indonesia, the Republic of Korea, Malaysia, and Thailand. G-7 is the average of Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States. Latin America is the average of Argentina, Brazil, Chile, and Mexico. Eastern Europe is the average of the Czech Republic, Hungary, and Poland. The series for the regions are weighted averages where the weights are the countries’ GDPs as a fraction of the region’s GDP.
debt comprises less than one-third of Chinese liabilities but more than one-half in the Indian case.

Table 4.2 considers the net positions in each asset category at the end of 2004. Both China and India are “long in debt, short in equity”: they have positive net debt positions and negative net equity positions. As observed by Lane and Milesi-Ferretti (2006), this is currently a common pattern for developing countries. However, the scale of the asymmetry is striking, especially in China’s case.

Figure 4.3 shows the relative importance of the different components of China’s and India’s international balance sheets. Relative to other countries, one of the most notable features of China and India is their low levels of non-reserve foreign assets (also discussed in Lane 2006). According to the data compiled by Lane and Milesi-Ferretti (2006), China’s foreign portfolio and FDI assets amounted to $5.7 billion and $35.8 billion, respectively, at the end of 2004, whereas the figures for India were $0.95 billion and $9.6 billion, respectively. Relative to global stocks of foreign portfolio equity and FDI assets ($8.98 trillion and $12.55 trillion, respectively), these correspond to global shares of 0.06 percent (China) and 0.01 percent (India) in terms of foreign portfolio equity assets and 0.29 percent (China) and 0.08 percent (India) in terms of FDI assets. As a benchmark, their shares in global dollar GDP are 4.7 percent and 1.7 percent, respectively, whereas they hold 16.0 percent and 3.3 percent of world reserves.

Regarding global impact, figure 4.3 shows that by the end of 2004, the FDI liabilities of China represented 4.1 percent of global FDI liabilities.10 Al-

---

10. Some of this FDI represents round-tripping activities, by which domestic residents route investment through offshore entities to benefit from the tax incentives and other advantages provided to foreign investors (see World Bank 2002; Xiao 2004).

### Table 4.2 Asymmetries in the International Balance Sheet, 2004

<table>
<thead>
<tr>
<th>Percent of GDP</th>
<th>China</th>
<th>India</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Component</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net portfolio equity</td>
<td>–2.6</td>
<td>–9.0</td>
</tr>
<tr>
<td>Net foreign direct investment</td>
<td>–23.8</td>
<td>–5.0</td>
</tr>
<tr>
<td>Net equity</td>
<td>–26.5</td>
<td>–14.1</td>
</tr>
<tr>
<td>Net private debt</td>
<td>1.5</td>
<td>–14.6</td>
</tr>
<tr>
<td>Reserves</td>
<td>31.8</td>
<td>18.3</td>
</tr>
<tr>
<td>Net debt</td>
<td>33.3</td>
<td>3.7</td>
</tr>
</tbody>
</table>

*Source: Authors’ calculations, based on data set constructed by Lane and Milesi-Ferretti (2006).*

*Note: Net private debt equals nonreserve debt assets minus debt liabilities.*
Figure 4.3 Top Foreign Asset and Liability Holders, 2004

a. Top reserve asset holders

1 Japan  
2 China  
3 Taiwan (China)  
4 Korea  
5 India  
6 Hong Kong (China)  
7 Russian Federation  
8 Singapore  
9 United States  
10 Malaysia  
Others

b. Top nonreserve asset holders

1 United States  
2 United Kingdom  
3 Germany  
4 France  
5 Japan  
6  
7 Netherlands  
8 Switzerland  
9 Italy  
10 Ireland  
23 China  
49 India  
Others

c. Top portfolio equity liability holders

1 United States  
2 Luxembourg  
3 France  
4 United Kingdom  
5 Germany  
6 Netherlands  
7 China  
8 Belgium  
9 Hong Kong (China)  
10 Spain  
36 India  
Others

d. Top FDI liability holders
Source: Authors’ calculations drawing on the data set constructed by Lane and Milesi-Ferretti (2006).

Note: The figures show the holdings of foreign assets and liabilities, by type of asset and liability, of the ten largest holders, China, India, and the sum of all the other countries, as a percentage of total holdings of that type of asset or liability. They also show the share of world GDP of the ten largest economies and India. Holdings are expressed as a percentage of the sum of the holdings of all the countries in the data set. Numbers next to holdings show position in world ranking.
though this is broadly in line with China’s share in world GDP (in dollars),
global shares are much lower for the other nonreserve elements of the inter-
national balance sheet. In portfolio terms, China and India are “underweight” 
both as destinations for international investors and as investors in nonreserve 
foreign assets (Lane 2006).

Domestic Financial Sector

To probe the extent to which the stylized facts above can be explained by de-
velopments and policies related to the domestic financial sectors in China 
and India, we very succinctly summarize the trends in three interrelated as-
pects of the financial sector: financial liberalization and exchange rate poli-
cies, evolution (and state) of the domestic financial sector, and patterns in 
savings and investment.11

As becomes evident when summarizing their evolution, these factors are 
fundamentally related to cross-border asset trade and the international bal-
ance sheets. We conduct the analysis by turning to the particular develop-
ments in the financial sectors of each country.

China

China has adopted a gradualist approach to financial liberalization, including 
the capital account. During the 1980s and 1990s, the main focus was on pro-
moting inward direct investment flows (that is, FDI), which led to a surge of 
direct investment in China in the 1990s. Investment by foreigners in China’s 
stock markets has been permitted since 1992 through multiple share classes, 
but access is still restricted and a heavy overhang of state-owned shares limits 
its attractiveness. Debt inflows have been especially restricted, as have been 
private capital outflows. This has enabled the state to control the domestic 
banking sector by setting ceilings on interest rates, for example. These mea-
ures are summarized in Lane and Schmukler (2006).

China’s financial liberalization policies have been linked intrinsically to its 
exchange rate regime. Since 1995 the renminbi (RMB) has been de facto 
pegged to the U.S. dollar, albeit with a limited degree of flexibility since the

11. A brief but much more detailed account is provided in appendixes to Lane and Schmuk-
3 percent revaluation in July 2005. A stable value of the exchange rate has been viewed as a domestic nominal anchor and an instrument to promote trade and FDI. The twin goals of maintaining a stable exchange rate and maintaining an autonomous monetary policy have contributed to the ongoing retention of extensive capital controls.

These policies have had a large impact on China’s international balance sheet. The capital account restrictions have encouraged significant roundtripping (Lane and Schmukler 2006), with Hong Kong (China) playing a dominant role in channeling investment into China. Moreover, targeting the exchange rate has had a powerful influence on the composition of China’s international balance sheet. On the liabilities side, the scale of private capital inflows (at least until the July 2005 regime switch) can be attributed partly to speculative inflows in anticipation of RMB appreciation (Prasad and Wei 2005). To avoid currency appreciation, the counterpart of high capital inflows has been the rapid accumulation of external reserves and expansion in monetary aggregates (see figure 4.4a and Lane and Schmukler [2006]). In turn, the sustainability of reserves accumulation has been facilitated by interest rate regulation that has kept down the cost of sterilization (Bai 2006).

Turning to the domestic financial sector, China’s level of domestic financial market development was low at the start of the reform process in 1978. Gradual liberalization of the sector has been accompanied by a sharp deepening of the financial development indicators in China during the last 15 years (figure 4.4a and Lane and Schmukler [2006]).

Regarding the banking sector, figure 4.4b shows that bank credit to GDP increased almost twofold, and deposits to GDP rose almost threefold between 1991 and 2004, reaching levels much higher than those in India and other relevant benchmark groups (East Asia, Eastern Europe, Latin America, and the G-7). In terms of size, credit is as high as in the G-7 economies, and deposits are substantially larger than all the other comparators. Despite the apparent financial depth captured by these indicators, however, the banking sector remains excessively focused on lending to state-owned enterprises, and it does not appear to be an adequate provider of credit to private enterprises and households. An interest rate ceiling also distorts the behavior of

12. Prasad and Wei (2005) pointed out that unrecorded capital inflows have been growing in recent years as foreign investors seek to evade limits on their ability to acquire RMB assets in anticipation of future currency appreciation.
13. Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States.
Figure 4.4 Selected Financial Sector Indicators

Sources: World Bank, World Development Indicators; IMF, International Financial Statistics; Standard and Poor's Global Stock Markets Factbook; and Beck, Demirgüç-Kunt, and Levine 2006.

Note: For a description of East Asia, G-7, Latin America, and Eastern Europe, see note to figure 4.1.
banks and limits the attractiveness of banks to domestic and foreign investors (Bai 2006).

With respect to domestic capital markets, although the stock market has undergone significant expansion since 1991 (figure 4.4c), the large overhang of government-owned shares implies that tradable shares are only about one-third of total stock market capitalization. In addition, equity pricing is perceived as open to manipulation, with the government regularly intervening in the market in response to political lobbying by the brokerage industry. Furthermore, corporate governance in China remains far from international standards. This contrasts with the focus of the Chinese government on guaranteeing safety for direct investment. The difference in the protection of foreigners’ property rights between direct and portfolio investments has made FDI much more attractive than portfolio equity for foreign investors wanting to participate in the Chinese market.

Internal funds have been the main source of investment financing for the Chinese corporate sector.14 According to Kuijs (2006), enterprises in China saved 20 percent of GDP in 2005. Their level of investment, however, was much higher than that, at 31.3 percent of GDP in 2005. The most important supplier of external finance has been the banking sector. Allen, Qian, and Qian (2005) showed that other important channels of external financing have been FDI (especially for private sector enterprises) and the state budget (for state-owned enterprises).

These features of the domestic financial sector help explain some elements of China’s integration into the international financial system. In particular, the problems in the banking system (that is, the concentration of its loan book on state-owned enterprises, the significant number of nonperforming loans, and solvency concerns) have limited the willingness of the authorities to allow Chinese banks to raise external funds or act as brokers for the acquisition of foreign assets by domestic entities (Setser 2005). In addition, the distorted nature of the Chinese stock market means that portfolio equity inflows would have been limited even under a more liberal external account regime. Similarly, the domestic bond market is at a very primitive stage of develop-

---

14. It is important to acknowledge that retained earnings are also a primary source of investment finance in many developed and developing countries (see, for example, Corbett and Jenkinson [1996]). However, the efficiency in deploying internal funds will differ between systems with effective external monitors and those lacking an external disciplinary device to constrain firms’ investment decisions.
ment, and the capacity of domestic entities to undertake international bond issues remains heavily circumscribed.

The third channel linking the domestic financial system with the international balance sheet is domestic savings and investment, with the net difference in turn determining the current account balance.

The domestic financial system influences savings rates through myriad channels. Regarding the household sector, Chamon and Prasad (2005) pointed out that the lack of consumer credit means families must accumulate savings to finance the purchase of consumer durables. Moreover, the underdevelopment of social and private insurance requires households to self-insure by accumulating buffer stocks of savings.15

Despite these trends at the household level, Kuijs (2005, 2006) showed that the extraordinarily high aggregate savings rate in China is driven primarily by corporate savings.16 The high level of enterprise savings required to finance high levels of investment has been facilitated by a low-dividend policy. In the extreme case of many state-owned enterprises, there are no dividends at all. In some cases, the reluctance to distribute profits reflects uncertainty about ownership structures and the weak state of corporate governance.17

In addition to a low-dividend policy, two more factors help explain high enterprise savings and investment. The first is the high share of the industry sector in GDP, associated with higher savings and investment because of its capital intensity. The second factor is the rising profits of Chinese enterprises in the last 10 years. These enhanced profits can be explained in part by the

15. Blanchard and Giavazzi (2005) also emphasized that high household savings in China reflect a strong precautionary motive, in view of the low provision of publicly funded health and education services. Furthermore, Modigliani and Cao (2004) argued that the one-child policy has led to a higher percentage of employment to total population and has undermined the traditional role of family in providing old-age support, thus increasing household savings.

16. In 2005, household savings were similar to those of other developing countries. For instance, although the household savings rate in China may have been higher than rates of Organisation for Economic Co-operation and Development economies, it was actually lower than the rate in India. The government savings rate is also recorded as relatively high in China.

17. However, the recently established State Asset Supervision and Administration Commission is seeking to assert greater control of state-owned enterprises, including a demand for greater dividend payments. Naughton (2006) has provided an analysis of the political struggle over control and income rights in the state-owned sector.
increasing importance of private firms and the increased efficiency of state-owned enterprises (Kuijs 2006).

On the investment side, the reliance on self-financing and the lack of accountability to shareholders plausibly push up the investment rate, with corporate insiders pursuing projects that would not pass the return thresholds demanded by commercial sources of external finance. In addition, for state-owned enterprises, access to directed credit from the banking sector enables these firms to maintain higher investment rates than would otherwise be possible. Furthermore, restrictions on capital outflows mean that enterprise investment largely has been restricted to domestic projects.

In sum, the underdevelopment of the domestic financial system may help explain the high rates of both savings and investment in China. The net impact on the current account is ambiguous in principle because financial development could reduce both savings and investment rates. However, the cross-country empirical evidence indicates that domestic financial deepening lowers the savings rate and increases investment (see IMF 2005b). Especially in combination with an open capital account, it is plausible that higher-quality domestic financial intermediation could place greater downward pressure on savings than investment. In particular, the international capital funneled through domestic banks and domestic financial markets to high-return domestic projects may compensate for a reduction in investment in those inefficient enterprises that are protected by the current financial system. Moreover, a better financial system could stimulate consumption (by providing more credit) and reduce the need for maintaining high savings levels (either for precautionary motives or to finance future consumption).

**India**

India suffered a severe financial crisis in the early 1990s, and that crisis subsequently led to a broad series of reforms. The goal was to spur Indian growth by fostering trade, FDI, and portfolio equity flows while avoiding debt flows that were perceived as potentially destabilizing. In the subsequent years, India has undergone extensive but selective liberalization (summarized in Lane and Schmukler [2006]). Substantial capital controls, however, do remain in place.

---

18. Moreover, the lack of financial intermediation distorts investment patterns, with young or prenatal firms starved of finance while mature firms inefficiently deploy excess cash flows.
The discouragement of external debt has restricted domestic entities’ ability to issue bonds on international markets and the entry of foreign investors to the domestic bond market. Moreover, the restrictions on purchases by foreigners in the corporate and government bond markets are much more strict. Hence, the market for private bonds remains underdeveloped (Lane and Schmukler 2006).

By contrast, the approach to equity inflows has been much more liberal. Restrictions on FDI inflows have been relaxed progressively, although they still do exist and India receives far less direct investment compared with China (Table 4.1). The distinctive characteristic of equity flows into India, however, is the relatively high level of portfolio equity financing. India’s broad domestic institutional investor base has aided the entry of foreign institutional investors that are permitted to take partial stakes in equity of quoted Indian enterprises.

Capital outflows also are restricted, although the system is being liberalized (Patnaik and Shah 2006). In particular, Indian banks are not permitted to acquire external assets, but rather are encouraged to hold government bonds, thereby lowering the cost of financing public deficits. Accordingly, current constraints on asset allocation make official reserves the predominant component of foreign assets. As in China, the de facto exchange rate/monetary regime seeks to maintain a stable value of the rupee against the dollar, which provides a nominal anchor and is viewed as promoting trade and investment. The exchange rate regime has been supported by capital controls, which have allowed some degree of monetary autonomy to be combined with the exchange rate target.

Following the crisis of the early 1990s, India initiated a reform of its financial institutions. There were extensive reforms in the equity markets and the banking sector. As figures 4.4b and 4.4c illustrate, the domestic equity market is much more developed in relative terms than is the banking sector (or the bond market, as shown in Lane and Schmukler [2006]). Corporate governance was improved, thus encouraging investment by domestic and foreign minority shareholders. Successful development of the equity market helps explain the shift in the external financing of listed firms from debt to equity (see Lane and Schmukler [2006]).

As mentioned above, the third channel linking the domestic financial system with the international balance sheet is domestic savings and investment. India’s current savings rate is similar to that of most other Asian economies (Mishra 2006). Indeed, its household savings rate exceeds the Chinese level. Although corporate saving is on an upward trend, however, it is far below the
Chinese level, and government saving is relatively low despite an uptick since 2002. On the investment side, private investment has risen steadily while public investment has been declining since the 1980s. In comparing investment levels in China and India, Mishra (2006) noted that an important difference is that India’s sectoral growth pattern is more oriented toward services and is thereby less intensive in physical capital. Still, Kochhar et al. (2006) noted that the next phase of Indian development may require a higher level of physical investment—an expansion in the manufacturing sector is required to absorb low-skilled labor, and there are significant deficiencies in the quality of public infrastructure.

As in China, it is plausible that further development of India’s domestic financial sector may prompt a decline in household and corporate savings rates as the availability of credit from the financial system increases. Even more strongly than in China, further financial development also may stimulate an expansion in investment, in view of the credit constraints faced especially by small- and medium-size enterprises. In addition, financial development accompanied by further capital account liberalization will stimulate a greater level of cross-border asset trade, with the acquisition of foreign assets by domestic households and enterprises and the domestic financial system intermediating international capital flows to domestic entities.

**Impact on the Global Financial System**

Many important issues have emerged concerning the impact of China and India on the global financial system and they deserve much more attention than we can devote to them here. In our discussion we will try to summarize the main points, which can be expanded in further work. We group these issues into four broad questions that have already captured attention and, where relevant, highlight the differential effect of China and India on developed and developing countries.

**How Important Are China and India as Destinations for External Capital?**

China and India account for only a small share of global external liabilities (with the exception of Chinese FDI liabilities). In terms of FDI flows, however, China looks rather more important: the country absorbed 7.9 percent of global FDI flows in 2003–04 (India’s share was 0.8 percent). These high flows
might represent the adjustment to a new portfolio balance in which China captures a higher share of international investment (more in line with its participation in the world economy) after having a very small weighting in foreign portfolios.19,20

With respect to portfolio equity liabilities, Lane (2006) and figure 4.3 have shown that China and India each account for just over 0.5 percent of global portfolio equity liabilities. In terms of flows, China received 1.94 percent of global equity flows during 2003–04, and India received 1.79 percent (Lane 2006). Especially in regard to China, this likely understates its impact on the global distribution of equity flows—because of the poor reputation of the Chinese stock market, overseas entities may prefer to build portfolio equity stakes in “proxy” stock markets that are expected to co-move positively with the Chinese economy (most obviously, the Hong Kong [China] equity market can serve this purpose).

Finally, Lane (2006) recorded that both Chinese and Indian shares in global external debt liabilities have sharply declined in recent years—by 2004, only 0.65 percent and 0.35 percent, respectively. The decline is especially noteworthy for India, which was a much more important international debtor (in relative terms) in the early 1990s.

Turning to the future, continued domestic financial reform and external liberalization should produce some evolution in the level and composition of China’s and India’s external liabilities. As a benchmark, an increasing share of these countries in world GDP and world financial market capitalization naturally should prompt increasing capital inflows to these countries. In addition, we may expect to see some rebalancing in the composition of external liabilities. For China, reform of the domestic banking system and the development of its equity and bond markets may reduce its heavy reliance on FDI inflows as alternative options become more viable. A reduction in the relative importance of FDI also may be supported by moves to limit the generosity of the current incentives offered to foreign direct investors, which would attenuate FDI directly and through its attendant impact on round-tripping activity.21 Finally, the expansion of domestic capital markets and reform of the

19. It is important to stress that some proportion of FDI represents round-tripping.
20. An interesting question is whether FDI inflows to China have been at the expense of other emerging economies. See Lane and Schmukler (2006) for a discussion of current research on this topic.
21. See Lane and Schmukler (2006) for a more detailed discussion.
banking system also would allow foreign-owned firms to draw on domestic funding sources.

With regard to India, recent moves to further liberalize the FDI regime may increase the relative importance of FDI inflows. India’s ability to attract FDI, however, also depends on more widespread institutional reforms that improve the investment environment for foreign investors and encourage them to channel FDI into the country. The major barrier regarding the liberalization of debt inflows could be that opening up the capital account may threaten the government’s ability to finance its large fiscal deficits at a low interest cost. Under these conditions, further liberalization may be delayed until the domestic fiscal situation is reformed.

*How Important Are China and India as International Investors?*

As shown in table 4.1, China and India are much less important as external investors in equity assets than as holders of equity liabilities. This is especially the case for portfolio equity assets, which by 2004 were only 0.3 percent and 0.1 percent of GDP for China and India, respectively. Relative to portfolio equity assets, FDI assets in 2004 were much larger—but remain small at 1.9 percent and 1.3 percent of GDP, respectively. In terms of nonreserve foreign debt assets, China had a much larger position in 2004 than did India (13.3 percent versus 2.6 percent of GDP). Nevertheless, even the China position is small in global terms, representing just 0.6 percent of global nonreserve foreign debt assets in 2004 (Lane 2006; figure 4.3).

In view of the relatively low levels of foreign equity assets and nonreserve foreign debt assets, the foreign assets of China and India are highly concentrated in official reserves, which respectively represent 67 percent and 82 percent of their total foreign asset holdings. As noted earlier, these countries rank highly in the global distribution of official reserves—at the end of 2004, China and India were second and sixth, respectively, and together accounted for about 20 percent of global reserve holdings.

On the financial front, the high level of reserves acts as a subsidy that lowers the cost of external finance for the issuers of reserve assets—primarily, the United States. In turn, this helps to keep interest rates lower than otherwise in these economies. For example, a careful empirical study by Warnock and Warnock (2006) estimated that the foreign official flows from East Asia kept U.S. interest rates about 60 basis points below normal levels during 2004–05. This also feeds into higher asset and real estate prices and a reduction in the
domestic savings rate, helping explain the large U.S. current account deficit. Regarding the impact on other developing countries, the low global interest rates associated with high reserve holdings also have translated into a compression of spreads on emerging market debt, with the “search for yield” raising the attractiveness of emerging market destinations to international investors (IMF 2006a).

There are several reasons to believe that the pace of reserve accumulation will start to decelerate. First, the accumulation of reserves comes at a significant opportunity cost in terms of alternative uses for these funds. For instance, Summers (2006) estimated that the opportunity costs for the world’s 10 largest reserve holders amount to 1.85 percent of GDP; Rodrik (2006a) calculated that the cost is near 1 percent of GDP for developing countries taken as a whole.²² Because these countries comfortably exceed the reserve levels that are required to cover imports and debt obligations, the opportunity cost may be high relative to the insurance gains from building up reserves as a precaution against financial risks. Second, to the extent that inflows are not sterilized, the increase in domestic liquidity (shown in figure 7 of Lane and Schmukler [2006]) associated with reserve accumulation threatens the possibility of an asset and real estate price boom and misdirected lending in the domestic economy. Third, it is increasingly appreciated in China that rebalancing output growth toward expanding domestic consumption is desirable to raise living standards even faster and avoid the external protectionist pressures that have been building up in Europe and the United States. Fourth, the move to a more flexible exchange rate system might reduce the pressure on the monetary authority to intervene in the foreign exchange market to maintain a de facto fixed currency peg.

A slowing of reserve accumulation would have several ramifications. The removal of the interest rate subsidy would raise the cost of capital for the primary issuers of reserve assets. In turn, depending on the policy response, this might contribute to a reversal in global liquidity conditions, which also might adversely affect the supply of capital to emerging market economies. However, the full impact on the international financial system of changes in reserve accumulation is difficult to estimate and depends on the other changes that occur along with the deceleration in reserve accumulation, the external net

²². Summers (2006) assumed that these countries could earn a 6 percent social return on domestic investments; Rodrik (2006a) compared the yield on reserves to the borrowing costs faced by these countries.
positions, and their contribution to global imbalances. For example, looking only at reserves does not take into account the amount of capital absorbed by these countries from the international financial system.

To mitigate the opportunity cost of reserve accumulation, countries also may decide to redirect excess reserves toward a more diversified portfolio of international financial assets, which might include the liberalization of controls on outward investment by other domestic entities. For instance, Genberg et al. (2005) supported the creation of an Asian investment corporation that would pool some of the reserves held by Asian central banks and manage them on a commercial basis, investing in a broader set of assets with varying risk, maturity, and liquidity characteristics. In related fashion, Prasad and Rajan (2005) have proposed a mechanism by which closed-end mutual funds would issue shares in domestic currency, use the proceeds to purchase foreign exchange reserves from the central bank, and then invest the proceeds abroad. In this way, external reserves would be redirected to a more diversified portfolio and domestic residents would gain access to foreign investment opportunities in a controlled fashion. Finally, Summers (2006) suggested that international financial institutions may have a role to play in establishing a global investment fund that would provide a vehicle for the reallocation of excess reserves held by developing countries.

The different strategies for reserve deceleration have varying implications for the rest of the world. First, to the extent that reserves are reallocated toward other foreign assets, there would be a positive impact on those economies that benefit from the shift away from the concentration on the reserve assets supplied by a small number of countries toward a more diversified international portfolio. The capacity of emerging market economies to benefit from such a move (especially those in Asia) depends on the policy response. At a domestic level, economies that made the most progress in developing domestic capital markets and providing an institutional environment that is attractive to direct investors would benefit most.

Second, a slowdown in reserve accumulation associated with a policy package that promotes increased domestic absorption (for example, through high-

23. Indeed, some redeployment of reserves has occurred already. For instance, China transferred $60 billion in reserves in 2004–05 to increase the capital base of several state-owned banks. See also the discussion in European Central Bank (2006).

24. As discussed in Eichengreen and Park (2003) and Eichengreen and Luengnaruemitchai (2004), there is also room for regional cooperative policies (for instance, in developing a more integrated Asian bond market).
er domestic consumption in China and higher investment in India) and a re-orientation away from export-led growth would have other spillover effects on the rest of the world economy. In effect, it would increase the overall cost of capital for the world economy. But it is important in this case not to overstate the initial impact of a deterioration in the current account balances of these countries because they hold small current positions in the global distribution of external imbalances. However, it is possible to construct scenarios in which these countries become significant net capital importers as their share of world GDP increases and if their medium-term current account deficits settle down in the 2 percent to 5 percent range.

Third, if a shift in reserves accumulation is associated with a shift in exchange rate policy, a move toward greater currency flexibility also would have spillover effects on other countries. If this shift in exchange rate policy generates less inflows and less reserve accumulation, the effect on the cost of capital in other countries is difficult to predict: it would depend on how the inflows previously going to these countries become allocated elsewhere, relative to how reserves were invested. In addition, the effective Asian “dollar bloc” that has been formed by individual Asian economies each tracking the U.S. dollar would be weakened by such a move. In its place, and political conditions permitting, smaller Asian economies might move to an exchange rate regime that sought to target a currency basket weighted on the Chinese renminbi as well as the U.S. dollar. As such, the renminbi might start to play the role of one of the few world reserve currencies in the international financial system, so long as the capital controls are removed and the financial system consolidates. Similarly, the rupee could increase in importance as a partial anchor for other currencies in South Asia.

Finally, to the extent that tax and other advantages offered to foreign investors may be eliminated in the future through further financial liberalization, the gross scale of the international balance sheet as currently measured would shrink because round-tripping activities would diminish.

What Is the Contribution of China and India to Global Imbalances?

China’s and India’s current net foreign asset positions are small in global terms. In 2004, China was the world’s 10th largest creditor and India was the 16th largest debtor (Lane and Schmukler 2006). Moreover, both imbalances are relatively small in absolute terms. Although India has returned to running
a current account deficit, the Chinese current account surplus has continued to increase.

Based on a combination of a calibrated theoretical model and nonstructural cross-country regressions, Dollar and Kraay (2006) argued that liberalization of the external account and continued progress in economic and institutional reform should result in average current account deficits in China of 2 percent to 5 percent of GDP over the next 20 years, with the net foreign liability position possibly reaching 40 percent of GDP by 2025. Indeed, any general neoclassical approach would predict that China should be a net liability nation because productivity growth and institutional progress in a capital-poor country offering high rates of return should boost investment and reduce savings at the same time. Although there has been no similar study for India, similar reasoning applies—with greater capital account openness and continued reform, India might run persistently higher current account deficits during its convergence process.

It is worth recalling that the development experience of some other Asian nations has involved sustained phases of considerable current account deficits. For instance, the current account deficits of the Republic of Korea and Singapore averaged 5.0 percent and 14.4 percent, respectively during 1970–82, with the net foreign liabilities of the former country peaking at 44.2 percent of GDP in 1982 and those of the latter peaking at 54.2 percent of GDP in 1976 (in those cases, however, the economies were significantly smaller in relative terms than are China and India today). Likewise, in Europe the neoclassical model is performing well with a strong negative correlation between income per capita and the current account balance, driven by large current account deficits in the poorer members of the European Union and the emerging economies of Central and Eastern Europe. More formally, Dollar and Kraay (2006) considered the determinants of net foreign asset positions in a cross-country regression framework that controlled for productivity, institutional quality, and country size, and they found that the China dummy is significantly positive—the Chinese net foreign asset position is too high relative to the predictions of the empirical model. Similarly, along the time-series dimension, Lane and Milesi-Ferretti (2002) found that increases in per
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25. The natural evolution is that the scale of current account deficits will taper off and, if these countries become rich relative to the rest of the world, this phase may be followed by a period in which they become net lenders to the next wave of emerging economies. See also Summers (2006).
capita output are associated with a decline in the net foreign asset position for developing countries, contrary to the recent Chinese experience.

If the neoclassical predictions about the impact of institutional reform and capital account liberalization in China take hold, the global effect of a sustained current account deficit on the order of 5 percent of GDP per annum soon would become significant. If India also ran a 5 percent deficit and if projections about the superior growth rate of these countries turn out to be true, the combined deficits of China and India would reach 1.23 percent of G-7 GDP by 2015 and 2.16 percent of G-7 GDP by 2025 (Lane 2006).26 Clearly, the global impact of current account deficits of this absolute magnitude would represent a major call on global net capital flows. Of course, the feasibility of deficits of this magnitude requires that there are countries in the rest of the world willing to take large net creditor positions. If that is not the case, the desired savings and investment trends will translate into higher world interest rates rather than large external imbalances.

Although a neoclassical approach predicts that these countries could run much larger current account deficits, there is substantial disagreement about these predictions. Critics would argue that the neoclassical predictions do not take into account several factors unique to China and India and do not explain the recent past and distinctive nature. More specifically, several studies have suggested that savings rates are likely to remain high in China and India. For instance, Fehr, Jokisch, and Kotlikoff (forthcoming) interpreted China’s recent savings behavior as indicative of a low rate of time preference, and they suggested that China will remain a large net saver. Based on household survey data, Chamon and Prasad (2005) made demographic projections and predicted higher household savings rates over the next couple of decades. Finally, Kuijs (2006) has argued that structural factors mean that savings and investment rates in China will decline only mildly in the decades ahead. With respect to India, Mishra (2006) argued that the upward trend of Indian savings rates will continue. For instance, India’s working-age population as a percentage of total population is expected to peak in 2035, much later than in other Asian economies.

Although demographic considerations may mean that savings rates are unlikely to plummet, it is plausible that further domestic financial development and capital account liberalization will induce a downward adjustment in the savings rate. For instance, Chamon and Prasad (2005) pointed out that the

26. By comparison, the U.S. deficit in 2005 was 2.41 percent of G-7 GDP.
savings rate (especially for younger households) could decline if the growing demand for consumer durables were to be financed through the development of consumer credit. This would be reinforced by the liberalization of controls on capital flows that would provide greater competition in the domestic financial sector and improved opportunities for risk diversification, leading to more lending and less savings. In addition, there are recent indications that China plans a range of policy initiatives to raise the domestic level of consumption.27 Furthermore, over time, improvements in social insurance systems and provision of public services in both countries would reduce the self-insurance motivation of high savings rates.

To project the net position, it is important also to consider the prospects for the level of investment. In China and India, a combination of an improvement in domestic financial intermediation and capital account liberalization would raise the attractiveness of these countries as a destination for external capital and would enhance the ability of domestic private firms to pursue expansion plans.28 In the Indian case, a primary driver of larger current account deficits could be a higher rate of public investment, in view of the deficiencies in the current state of its public infrastructure.

In terms of net positions, Dooley, Folkerts-Landau, and Garber (2003) argued that it is possible to rationalize persistent current account surpluses by appealing to the reduction in country risk that may be associated with the maintenance of a net creditor position. However, even if such an externality effect is present, it may not survive a liberalization of controls on capital flows, in view of the powerful private incentives to invest more and save less.

In summary, our projection is that, all else being equal, a combination of further domestic financial development and capital account liberalization will unleash forces that induce larger net resource flows into China and India. Although this projection seems quite robust at a qualitative level, we recognize that different forces may operate in the other direction. In particular, a stalling of the reform process in either country would reduce the impetus for greater net inflows. Moreover, even if market-orientated reform continues, the rela-

27. See the media coverage of the March 2006 Congress of the Communist Party of China.
28. In view of the high level of inefficient investment in China, it is plausible that corporate governance reforms and higher dividend payouts (together with domestic financial deepening and external liberalization) could lead to a reduction in the absolute level of investment in tandem with a decline in the level of enterprise savings. With an increase in market-driven investment and a decline in savings, the prediction of an increased current account deficit still would hold.
tive pace of demographic change in China and, at a later date, in India will be an important force toward a more positive net external position. Even in that case, however, the composition of capital flows will be radically different from the current pattern, with the net balance the product of much larger gross inflows and gross outflows.

**Do China and India Pose Additional Global Risks?**

It is important to acknowledge that integrating China and India into the international financial system is not risk free. Indeed, Prasad et al. (2003) documented that financial globalization is typically associated with an initial increase in consumption volatility for developing countries, and there have been many currency and banking crises in recent decades that may have been compounded in part by external financial liberalization. Of course, these findings do not in themselves represent a blanket argument against international financial integration. In fact, they point out that financial globalization reduces volatility for those countries that exceed a threshold level of domestic financial development, indicating that the source of instability is the interaction of international capital flows with an ill-prepared domestic financial system. Ranciere, Tornell, and Westermann (2005) showed that long-term output growth increases after external liberalization so that the output reversals associated with “bumpiness” are more than offset by a faster underlying growth rate. On the financial front, Kaminsky and Schmukler (2003) showed that although financial markets might become more volatile in the immediate aftermath of liberalization, volatility is diminished in the longer term.

For China, the 1997–98 Asian financial crisis appears to have shaped its approach to external liberalization: it minimizes the risks involved. In the Indian case, its own external debt crisis in the early 1990s strongly has influenced its subsequent strategy. Both countries have sought to limit the accumulation of foreign currency external debt to private creditors, which has been the central vulnerability in most of the financial crises over the last decade. Similarly, the accumulation of large official reserve holdings provides a good measure of self-insurance in the event of a sudden stop in capital inflows.

In the preceding sections, we have documented that China and India represent only a relatively small share of global external liabilities. For this reason, the spillover impact of a reversal in China or India could be somewhat limited in magnitude because the exposure of international investors to these
countries remains quite low. This does not mean, however, that these countries pose no risks to the global economy.

First, the banking sectors in both countries are a source of vulnerability. This is of particular concern in China where a history of directed lending to state-owned enterprises, a significant volume of nonperforming loans, and low levels of efficiency mean that the transition to a commercially based system is far from complete. Solvency concerns could lead to banking instability if restrictions on capital outflows were lifted and weaknesses in the banking sector are not addressed before financial liberalization, with depositors opting to deal with better-capitalized international banks. Moreover, credit has expanded in recent years, with the risk that the quality of new loans is too low (Setser 2005). In the Indian case, as emphasized by Kletzer (2005), the assets of the banking sector have been heavily concentrated in domestic government debt—typically carrying a low interest rate and having a relatively long maturity, with attendant exposure to an increase in interest rates. Significant progress has been made in the last couple of years, however, with a decline in the holdings of government securities, an improvement in risk management, lower levels of nonperforming loans and credit risk, and improved profitability.

A second potential vulnerability relates to the effect of greater exchange rate flexibility on the balance sheets of domestic entities. One manifestation is the much-discussed capital losses on China’s and India’s large dollar reserve holdings in the event of significant currency appreciation against the dollar. Aside from the value of the local currency with respect to the U.S. dollar, fluctuations in international asset prices and exchange rates will be increasingly strong influences on the balance sheets of banks, firms, and households in China and India. The importance of these valuation effects increases with financial globalization, affecting the dynamics of the external positions (Lane and Milesi-Ferretti 2006). The challenge is to ensure that the domestic financial sector has the capacity to manage such balance sheet risks.

Finally, a third concern is the political economy of FDI. Political opposition from local entities may reduce the inward flow of new FDI. Export-oriented FDI may be harmed by the rise of protectionist pressures in destination
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29. For this reason, Obstfeld (2005) recommended a gradual approach to capital account liberalization and suggested that China could learn from other countries (Chile, Israel) that have strengthened domestic financial systems before fully opening the capital account.
30. Setser (2005) also stressed that, contrary to the norm in other developing economies, many Chinese firms are financially exposed should such currency appreciation occur because they sell in foreign currency and have debts in domestic currency.
markets. Because China is so highly integrated into an Asian manufacturing chain, a disruption in FDI could have adverse upstream spillover effects on other Asian countries.

Concluding Remarks

In this chapter, we have studied the impact of China and India on the international financial system by examining and comparing both countries, analyzing different aspects of their international financial integration, and linking the patterns in their international balance sheets to policies regarding their domestic financial systems. Given the evolution and probable changes in their domestic financial sectors, this analysis is relevant in projecting the future evolution of the international financial system.

The main current international financial impact of India and particularly China has been in their accumulation of unusually high levels of foreign reserves. Another salient aspect of their integration is the asymmetry in the composition of their gross assets and liabilities. Their assets are low-return foreign reserves, which are liquid and protect them against adverse shocks, but they carry a high opportunity cost. Their liabilities are FDI, debt, and portfolio equity, which usually yield a higher rate of return. FDI has been relatively more important in China, with portfolio investment taking a lead role in India. Despite recent attention and concerns regarding their effects on developing countries, China and India do not seem to have been crowding out investment elsewhere and, despite a recent acceleration in activity, are not yet major accumulators of nonreserve foreign assets. A striking aspect of their integration has been the reduction in their net liability positions, defying neoclassical predictions that they should be running large current account deficits, given their levels of development. Whether the shift in their net positions is transient or permanent is a central issue in assessing the future impact of China and India on the international financial system.

We have argued that the effect of China and India on the international financial system fundamentally is linked to the evolution of their domestic financial systems, including their exchange rate and capital account liberalization policies. As both China and India are likely to undergo further financial development and liberalization, these countries are set to have an ever-increasing effect on the international financial system. We project that the nature of their integration with the international financial system is likely to
be reshaped. At one level, the composition of the international balance sheet will become less asymmetric—with a greater accumulation of nonreserve foreign assets and a more balanced distribution of foreign liabilities among FDI, portfolio equity, and debt. This rebalancing should be good news for developing countries that may receive a greater share of the outward investment flows from China and India. At another level, there is a strong (but not undisputed) prospect that the Giants might experience a sustained period of substantial current account deficits. In view of their increasing share in global output, the prospective current account deficits of China and India may be a central element in the next phase of the “global imbalances” debate. If this scenario plays out, other potential borrowers will receive smaller net capital flows, will face a higher cost of capital, or will encounter both problems.

As always, future developments are difficult to predict and are conditional on other factors (like distinct demographic trajectories and economic reforms), domestic policy options, and the international environment. Key aspects to monitor when analyzing the possible paths that China and India may follow (and their impact on the international system) include the following elements. First, it is essential to watch what approaches these countries adopt regarding their exchange rate policies, particularly in light of the sustained appreciation pressure from the market and the international political environment. Although significant appreciation may be resisted in the short run by further reserve accumulation, this is increasingly costly and may compromise other policy objectives. Second, a sharp correction in the U.S. dollar relative to other major currencies may act as an external trigger for a switch to greater exchange rate flexibility in China and India because the renminbi and the rupee would become (more) undervalued relative to those major, relevant currencies. Indeed, concerns about such a correction also may prompt these countries to alter the currency composition of reserves, affecting interest rates and possibly exchange rates (at least in the short run). A third key component to monitor is how fast these countries substitute reserve holdings for other assets abroad. To the extent that the international environment remains favorable, it is likely that some of the ideas described above to shift away from traditional reserve holdings will start to materialize. Fourth, a fully fledged liberalization of capital controls remains unlikely in the short to medium term, in view of the outstanding weaknesses in coping with unrestricted debt flows. It is likely, however, that these countries will continue to liberalize their financial sectors, with implications for the composition of their international balance sheets and net foreign asset positions. The exact form of this liberal-
ization process, its timing, and its pace are still to be determined and will remain a subject of attention. For all these reasons, we anticipate that the international financial integration of China and India is set to undergo significant reshaping in the coming years.
Sustainability issues normally do not manifest themselves for decades because either population growth rates or per capita income growth rates are relatively slow. But such issues become difficult to ignore when growth rates are not slow—as has been true in China in the last two decades. China’s rapid transformation from an agriculture-based economy to the world’s manufacturing workshop has been accompanied by a corresponding change in the spatial concentration and location of the population from relatively low-density rural areas to very high-density urban areas. This transformation is having a significant impact on the quantity and quality of natural resources available as inputs to the production process and consumption, and has affected the environment’s ability to absorb the waste by-products deposited in the air, water, and soil. The recent acceleration of growth in India is beginning to generate similar problems.

Development strategies targeting high growth in gross domestic product (GDP) by relying on low-cost, low-efficiency, and highly polluting technology are likely to put pressure on available natural resources and natural sinks that absorb pollution and waste over time. Emerging in Asia is a major one-time opportunity to shift efficiently to a path that does not lock in inefficient resource use. This opportunity arises from the massive investments expected...
in the next 50 years (amounts on the order of trillions of dollars) to urbanize the population (and simultaneously reduce poverty and the backlog of service provision) (World Bank 2003b).

Addressing emerging domestic and local problems will be the primary national motivation for taking action. But there also is likely to be an international dimension to the problem if externalities are generated on international resources and sinks as needs grow beyond domestic capacity. This will generate costs for other countries, and may even provoke conflict, if domestic and international institutions for collective action do not emerge in a timely manner.¹

Although this statement of the interaction between growth and natural resources applies to a wide range of natural resources and asset management issues in China and India, this chapter focuses exclusively on the issue of managing and meeting energy needs for growth so as to minimize negative consequences for health and the environment locally and globally. The objective of this chapter is to address the following questions:

- What is likely to be the Giants’ demand for energy—particularly oil and coal—under a business-as-usual (BAU) scenario in 2020 and 2050?
- What are likely to be the associated levels of emissions that could have damaging consequences locally (such as particulate matter), regionally (such as ozone, sulfur, and acid rain), and globally (carbon dioxide [CO₂] in particular)?
- What domestic interventions in developing the energy-producing and energy-using sectors might make a significant difference in the energy path, relative to a BAU scenario?

**Level and Composition of Energy Use and Emissions**

For many reasons (such as the energy intensity of an economy and so forth), it is sufficient to focus on the level of aggregate energy use. Local and global

---

¹ Developing the institutions to identify and enforce appropriate criteria (that take into account the scale and distribution of externalities, as well as the use of option values) for these investments will determine whether the cumulative investment program enhances welfare or not. Because of path dependency, there is the potential of locking into inefficient energy and emissions paths. However, the topic of institutional development is not covered in this chapter.
emissions from energy use, however, are sensitive to the composition of energy used and not simply to its level.

**Emerging Concerns**

There are many issues involved in managing energy supply and demand in China and India. However, a few broad concerns are emerging that are of particular interest.²

**The Demand for Fossil Fuel**

At the aggregate level, China and India currently account for about 12 and 5 percent of the world's energy use, respectively. In terms of composition, China consumes slightly less coal than it produces, and exports the balance (table 5.1). Its use of petroleum, however, is increasingly larger than its production—and the balance is imported. For most other fuels, domestic consumption and production are roughly in balance. India's domestic production of coal and oil satisfies an even smaller part of its consumption, and the imbalance is growing—particularly in oil (table 5.1). Both countries produce gas, but gas consumption does not yet account for a significant share of energy use.

At present, China is the second-largest energy consumer in the world, following only the United States. Its total energy use, however, is only half the U.S. use, and its per capita consumption levels are about 10 percent of those in the United States.³ In 1980, China had one of the highest energy intensities in the world, using GDP at market prices (see table 5.2)—almost seven times as high as the United States and almost four times as high as India.⁴ Using purchasing power parity figures lowers the relationship relative to the United States from 6.72 to 1.64, but increases it relative to India from 3.8 to

---

² This review of problems is based primarily on secondary source literature. In the past few years, the International Energy Agency (IEA) in Europe, the U.S. Department of Energy, and others have produced many reports on energy in China and India to identify key drivers of energy and emissions trajectories and the role of different policy strategies.


⁴ Intensity is the amount of energy consumed per unit of economic output.
5. In fact, by 2003, measured relative to GDP in purchasing power parity, both China and India appear more efficient than the United States. Given that most energy use is in tradable/marketed sectors and considering the evidence of continuing inefficiency in industry (World Energy Council 1999), however, it seems that the scope for and returns to economizing on China’s and India’s energy use is still large.

Table 5.1 Energy Balance in China and India, 1980–2003

<table>
<thead>
<tr>
<th>Country</th>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>1980</td>
<td>316</td>
<td>107</td>
<td>12</td>
<td>5</td>
<td>180</td>
<td>0</td>
<td>620</td>
</tr>
<tr>
<td></td>
<td>1985</td>
<td>405</td>
<td>130</td>
<td>13</td>
<td>8</td>
<td>189</td>
<td>0</td>
<td>745</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>545</td>
<td>136</td>
<td>16</td>
<td>11</td>
<td>200</td>
<td>0</td>
<td>908</td>
</tr>
<tr>
<td></td>
<td>1995</td>
<td>691</td>
<td>149</td>
<td>19</td>
<td>16</td>
<td>206</td>
<td>3</td>
<td>1,084</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>698</td>
<td>151</td>
<td>28</td>
<td>19</td>
<td>214</td>
<td>4</td>
<td>1,115</td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>917</td>
<td>169</td>
<td>36</td>
<td>24</td>
<td>219</td>
<td>11</td>
<td>1,376</td>
</tr>
<tr>
<td>India</td>
<td>1980</td>
<td>50</td>
<td>31</td>
<td>4</td>
<td>4</td>
<td>148</td>
<td>1</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>1985</td>
<td>71</td>
<td>31</td>
<td>10</td>
<td>6</td>
<td>176</td>
<td>2</td>
<td>326</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>97</td>
<td>35</td>
<td>13</td>
<td>6</td>
<td>189</td>
<td>2</td>
<td>377</td>
</tr>
<tr>
<td></td>
<td>1995</td>
<td>124</td>
<td>39</td>
<td>17</td>
<td>6</td>
<td>189</td>
<td>2</td>
<td>377</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>143</td>
<td>37</td>
<td>21</td>
<td>6</td>
<td>202</td>
<td>4</td>
<td>413</td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>157</td>
<td>39</td>
<td>23</td>
<td>6</td>
<td>211</td>
<td>5</td>
<td>441</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country</th>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>1980</td>
<td>313</td>
<td>89</td>
<td>12</td>
<td>5</td>
<td>180</td>
<td>0</td>
<td>599</td>
</tr>
<tr>
<td></td>
<td>1985</td>
<td>401</td>
<td>93</td>
<td>13</td>
<td>8</td>
<td>189</td>
<td>0</td>
<td>704</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>535</td>
<td>110</td>
<td>16</td>
<td>11</td>
<td>200</td>
<td>0</td>
<td>872</td>
</tr>
<tr>
<td></td>
<td>1995</td>
<td>673</td>
<td>158</td>
<td>19</td>
<td>16</td>
<td>206</td>
<td>3</td>
<td>1,075</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>664</td>
<td>222</td>
<td>26</td>
<td>19</td>
<td>214</td>
<td>4</td>
<td>1,149</td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>862</td>
<td>270</td>
<td>35</td>
<td>24</td>
<td>219</td>
<td>11</td>
<td>1,421</td>
</tr>
<tr>
<td>India</td>
<td>1980</td>
<td>53</td>
<td>34</td>
<td>1</td>
<td>4</td>
<td>148</td>
<td>1</td>
<td>241</td>
</tr>
<tr>
<td></td>
<td>1985</td>
<td>76</td>
<td>48</td>
<td>4</td>
<td>4</td>
<td>162</td>
<td>1</td>
<td>295</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>104</td>
<td>63</td>
<td>10</td>
<td>6</td>
<td>176</td>
<td>2</td>
<td>361</td>
</tr>
<tr>
<td></td>
<td>1995</td>
<td>134</td>
<td>84</td>
<td>17</td>
<td>6</td>
<td>189</td>
<td>2</td>
<td>432</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>159</td>
<td>114</td>
<td>21</td>
<td>6</td>
<td>202</td>
<td>4</td>
<td>506</td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>173</td>
<td>124</td>
<td>23</td>
<td>6</td>
<td>211</td>
<td>5</td>
<td>542</td>
</tr>
</tbody>
</table>


Note: Mtoe = million tons of oil equivalent.
Change over time is an important aspect of energy intensity in China and India. In the 23-year period from 1980 to 2003, energy intensity in China declined annually by an extraordinary 4.8 percent—more than double the 2 percent annual decline in the United States and almost 24 times faster than the anemic 0.2 percent annual decline in India. As a result, China’s energy intensity dropped by half that of the United States, whereas India’s increased by 50 percent relative to U.S. intensity. This significant pattern of change over more than two decades (both within the two countries and relative to the United States) is the same whether one uses GDP at market prices or purchasing power parity prices (see last row of table 5.2).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Year(s)</th>
<th>China</th>
<th>India</th>
<th>U.S.</th>
<th>China</th>
<th>India</th>
<th>U.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy intensity(^a)</td>
<td>1980</td>
<td>101,936</td>
<td>26,805</td>
<td>15,174</td>
<td>24,922</td>
<td>5,051</td>
<td>15,157</td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>33,175</td>
<td>25,460</td>
<td>9,521</td>
<td>8,076</td>
<td>4,761</td>
<td>9,561</td>
</tr>
<tr>
<td>Growth rate (%) (^b)</td>
<td>1980–2003</td>
<td>–4.76</td>
<td>–0.22</td>
<td>–2.01</td>
<td>–4.78</td>
<td>–0.26</td>
<td>–1.98</td>
</tr>
<tr>
<td>Relative to U.S. (^b)</td>
<td>1980</td>
<td>6.72</td>
<td>1.77</td>
<td>n.a.</td>
<td>1.64</td>
<td>0.33</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>3.48</td>
<td>2.67</td>
<td>n.a.</td>
<td>0.84</td>
<td>0.50</td>
<td>n.a.</td>
</tr>
<tr>
<td>Change in ratio (^b)</td>
<td>1980–2003</td>
<td>0.52</td>
<td>1.51</td>
<td>n.a.</td>
<td>0.51</td>
<td>1.49</td>
<td>n.a.</td>
</tr>
</tbody>
</table>

Sources: Adapted from USEIA 2005 and World Bank 2005b.
Note: n.a. = not applicable; PPP = purchasing power parity.
\(^a\) Total primary energy consumption (Btu) per unit of output.

China’s use of electricity more than doubled in the decade between 1986 and 1995 and then doubled again by 2003 (National Bureau of Statistics 2005). China has the fastest growing electric power industry in the world—fueled primarily by coal. Hydroelectric generating capacity is a particularly important source of electric power only in the central and western regions. Industry is the largest consumer of electricity, followed by the residential sector, and then the agricultural sector.

5. Most of the reduction in energy intensity in China since 1978 is attributed to technological change, not structural shifts from heavy to light industry (Lin 1996).
India has an installed electricity generation capacity of 112,000 megawatts, which is approximately 10 percent the capacity of the United States (USEIA 2005). Approximately 70 percent of India’s electricity comes from coal. Unlike China, India does not have a large supply of high-quality coal nor of gas for generating electricity, so more and more coal and gas have to be imported. Industry is the largest consumer of electricity in India, followed by the agricultural sector, and then the residential sector.

As in China, India’s power sector continues to face a considerable demand–supply gap and the supply it has is of poor quality (for example, low voltage and grid instability). Peak power shortage is estimated in the range of 13 percent (Government of India 2003)—probably lower than it would have been with more reliable supply. Transmission and distribution losses in some states (such as Maharashtra) amount to approximately 40 percent of total electricity generated centrally.6

Transportation

In the last decade, China has committed itself to a strategy of emulating U.S. dependence on motorization as the dominant mode of transportation. This strategy was determined only in part by mobility considerations; industrial policy considerations were the primary drivers.7 The automobile industry is seen as a potential engine of growth for the economy as a whole because of its multiplier effect through buyer–supplier links.

With this strategy shift, less energy-intensive vehicles like bicycles and pedicabs have been replaced by more energy-intensive vehicles—motorcy-

---

6. The losses can be of a technical nature (such as line losses resulting from poor maintenance, overloading, poor equipment standards, low power factors at off-peak hours) or of a commercial nature (such as illegal tapping of low-tension lines, faulty energy meters, unmetered supply, and uneven revenue collection). Problems with loss reduction include lack of energy audits, no segregation of losses into technical and commercial categories, and little transparency in meter reading and billing. Available data cited above do not distinguish between the two types of losses even though the commercial losses, such as theft, are a loss to the utility but not to power available for consumption.

7. The 16th Conference of the National Congress of the Communist Party of China and the 8th Conference of the National People's Congress established the automobile industry as a pillar of the country's economy. For details, see the Web site of the Automotive Sub-Council of the China Council for the Promotion of International Trade, http://www.auto-ccpit.org/).
cles, cars, and trucks. The rate of growth of the vehicle fleet—which averaged 5.7 percent each year through 1999—accelerated dramatically to 26.5 percent a year in the last five years, although now there are signs that the growth rate is beginning to moderate. Automobile ownership in China is still only 8 to 10 per 1,000 people, in contrast to approximately 400 per 1,000 in Japan and about 500 per 1,000 in the United States. A tenfold growth in ownership of automobiles over the next 30 years in China is quite conceivable, however, given the expected growth in household incomes and current government policies. The average number of vehicle miles traveled per household and the volume of freight transported by truck traffic is also expected to expand dramatically: within urban areas, as urban sprawl increases and jobs and residences disperse across a larger area, increasing distances between them, and between urban centers, as commercial and industrial entities increasingly rely on the flexibility provided by the growing highway network linking China’s cities and connecting the coasts to the hinterlands. The penetration of fuel-efficient hybrid technology in the vehicle fleet is still very low.

Some cities in India, such as Delhi, have exhibited explosive growth in automobile ownership and use that is similar to China’s. Overall, however, India’s reliance on the road sector for passenger and commercial traffic is still much lower than in China because India started much later. But the recent growth of the middle class there and the government’s decision to expand the highway network dramatically are likely to stimulate a growing dependence on the road sector. Both China and India have seen, in addition, an explosive growth in air traffic—a major consumer of oil products.

Energy Use and Emissions, 1980–2004

China is the largest producer of coal in the world. In 2004, its production was almost double that of the United States (2.2 billion short tons versus 1.1 billion short tons) (USEIA 2006). China’s estimated total coal resources are second only to the former Soviet Union, although proven reserves ranked third in the world. China is a net exporter of coal and likely to remain so for at least another decade.

8. Vehicle ownership figures in Japan and the United States are higher, at 570 per 1,000 people in Japan and 780 per 1,000 people in the United States. Vehicle ownership includes not just automobiles but also buses, pickups, and trucks—but not motorcycles (World Bank 2005b).
In 2003, coal accounted for 67 percent of China’s primary energy production of 1,216 million tons of oil equivalent (Mtoe), oil accounted for 12 percent, natural gas for 3 percent, hydroelectric power for 2 percent, and biomass and other waste for 16 percent (table 5.1). China has a growing nuclear power sector, but its output accounted for only 0.8 percent of energy production in 2003. More recently, China has moved aggressively to expand nuclear, wind, and solar power generating capacity, and to pursue new technologies for coal gasification and the like. In final energy consumption, coal also dominates other energy resources, accounting for 72 percent of fossil fuel consumption and 58 percent of total primary energy consumption.

In 2003, India's total primary energy production was estimated at 441 Mtoe, with coal accounting for 36 percent of the supply mix, oil for 9 percent, gas for 5 percent, hydroelectric power for 1 percent, nuclear for 1 percent, and biomass energy and other renewables for 48 percent (table 5.1). The use of commercial fuels, such as coal and oil, is growing rapidly in tandem with the economic expansion (industrialization and growing per capita income). Nonetheless, unlike China, more than 60 percent of Indian households still depend on traditional energy sources such as fuelwood, dung, and crop residue for their energy requirements (TERI 2004).

The increasing use of fossil fuels (particularly coal and oil) in both of the Giants is generating harmful emissions—particulates (with primarily local effects on health in urban areas), sulfur and nitrogen (with primarily regional effects via ozone and acid rain on agriculture and ecosystems), and CO₂ (with primarily global effects in the form of global warming).

**Global Externalities**

The United States is the world’s largest emitter of carbon emissions from energy, but China is expected to overtake it in the next decade-plus. China’s carbon emissions are driven by rapid growth in the use of fossil fuels—particularly coal and oil (gas not yet being a significant contributor). CO₂ emissions from India are a quarter of those from China, but also are growing as a result of the

---

9. Thirty years earlier, before the major expansion of commercial electricity production, traditional biomass accounted for 66 percent of India’s total primary energy supply. At that time, biomass was also a major source of energy in China—approximately 30 percent (IEA 2005a).
dependence on fossil fuels, particularly for electricity production. As evident in figure 5.1, \(\text{CO}_2\) emissions in both countries track coal use quite closely.

What socioeconomic factors are driving \(\text{CO}_2\) emission changes in China and India? Recent literature covering the period 1980 to 1996/97 has suggested that economic growth was the single largest driver of increased emissions in both countries.\(^{10}\) Over time the gross emission increases have been offset significantly by improved energy efficiency in China, but in India the offset has been much less sizable. Decarbonization (that is, lowering \(\text{CO}_2\) emissions by reducing the emission factor through use of better technology and of lower-carbon fuels) was not a significant factor during this two-decade period in either country.\(^{11}\) However, its importance in India has increased in the 1990s.

---

11. The emissions factor is calculated as emissions per unit energy.
Local Externalities

As noted earlier, not only is heavy reliance on fossil fuel (particularly coal) associated with the expansion of CO₂, it also is associated with the expansion of various types of local pollutants (such as suspended particulate matter, sulfur/sulfur dioxide, nitrogen oxides, and so forth) that contribute to health problems, particularly in cities, and to ground-level ozone and acid rain that particularly affect rural areas and natural ecosystems.¹²

Sulfur dioxide (SO₂) and soot released by coal combustion are the two major air pollutants that form acid rain, which now falls on approximately 30 percent of China’s total land mass (USEIA 2003)—areas also affected by an ozone-generated natural haze. In India, too, acidic precipitation is becoming increasingly common. According to the Environmental Information System of India, soils in the northeast region, parts of Bihar, Orissa, West Bengal, and coastal areas in the south already have low pH values. If immediate mitigative measures are not taken, further aggravation from acid rain may cause these lands to become infertile or unsuitable for agriculture. Studies in India show a 13 to 50 percent decrease in mean wheat yield within 10 kilometers of thermal power stations with capacities of 500 to 2,000 megawatts, respectively (Mitra and Sharma 2002). Similar studies in China have concluded that the deteriorating air quality has reduced optimal yield by 5–30 percent for approximately 70 percent of the crops grown in China (Chameides et al. 1999).¹³

Industrial boilers and furnaces that use coal are the largest single-point sources of urban air pollution, and road transport is the main mobile source of air pollution.¹⁴ Cities in developing countries tend to have higher pollution concentration than cities in industrial countries (see figure 5.2). Depending on what air pollutant one focuses on, a different set of 10–20 cities is among

12. Ozone and other photochemical oxidants are formed by the action of ultraviolet light from the sun on nitrogen. Ozone production and concentration is dependent on the presence of nitrogen oxides and ultraviolet light.

13. Assuming sufficient water and nutrients, simulations of the crop-response models demonstrate that atmospheric aerosols lead to lower crop yields through a decrease in total surface solar irradiance, thereby affecting the marginal productivity of other inputs.

14. China’s State Environmental Protection Administration estimates that “industrial pollution accounts for over 70 percent of the national total, including 72 percent for sulfur dioxide emissions, and 75 percent for flue dust (a major component of suspended particulates).”
the most polluted in the world, and many Chinese and Indian cities are listed in these sets.\(^{15}\)

One can speak meaningfully about pollution in a city, a locality, or a river because assessing pollution per unit area is a function of localized air sheds and watersheds. But there is no equivalent measure for an area as large as a country, so there is no such metric for the average level of pollution in China or India. Instead, it is more useful at the country level to estimate the total number of people exposed to different levels and types of pollution.

In 2003, more than half (58.4 percent) of China’s urban population was exposed to average annual amounts of coarse particulate matter in excess of 100 micrograms per cubic meter, which is the Chinese standard (and twice the U.S. standard). Air pollution is estimated to have led to more than 427,000

\(^{15}\)Earlier studies include a report released in 1998 by the World Health Organization (WHO).
excess deaths and 300,000 cases of chronic bronchitis in 660 Chinese cities in that year (World Bank 2006a). In the case of India, Cohen et al. (2004) reported an estimate of 107,000 excess deaths in 2000.\footnote{16. Other partial studies corroborate these findings. In China, the consequences of current air pollution levels are apparent in public health statistics for some cities: “approximately 4,000 people suffer premature death from pollution-related respiratory illness each year in Chongqing; 4,000 in Beijing; and 1,000 in both Shanghai and Shenyang. If current trends persist, Beijing could lose nearly 80,000 people, Chongqing 70,000, and other major cities could suffer tens of thousands in cumulative loss of human life through 2020. With industry expected to maintain rapid growth during the next 20 years, a steep decline in pollution intensity will be necessary just to keep emissions constant” (Dasgupta, Wang, and Wheeler 1997, p. 3). In India, Delhi has been identified as the city having the highest mortality figure—about 7,500 deaths a year (Brandon and Hommann 1995; WHO 2002; World Bank 2005a).}

Attempts to reduce local emissions in China by curtailing coal production and consumption had some success in reducing SO$_2$ and other local emissions for a few years in the late 1990s (Hao and Wang 2005). Reduction in SO$_2$ tracked the apparent dip in coal consumption and CO$_2$ emissions in China (see figure 5.1). Even though GDP grew by a third (+33.7 percent) in the period 1997–2001, there was almost no increase in CO$_2$ emissions (+0.2 percent)—in contrast to a 14.0 percent increase that the 1980–97 emissions-to-GDP ratio would have predicted. SO$_2$ concentrations also dropped by approximately 40 percent. This drop gave rise to much optimism regarding the potential for “decoupling” the growth in emissions and energy requirements from the growth of GDP. Several factors—including faulty statistics—explain this apparent decoupling. The relative weights of these factors are being debated, but the closing of a large number of small and inefficient coal producers was also important (Sinton and Fridley 2000, 2003; Sinton, 2001).

This decoupling, however, could not be sustained. In the presence of low power tariffs, blackouts, and power shortages arising from 9–10 percent annual GDP growth, it has been necessary to use all power-generating capacity, no matter how inefficient. As a result, both SO$_2$ emissions (particularly in northern cities) and CO$_2$ emissions have resumed an upward trend.

\textit{International Energy Markets}

Encouraging more reliance on roads for passenger and freight movements has prompted a surge in the demand for oil (gasoline, diesel, and other oil prod-
ucts) in both China and India. Oil imports have grown, and with them have come both national implications for balance of payments and energy security, and global implications for world energy markets. This section addresses the latter issue.

Recent growth in energy use by the Giants does account for a significant part of the incremental increase in global energy use, but the annual growth in global use has not been unusual, relative to the past. The Giants' energy use is not the key component in recent oil price surges. Rather, it is the tightening of oil supplies in the context of diminished spare capacity and growing geopolitical uncertainties that has driven up prices in the last couple of years.

Since the late 1980s, nominal oil prices have been relatively stable and flat. There were two exceptions: a momentary spike (reflecting uncertainty) during the Persian Gulf crisis of 1990–91, with prices soaring 50 percent above the average price in the period May 1990–91; and a longer-lasting perturbation during the Asian financial crisis of 1997–98, when per-barrel prices dropped by $12.90 between January 1997 and December 1998. The drop in prices reflected a negative demand shock, caused mostly by the decline in oil demand in Asia and the modest slowdown of economic activity in Europe and Japan. The price drop also reflected a lag in the Organization of the Petroleum Exporting Countries’ (OPEC’s) downward adjustment of its production. This drop in price was followed during 1999 and 2000 by a symmetrical catch-up in prices under the combined effect of OPEC’s successive cuts in production and the renewed growth in global economic activity. Between 2002 and 2004, oil prices entered a period of gradual but sustained increase and, since 2004, oil prices have surged. The time profile and determinants of the recent price trend have nothing in common with the two events in the 1990s, nor with either of the oil shocks in the 1970s (IMF 2005a) that were characterized primarily by abrupt geopolitical supply disruptions.

Buoyant growth in global demand in the context of worldwide economic expansion has driven the more gradual but steady increase of oil prices in the period 2002–04. From 2002 to 2004, global GDP (in constant terms) has exhibited fluctuating but high annual growth rates in the range of 3–4 percent,

---

17. For the purposes of this section (unless otherwise indicated), oil price is to be understood as crude oil spot price, in nominal terms. The (monthly averaged) arithmetic mean of Dubai, Brent, and West Texas Intermediate grades is used.
18. Average annual prices rose by 250 percent between 1973 and 1974 and by 133 percent between 1978 and 1979, in reaction to the abrupt and significant supply restrictions linked to geopolitical events.
with only a slight slowdown in late 2004 and throughout 2005 (World Bank 2006a). Global crude oil use grew from 77.6 million barrels a day (mbd) to 84.2 mbd between the first quarter of 2002 and the fourth quarter of 2004; and despite signs of a slowdown throughout 2005, it continued to increase over 2004 quantities (+1.1 mbd on average), indicating the relative inelasticity of oil use relative to higher prices in the short run (IEA “Oil Market Reports”).

Organisation for Economic Co-operation and Development (OECD) countries are responsible for the largest share in crude oil use over this period (relatively steady at approximately 60 percent). China’s share grew from 6.06 percent (first quarter of 2002) to 7.87 percent (fourth quarter of 2004) of global crude oil use. As such, it is responsible for the highest increase in global oil use over its early 2001 level, averaging 0.25 mbd initially and then expanding to 2.1 mbd (equivalent to 37 percent of the global increase). Furthermore, although crude oil use in industrial countries was decreasing slightly, parallel to a moderate slowdown of their economic activity in 2001, the Chinese economy’s momentum was large enough to offset the decline and generate a net increase in oil use. Since 2005, as the world economy began slowing down (and oil use in industrial countries was levelling off), economic growth in China has continued to sustain some growth in oil use. A similar story applies for India, although it offers much less spectacular figures. India accounts for only 3–4 percent of global use and for 7 percent of the average increase in global oil use since early 2001.

Thus, China and India together account for a large portion (40–50 percent) of incremental global oil use this century (see figure 5.3), but they still account for only 9–10 percent of aggregate global oil use. In addition, recent growth in oil use in China and India has been offset partially by the deceleration or drop in the use of oil in traditionally oil-dependent countries. As a result, aggregate use of oil has not grown as dramatically in the past few years as it did in the 1990s.19

Until early 2005, the supply of oil (and drawdown of inventories) more or less kept up with rising demand. Since that time, however, with OPEC spare production capacity declining, the market has been under pressure, although this eased somewhat toward the end of 2005. All along the supply chain, this tightness has magnified many short-term developments and problems that were not concerns in a period of ample supplies, and has contributed to high

---

19. During the 1990s, overall crude oil demand increased 1.61 percent annually; by contrast, from 2000 to 2005, it increased by less than half that rate (0.74 percent).
Figure 5.3 Increase in Crude Oil Use Relative to First Quarter 2001, Various Countries

Source: IEA “Oil Market Report,” various years.
Note: mbd = million barrels per day; OECD = Organisation for Economic Co-operation and Development.

volatility.20 Figure 5.4 shows that OPEC spare production capacity started dropping steadily in mid-2002, bringing the market closer to binding constraints on the supply of cheap oil. Since January 2004, this spare capacity has been below 3 mbd. Rough calculations by the International Monetary Fund suggest that a level of spare capacity on the order of 5 mbd may help stabilize the market by halving volatility (IMF 2005a). With geopolitical uncertainties associated with output from Iraq, Nigeria, and the República Bolivariana de Venezuela (see figure 5.4), and underinvestment (both up- and downstream) in the supply chain, the extent of the drop in spare capacity is even higher. As a result, even when demand and supply were roughly in balance between mid-2003 and mid-2004, prices continued to increase significantly. This upward movement of prices has not slowed even after OPEC adopted an accommoda-

20. Inadequate investment in refining capacity over the past decade, combined with the refinery damage associated with hurricanes in the Gulf of Mexico, also have constrained the market.
Figure 5.4 OPEC Spare Production Capacity

- Algeria, Indonesia, Islamic Republic of Iran, Kuwait, Libya, Qatar, Saudi Arabia, and United Arab Emirates
- Iraq, Nigeria, and República Bolivariana de Venezuela

Source: IEA “Oil Market Report,” various years.

Note: mbd = million barrels per day; OPEC = Organization of Petroleum Exporting Countries.
tive stance in mid-2004—to enable OECD commercial crude oil stocks to be replenished fully and to ease the potential fear of supply shortages in the context of a slowdown of non-OPEC production. Thus, supply and demand equilibrium, as captured in the inventory model of the oil market, has ceased to predict crude oil prices fully in the past few years, with market fluctuations in excess demand but a steady rise in prices. The dramatic acceleration in oil prices since 2004 arose because supply was much more inelastic than it was in the past as a result of the decline in spare capacity combined with increased geopolitical uncertainties.

Prices currently are being formed in a setting increasingly driven by expectations of future tightness in a market fueled by concerns about medium-term prospects for cheap energy supplies, such as

- The slowdown of growth in non-OPEC production (despite high oil prices), which is expected to peak in 5–10 years
- The erosion of OPEC spare production capacity, which is already under pressure from increasing social unrest and political developments
- Inadequate spending on exploration and on maintenance of existing oil fields, as well as insufficient spending on appropriate refinery capacities in the context of a respecification of demand, causing extra pressure on demand for lighter products.

Simulation of Energy and Emissions Trajectories to 2050

Both China and India will have to maintain high GDP growth rates for many decades to improve the welfare of their citizens and to generate a steady stream of employment to accommodate the growing labor force. This growth will be fueled by energy. Many analysts of energy use in China and India note that the Giants’ own production of fossil fuel energy is not likely to grow at rates equal to their consumption of fossil fuel energy. As a result, they are expected to become increasingly dependent on energy imports. How dependent will be determined by whether they stay with current low-cost but polluting energy options, or move aggressively to adopt a new, more balanced, and diversified energy strategy.

In forecasting energy use in the medium term (over as many as five years), it is common to take GDP growth and its underlying structure as exogenously determined, and use an econometrically estimated elasticity of energy use with respect to GDP to determine likely energy use. This parameter tends to have a
value substantially less than unity for most high-income OECD countries. That is especially true since the 1970s when they started shifting to a post-industrial service-based economic structure (in part as a reaction to earlier oil price shocks in the 1970s). The value of the parameter is close to or greater than unity for most developing countries (Zhang 2000; Liu 2004). In the 1990s, however, the value of this parameter dropped to 0.7–0.8 for India—substantially lower than in the 1970s. The parameter has been even less stable for economies undergoing substantial structural changes, such as China, where it has varied from under 0.5 to over 1.0.\textsuperscript{21} In fact, reliance on the extra-low numbers for China in the 1990s caused the IEA and other observers of the China scene to underestimate energy demand there dramatically in the post-2000 period (IEA 2002).\textsuperscript{22} Based on more recent economic and energy statistics (for 2002–04), China again is exhibiting developing-country patterns of energy demand growth with an energy elasticity of GDP greater than one.\textsuperscript{23}

To go beyond estimating aggregate energy needs within a five-year period requires use of more complicated models. To differentiate growth in various energy categories (for example, fossil fuel versus renewables, or subcategories of each), we need a more disaggregated model of the economy that provides structural detail on differential changes within the energy sector and shows how they respond to relative prices, changes in the technology and productivity of different sectors, and so forth. This requires a multisectoral simulation model. Many energy simulation models have a 20- to 30-year horizon because the underlying capital stock for energy production is long lasting and long-term implications of current investments do not show up in shorter time horizons. Even more detailed and longer time horizons are required to analyze the consequence of current investments for future emissions. Different fuels have different emissions coefficients, and fuel switching can affect aggregate emissions significantly even for the same level of energy use. The externalities associated with some energy-related emissions are also a function of the cumu-

\textsuperscript{21} As noted earlier, the anomaly of elasticities as low as 0.5 has not been explained satisfactorily. It appears to have resulted from a combination of faulty statistics, improved efficiency associated with new industrial technologies, plus some structural change/fuel switching ("low-hanging fruit"), and draconian command economy measures (closing profitable, employment-generating township and village industrial enterprises that were heavily reliant on producing dirty coal).

\textsuperscript{22} In IEA’s 2002 \textit{World Energy Outlook}, the projected total primary energy demand in China for 2010 was 1,302 Mtoe, whereas actual demand reached 1,422 Mtoe by 2003.

\textsuperscript{23} Elasticity of energy consumption averaged 1.47 over the period 2002–04, according to the National Bureau of Statistics of China (2005).
lative emissions (that is, concentrations of long-lasting pollutants, such as CO₂), not just annual emissions. This requires models with horizons of at least 50 years, which is what we use in this section.24 It is important to note in analyzing the results of these models that they are neither forecasts nor probability distributions of likely outcomes. Instead, the results are heuristic illustrations of the consequences of selected types of actions. The usefulness of the results depends on the appropriateness of the models and scenarios selected to analyze a given problem.

**Choice of Simulation Models**

In simulating energy and emissions for individual countries, some analysts rely on top-down, economywide models, whereas others rely on bottom-up, sectoral/technological models. The former tend to generate a lot of trade-offs because they presume that all sectors are operating at their production frontiers, which often is not the case in developing countries. The latter models tend to generate more win-win opportunities, but do not take into adequate account the feedback effects or offsetting effects in the rest of the economy/energy system. Because of the relative strengths and weaknesses of these two types of approaches, it is increasingly common to use a “system of models” that are “soft-linked”25 (that is, top-down and general equilibrium economywide models are used in conjunction with bottom-up, partial equilibrium models that have more technological and sectoral detail) to simulate alternate scenarios for country-specific analysis.

Multiregional global models are used to simulate simultaneously the developments in large countries, such as China and India, and to trace the global consequences of these developments for different energy markets as well as global emissions. A number of such multiregional global models are available (such as MERGE, the Mini Climate Assessment Model [Mini-CAM], the Asian Pacific Integrated Model [AIM], and others).26 This section uses esti-

24. Many climate change models operate with five-year increments over a couple of centuries.
25. In a “system of models,” the output of one well-calibrated model is fed in as an input into another well-calibrated model instead of establishing a single set of internally consistent equations in a more comprehensive model that is difficult to calibrate.
mates generated by the IMACLIM-R model at the International Research Center on Environment and Development.\footnote{For additional detail on this model, see Crassous et al. (2006).}

The IMACLIM-R model is a general equilibrium model with subsector detail on the energy-producing sectors (fossil fuels—coal, oil, and gas—and non-fossil fuels—nuclear, hydro, biomass, and other renewables), the energy-transforming sectors (such as electricity), and key energy-using sectors (such as industry, construction, transportation, and residential). For ease of analysis, the model collapses all other sectors into an aggregate composite sector. Growth is determined partly exogenously (population, savings), and partly endogenously (endogenous productivity growth, variations in the terms of trade, exhaustion of cheap fossil fuel resources, and so forth). Each year a static Walrasian equilibrium is solved and the structural evolution of the economy is endogenized (for example, a scenario in which there is a lot of investment on transportation and in which consumers have a strong preference for mobility will generate different structural growth over time than will a scenario with the opposite assumptions).

Compared with other existing economy–energy models, the IMACLIM-R model has a few advantages:

1. It explicitly incorporates technical information on the demand and supply sides of the energy sectors, including end-use efficiency (often neglected in models using elasticities applied to final energy demand), the ability to simulate “learning by doing,” and the incorporation of capital stock vintages for long-lasting investments to trace the path of investment and technological adoption more realistically.
2. It ensures consistency between this technical information and the characteristics of the economic context, including the prevailing set of relative prices.\footnote{In IMACLIM-R, the reaction to prices also depends on technical information, such as the existence of asymptotes in energy efficiency, which is more credible than constant coefficients in the production function, especially when prices move over a large range.}
3. It is based on a modeling compromise between models generating long-term optimal trajectories under perfect foresight (which tend to underestimate the role of social and technical inertia in economic adjustments) and models generating disequilibrium dynamics with a lot of knife-edge pathways and hysteresis.\footnote{Hysteresis entails very slow adjustment and can result in large losses in terms of cumulative GDP.} IMACLIM-R is a growth model that allows transitional disequilibrium. The model has the abil-
ity to incorporate shorter-term transitional imbalances (resulting from the interplay of imperfect foresight at a given point in time and the inertia in the economic system) and the ability to adapt (see point [1] in this list). But it also contains all the feedback mechanisms required to enable it structurally to recover over the long run, a Solow-like long-term pathway that results from demographic changes, productivity growth, capital accumulation, and changes in the terms of trade. As such, long-term growth does not depend on intertemporal optimization with rational expectations; rather, it relies on imperfect foresight about future prices and quantities explicitly modeled for investment allocation and technology choices in the electricity sector.

4. It allows international capital flows between regions as a function of the divergence between domestic savings and total desired amount of investments in each of nine global regions (with China and India each representing a separate region). The model is savings driven. A region’s (country’s) aggregate savings rate is determined exogenously by long-term demographic trends and age structure rather than by short-term interest rate adjustments. All savings are invested. Desired amounts of investment are computed from (imperfectly) expected increases in future demand. There is no reason for the two sides to be balanced within a region. As a result, a region with excess savings becomes a capital exporter, and a region with a deficit of savings to finance its investment needs becomes a capital importer. The international pool gathers the exports of regions with excess savings and reallocates the money to regions with insufficient savings proportional to the total amount of unmet domestic investment needs.

Choice of Scenarios

A reference or base case, designated as the business-as-usual scenario, or BAU, is simulated for this chapter. For convenience of exposition, only the results of

30. Although the model describes behavior in terms of current prices, this does not necessarily signify the absence of expectations. First, it is assumed that people react to existing prices as the best available information at the time decisions are made. Second, the elasticities that govern these reactions are supposed to mimic real behavior and incorporate implicitly a broader set of parameters, such as inertia, risk aversion, and the like.

31. In simulation, some countries can be modeled as having a fixed predetermined net export of capital.

32. The base year for the projections is 2001, rather than 2005 as used in other models in
this case are described in detail. All others are presented summarily and in relation to the BAU. On average, annual GDP growth rates assumed in the BAU are 6.5–7.5 percent in China over the next decade or two, and 5–6 percent in India with both rates tapering to 3–4 percent a year by 2050. These average growth rates for the future are somewhat lower than recent performance because of presumed institutional and technical constraints within the economies, resulting in inefficiencies in the allocation of resources and limiting their ability to sustain very high growth rates for a prolonged period. However, a variant of the BAU also is simulated. Designated as BAU-H, it assumes annual GDP growth rates that are approximately 1.0–1.5 percentage points higher for both countries (that is, 7.5–9.0 percent for China and 7.0–8.0 percent for India over the next decade or two). These more optimistic growth rates are based on recent performance and extrapolation of government assumptions for upcoming five-year plans. Both the BAU and the BAU-H assume continued heavy reliance on fossil fuels for the next couple of decades, with adverse consequences for local emissions (suspended particulates, sulfur, ozone, and the like) and for global emissions (greenhouse gases, particularly CO$_2$).

The policy-based alternate scenarios (ALTs) are designed to explore the extent to which a package of policies can result in two potential decouplings. The first is decoupling energy growth from GDP growth through reduced energy intensity, either as a result of increased energy efficiency, a structural shift away from energy-intensive manufacturing in economic activity, or both. The second is decoupling emissions growth from energy growth through fuel switching from coal to gas (or clean coal), or from fossil fuels to nuclear energy or renewables (and associated simultaneous improvements in energy efficiency). The decouplings are not policies themselves nor are they totally independent of each other. Rather, they are analytically convenient ways of describing the extent to which policies have been effective in increasing the economy’s energy efficiency and reducing its generation of harmful emissions.

Three sets of policy scenarios are simulated:

1. **Demand side scenarios** (designated with a D) that include additional actions geared toward improving end-use efficiency/energy saving,
over and above the energy efficiency improvements already incorporated in the BAU case (as described later in the KAYA diagrams in figure 5.6).\textsuperscript{34} The additional improvements are (a) a 25 percent improvement in overall energy efficiency in the “composite” sector (including both “pure efficiency” and structural change in the economy with an increase in the share of services in GDP), relative to the base case; (b) an additional 1.1 percent efficiency gain annually in residential/household energy-using equipment, leading to an eventual 60 percent improvement over the base case; and (c) a 50 percent improvement in the fuel efficiency of cars by 2050, compared with the base case.

2. Supply side scenarios (designated with an S) that include a higher share of hydroelectric and nuclear power in both China and India than under the BAU cases, which already incorporate some expansion of non-fossil fuels sectors.\textsuperscript{35} The additional improvements include (a) a 20 percent increase in hydroelectric capacity, relative to the base case; (b) a 30 percent increase in the share of nuclear power in new investments for power generation; (c) the share of biofuels is increased progressively to 10 percent of the total amount of fuels produced by the Giants. The shares of wind and solar energy increase significantly from a very low base but not enough to offset the reduction in the use of traditional biomass; and (d) energy efficiency is increased by 15 percent in the use of coal for industry and by 8 percent in the use of coal for electricity generation in the new capital stock installed after 2005.

3. Supply and demand side scenarios (designated with S&D) that combine efficiency improvements and fuel-switching measures and are in line with Chinese and Indian energy strategies. (Sarma, Margo, and Sachdeva 1998; Liu 2003).

In the working paper version of this chapter, Shalizi (forthcoming), the BAU and ALT scenarios were simulated in two different contexts: (1) the

\textsuperscript{34} The IEA has suggested that end-use efficiency improvements hold the greatest potential for managing energy demand and mitigating CO\textsubscript{2} emissions. Over the 2002–30 period, such improvements could contribute more than 50 percent to reducing emissions for a group of 11 IEA countries (Australia, Denmark, Finland, France, Germany, Italy, Japan, Norway, Sweden, the United Kingdom, and the United States) for which IEA has complete time-series data (see Bradley 2006).

\textsuperscript{35} Note that fuel switching is often also accompanied by simultaneous improvements in energy efficiency.
base case used here, which assumes that there are no constraints to adjusting to short-term signals on energy markets; and (2) a context in which there are constraints to timely adjustment in response to growing energy needs either (a) on the deployment of domestic coal supply in China and India, or (b) on the evolution of future oil and gas markets, due to unexpected geopolitical or resource shocks in the global oil markets or to difficulties of the world oil and gas industry (including refineries) in developing the necessary production capacities in time. This introduces a number of refinements to the analysis given here.

These different scenarios generate a series of outcomes that can be compared. The particular outcomes of interest in this study are the energy requirements in the economy, the global emissions associated with these energy requirements (focused on CO₂), the local emissions associated with these energy requirements (focused on SO₂), and investment requirements associated with the different energy trajectories. These simulations also enable us to compare the consequences of accelerated or delayed investments in shifting from the BAU to ALT scenarios, and to explore the potential for self-financing versus additional external financing requirements that might be needed.

**Reference Scenarios—BAU and BAU-H**

The two base scenarios reflect the rapid energy and emissions growth associated with fast and very fast GDP growth in China and India over the next few decades. These scenarios provide the benchmark energy and emissions trajectories against which the costs and benefits of additional policy interventions can be discussed in the next section.

**Country Implications**

In China, in terms of key energy-using sectors, industry and services account for the largest share of final energy use over the study period, increasing for the next two decades to more than 60 percent before declining below current

---

36. The variable total suspended particulates, which is used most often in health analysis ex post, is difficult to project ex ante and therefore not included. SO₂ emissions can be projected with the simulation model and are included in the findings. It is not possible, however, to assess their health implications because of the problem discussed earlier in the section on
shares by 2050. The share of residential use also declines from 31 percent to 25 percent, and the share of transportation (relying almost exclusively on refined petroleum products) doubles to 21 percent (see table 5.3). In terms of fuels, electricity represents an increasing proportion of final energy use, with its share almost tripling. The shares of gas and refined petroleum products increase by 2 percentage points each. The shares of coal and traditional biomass drop substantially. The role of coal in final energy use declines as services grow, relative to industry, and the role of traditional biomass in final energy use diminishes as commercial electricity replaces it.

local externalities. Defining the implications requires projecting the spatial distribution of emissions and the density of the population exposed in different localities, and that is not possible at the level of aggregation used in IMACLIM-R.

Table 5.3 Sectoral and Fuel Shares of Energy Consumption in China and India

<table>
<thead>
<tr>
<th></th>
<th>China</th>
<th>India</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2005 2020 2050</td>
<td>2005 2020 2050</td>
</tr>
<tr>
<td>Total final consumption (Mtoe)</td>
<td>921.7 1,683.2 2,685.1</td>
<td>400.3 609.4 1,268.1</td>
</tr>
<tr>
<td>Sector (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry and services</td>
<td>58.5 62.2 54.6</td>
<td>32.7 39.3 48.3</td>
</tr>
<tr>
<td>Transportation</td>
<td>10.2 14.4 20.8</td>
<td>10.4 12.3 16.0</td>
</tr>
<tr>
<td>Residential use</td>
<td>31.2 23.5 24.6</td>
<td>56.9 48.4 35.7</td>
</tr>
<tr>
<td>Fuel mix (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coal</td>
<td>38.0 37.4 25.5</td>
<td>11.5 13.0 12.0</td>
</tr>
<tr>
<td>Refined products</td>
<td>25.0 27.4 27.8</td>
<td>27.5 27.7 25.7</td>
</tr>
<tr>
<td>Gas</td>
<td>2.6 3.4 4.4</td>
<td>2.7 3.0 3.3</td>
</tr>
<tr>
<td>Electricity</td>
<td>13.3 20.3 35.8</td>
<td>9.9 17.3 37.5</td>
</tr>
<tr>
<td>Renewables and biomass</td>
<td>21.1 11.5 6.6</td>
<td>48.3 38.9 21.5</td>
</tr>
<tr>
<td>Total primary energy use (Mtoe)</td>
<td>1,223.1 2,483.5 4,436.5</td>
<td>515.6 845.8 2,068.8</td>
</tr>
<tr>
<td>Coal (%)</td>
<td>54.3 58.9 62.7</td>
<td>29.2 37.8 57.9</td>
</tr>
<tr>
<td>Oil (%)</td>
<td>23.1 22.6 20.5</td>
<td>25.0 22.6 17.7</td>
</tr>
<tr>
<td>Natural gas (%)</td>
<td>2.5 3.5 3.4</td>
<td>3.8 5.3 4.5</td>
</tr>
<tr>
<td>Nuclear (%)</td>
<td>0.5 0.5 2.4</td>
<td>0.8 0.1 2.1</td>
</tr>
<tr>
<td>Hydro (%)</td>
<td>3.7 3.0 3.1</td>
<td>3.7 3.9 1.9</td>
</tr>
<tr>
<td>Renewables (%)</td>
<td>15.9 11.5 7.9</td>
<td>37.6 30.3 15.9</td>
</tr>
</tbody>
</table>

Source: Author’s calculations based on simulation model.
Note: Mtoe = million tons of oil equivalent.
Though electricity represents only a third of final energy use by 2050, the heavy reliance on coal (80 percent) for generating electric power at midcentury explains why coal retains a prominent share in China’s energy balance. By 2050, China’s reliance on coal for primary energy use remains high (63 percent in the BAU scenario, 65 percent in the BAU-H scenario). Primary energy use (not final energy use) determines the extent of polluting emissions. In the BAU scenario, primary energy demand in China will double in the 20-year period from 2001 to 2020 and quadruple by 2050.37 In BAU-H (the higher-growth scenario), the increase in CO₂ emissions will be somewhat greater, at 2.5-fold by 2020 and 5.2-fold by 2050.

In India, final energy demand from industry and services grows from 33 percent to 48 percent, and energy demand for transportation rises from 10 percent to 16 percent. Final energy demand from the residential sector, however, drops from 57 percent to 36 percent (table 5.3).

Similar to the Chinese situation, the switch to electricity in India increases the share of coal in primary energy demand from one-third in 2001 to almost 58 percent in 2050. Coal’s share expands relative to hydropower and traditional biomass. In the BAU scenario, there will be a 1.6-fold increase in primary energy demand in India by 2020 and a 3.8-fold increase by 2050.38 In the BAU-H scenario, the increases will be significantly larger: 2.2-fold and 7.9-fold by 2020 and 2050, respectively.

**Global Implications**

We look first at oil prices. At present, China accounts for 6 percent of world oil use; this share rises to 10 percent in 2050 in the BAU case. Note that the share of China’s oil consumption in total world oil consumption stabilizes after 2030 because oil use in other developing countries grows faster. In the same period, India’s global share increases steadily from 3 percent to 5 percent in the BAU scenario (see figure 5.5).

In the base case, the model simulations generate (in 2001 dollars) a price of oil in 2020 of $61.90 (or $62.47 in the BAU-H scenario), which is less than

37. These simulations follow official Chinese government estimates for the 11th five-year plan and beyond.
38. These simulations follow official Indian government estimates for the 10th five-year plan and beyond.
the actual price prevailing in 2006. However, as noted above, the recent run-up in oil prices does not reflect a steady-state price. Thus, there is a big difference between the high value of oil prices during a short period of time and a steady, permanent high value. The $62 per barrel in 2020 (or the $133 per barrel in 2050, shown in figure 5.5) therefore should be compared with a counterfactual steady-state price independent of the recently observed short-term volatility. This normal price probably would be in the range of $40–$50 per barrel in 2006 (not $75 in July 2006).

By 2050 there is a fivefold increase in crude oil price in the five-decade period between 2001 and 2050 (from $25 to $133 a barrel in 2001 prices). This

39. The conversion ratio from 2001 dollars to 2004 dollars is 1.065, and to 2005 dollars it is 1.092.
40. Oil price formation in IMACLIM-R does not incorporate a risk component (which has been shown recently to play a major role), so crude oil prices in the short run may be lower than prices observed recently on the oil market.
increase is significant but not outlandish relative to historical experience.\textsuperscript{41} The price of a barrel of oil in 1970 was only $9.00 in constant 2004 dollars (or $1.80 in nominal prices of 1970) (BP 2006). In 2004, before the recent spike in oil prices resulting from tightness in the oil market and geopolitical uncertainties, the price was $36.40—that is, a fourfold increase in a little more than three decades.\textsuperscript{42}

Is it plausible that alternate fuel technologies will not displace demand for oil at such high prices? This question cannot be answered definitively. The growth in oil prices by 2050 is driven by the continuing growth in demand for mobility (particularly road and air transportation) all over the world. This demand generates substantial growth in the use of oil for which there will be few substitutes (unlike in the power sector, where there are many renewable alternatives to fossil fuels). In simulating the model, the market penetration of biofuels or hydrogen as alternatives to oil for transport is assumed to be limited in the time period under review.\textsuperscript{43} With the exception of ethanol from sugarcane (and to a lesser extent from corn), all other biofuels are at early stages of research and experimentation. Hydrogen and coal liquefaction are not yet commercially viable technologies and may not be so for another decade or two; it will take another couple of decades before the necessary infrastructure can be put into place to enable a substantial part of the fleet to convert to these alternate fuels. Thus, relying on knowledge of currently practical or likely to be practical technologies within the next two decades, the simulation clearly shows that the upward trend in oil prices will continue, linked to supply conditions.\textsuperscript{44}

Because of the adaptation built into the model, a gradual price increase does not generate a significant loss in GDP, whereas a spike in oil prices will generate significant losses in GDP—at least in the short run, when the econ-
Economy does not have the requisite ability to adjust (Hamilton 2003). Over time, the economy returns to its long-run trajectory. As noted by Manne (1978), if there is either perfect expectation or progressive adaptation over the long run in a world with no erratic shocks, then one cannot expect large GDP variations because energy is a small fraction of the economy. This is no longer the case when there are shocks and surprises. To analyze the behavior of IMACLIM-R in response to a spike in oil prices, a simulation was run assuming a world oil price increase of $35 a barrel over two years, relative to the long-term price trajectory. At the peak, GDP losses reach −3.2 percent in China (−1.6 percent in two consecutive years) and −7.0 percent in India (−3.5 percent in two consecutive years).

Now we turn our attention to emissions. In the BAU case, CO₂ emissions from energy use more than double by 2020, relative to 2005, and quadruple by 2050 to reach 3.6 giga tonnes carbon (GtC) in China. They almost double by 2020 and quintuple by 2050 to reach 1.6 GtC in India. The Giants’ combined emissions in 2050 will be 44 percent of world emissions in that year, compared with approximately 20 percent in 2005. SO₂ emissions in both countries follow trajectories very similar to the CO₂ emissions.

The overall conclusion is that the high growth of energy use in China and India is not likely, alone, to cause structural imbalances in international energy markets. The main negative outcomes are in terms of local and global (CO₂) emissions (and, beyond 2050, in terms of the accelerated exhaustion of overall conventional and nonconventional oil reserves).

What happens to these variables when GDP growth rates are higher in China and India? In the BAU-H case, China’s share in world oil use increases to 14 percent and India’s to 8 percent by 2050. The price of oil, however, increases only marginally to $62.47 (relative to $61.90 in the BAU case) by 2020 and to $139.80 (relative to $133 in the BAU case) by 2050. With the higher GDP growth rates in China and India (BAU-H), the rest of the world

---

45. As noted earlier, assuming “no surprise” and “no friction” in the BAU scenarios may not be realistic. However, these scenarios provide a useful benchmark against which to evaluate situations with adjustment problems (rigidity and friction) that prevent prices and quantities from adjusting rapidly and smoothly.

46. In the BAU-H scenario, oil prices are only $6.80 a barrel (+5.1 percent) higher than in the BAU scenario in 2050. This minimal difference is caused by the scenario’s assumption that energy policies are deployed in a timely and efficient manner in the coal sectors of China and India to meet their growing energy needs. The rise in transportation demand for oil is significant but not enough to generate drastic imbalances on the oil market.
experiences a 2 percent higher GDP relative to the BAU scenario, induced by the faster economic growth in the Asian Giants.

In the BAU-H scenario, global primary energy requirements will be 16 percent higher by 2050. Carbon emissions, however, will be 19.8 percent higher. The faster growth in carbon emissions relative to primary energy reflects a 5.3 percent increase in the carbon content of the world aggregate energy supply because most of the regions in the world are not able to avoid a higher use of coal and other fossil fuels to meet their higher energy demands. In the higher-growth scenario, China and India's CO₂ emissions in 2020 more than double (to 2.2 GtC and 0.7 GtC, respectively), and by 2050 grow sixfold (to 4.9 GtC) and elevenfold (to 3.2 GtC), respectively. Together, the Giants will account for 60 percent of total world CO₂ emissions by 2050. Thus, comparing the BAU and BAU-H scenarios leads to this not-surprising result: in the absence of alternative policies to accelerate energy efficiency and decarbonization, energy use and CO₂ emissions will be higher, and the rate of GDP growth will be higher.

Because CO₂ persists in the atmosphere for very long periods, it is the cumulative emissions (that is, concentrations) that matter, not the annual emissions—47—for example, for purposes of analyzing rising temperatures and global warming. It is in analyzing such issues that the advantage of using the 50-year time horizon becomes apparent. If the analysis were restricted only to the period up to 2020, we would see that the higher GDP growth rates in the BAU-H scenarios generate cumulative CO₂ emissions only 9 percent higher in China and 17 percent higher in India, relative to the BAU case. But by 2050 the differences are dramatic: 22 percent higher in China and 79 percent higher in India (or 34 percent higher combined)—and this with only an average 0.75–1.25 percent higher growth rate in GDP annually over the 50-year period 2001–50.48

The constrained adjustment scenarios in Shalizi (forthcoming) suggest that, if energy supplies do not expand as expected, GDP will be lower in India (by 8 percent in 2030) and China (by 2 percent) and that world oil prices are likely to be 15 percent higher than projected here. We cannot predict

47. This is less the case for SO₂ or other emissions that dissipate more rapidly over time.
48. The 1.0 to 1.5 percent higher growth rates (between the BAU and BAU-H scenarios) cited in the section on business-as-usual simulations refer to the first couple of five-year-plan periods after 2005. The simulation is frontloaded and the growth rates taper off to 3–4 percent by 2050. Thus, over the 50-year period the compound average growth rate (between the BAU and BAU-H scenarios) is only 0.75–1.25 percent.
whether the requisite investments to avoid the constraints will occur, but these results certainly suggest that they are an important element in the effects of Chinese and Indian growth.

**Policy Intervention Scenarios—ALT-D, ALT-S, and ALT-S&D**

The alternative policy intervention scenarios show that it is possible to increase energy efficiency and reduce emissions substantially without significantly compromising GDP growth.

**Country Implications**

The ALT (policy-based) scenarios result in a substantial reduction in energy use and CO₂ emissions in both China and India (table 5.4). The combined effect of measures acting on demand and measures acting on supply is much stronger than the effect of either set of measures alone. More important, their positive effects on reducing annual energy use and emissions generated are significant and increase over time with marginal impacts on GDP.

**Measuring the Extent of Energy and Emissions Decoupling from GDP Growth**

KAYA diagrams provide a convenient way to present the time profile of the extent to which the two decouplings mentioned earlier are achieved. The horizontal axis of a KAYA diagram shows the extent of improvement in energy intensity in an economy (that is, energy used per unit of output) and is read right to left. The vertical axis shows the extent of improvement in carbon intensity (decarbonization) in the economy (that is, carbon emitted per unit of energy) and is read from top to bottom. In the KAYA diagrams presented here (figure 5.6), the lighter line refers to the BAU scenario; the dashed line refers to the scenario induced by measures acting on demand only (ALT-D); the dotted line refers to the scenario induced by measures acting on supply only (ALT-S); and the black line refers to the scenario induced by combining measures acting on supply and demand (ALT-S&D).

In the BAU strategy for China and India there is a strong reduction in energy intensity built in to reflect industry modernization and adoption of new

---

49. Reductions are even more substantial for SO₂ emissions that have local consequences but are not cited in the tables above.
Table 5.4 Summary of ALT scenarios Relative to BAU for China and India, 2005–50

<table>
<thead>
<tr>
<th>Country and scenario</th>
<th>GDP (2001 US$ trillions)</th>
<th>Primary energy use (Mtoe)</th>
<th>CO₂ emissions (GtC)</th>
<th>Energy investment (2001 US$ billions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No change in policy—BAU</td>
<td>1.62</td>
<td>4.46</td>
<td>11.75</td>
<td>1,223.12</td>
</tr>
<tr>
<td>Demand—ALT-D (%)</td>
<td>99.8</td>
<td>99.4</td>
<td>100.8</td>
<td>99.1</td>
</tr>
<tr>
<td>Supply—ALT-S (%)</td>
<td>99.9</td>
<td>99.5</td>
<td>99.5</td>
<td>98.7</td>
</tr>
<tr>
<td>Supply and demand—ALT-S&amp;D (%)</td>
<td>99.7</td>
<td>98.6</td>
<td>99.2</td>
<td>97.8</td>
</tr>
<tr>
<td>India</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No change in policy—BAU</td>
<td>0.61</td>
<td>1.35</td>
<td>4.59</td>
<td>515.61</td>
</tr>
<tr>
<td>Demand—ALT-D (%)</td>
<td>99.8</td>
<td>99.4</td>
<td>100.9</td>
<td>99.1</td>
</tr>
<tr>
<td>Supply—ALT-S (%)</td>
<td>99.9</td>
<td>99.8</td>
<td>101.4</td>
<td>98.4</td>
</tr>
<tr>
<td>Supply and demand—ALT-S&amp;D (%)</td>
<td>99.7</td>
<td>99.0</td>
<td>101.2</td>
<td>97.5</td>
</tr>
</tbody>
</table>

Source: Author’s calculations based on simulation model.

Note: GtC = giga tonnes carbon; Mtoe = million tons of oil equivalent.
technology. However, carbon intensity increases in both countries—but more significantly in India. China shows a slight improvement in carbon intensity, but only toward the latter part of the 50-year period under review.

**Figure 5.6 Extent of Energy and Emission Decoupling in the Case of Final Energy Consumption**

*a. China*

**Source:** Author’s calculations based on simulation model.

*Note:* tC/toe = tons of carbon to tons of oil equivalent.
Relative to the BAU case, ALT-D measures to reduce demand alone (by increasing energy efficiency), extend the degree to which the energy intensity of GDP is reduced (the line extends farther to the left), and ensure that carbon intensity does not grow as much as it does in the BAU cases. But the time profile of the two decouplings is very similar to the BAU cases in both China and India. In China, demand side policies reduce emissions by 0.84 GtC, relative to the 3.6 GtC of emissions in 2050 (a 23 percent reduction). In India, demand side policies reduce emissions by 0.27 GtC, relative to 1.6 GtC in 2050 (that is, they reduce emissions by 17 percent).

Relative to the BAU case, ALT-S measures to change only supply (that is, the structure of fuels supplied to the economy) do not extend the degree to which energy intensity of GDP is reduced (unlike the demand measures) in either China or India. However, in China they do significantly alter the time profile and the extent to which the carbon intensity is reduced. In India, after an initial shift away from carbon, the carbon intensity starts increasing again (unlike in China) because the share of traditional biomass for household residential use is much higher at the outset of the process in India than in China (48 percent versus 18 percent, respectively). Thus, the greater shift from traditional biomass to commercial electricity for household residential use results in a displacement of less carbon-emitting biomass by more carbon-emitting fossil fuel–based electricity—despite the increased penetration of nuclear and nontraditional renewables, such as wind and solar energy, for producing power. However, supply side policies bring emissions down by 30 percent in India (from 1.56 GtC to 1.19 GtC), a larger reduction than the 20 percent lowering in China (from 3.6 GtC in the BAU case to 2.88 GtC).

Combining demand-reducing measures with fuel-switching measures (ALT-S&D) results in both a lowering of energy intensity and a lowering of carbon intensity, relative to either set of measures alone, and quite significantly relative to the BAU scenario. By 2050, the combined measures reduce energy intensity of GDP by 24 percent in China and 17 percent in India, and reduce carbon intensity of energy by 21 percent in China and 25 percent in India compared with the BAU scenario.

**Global Implications**

The repercussions of these ALT policy scenarios on world energy prices are mixed. Improvements in transport fuel efficiency in China and India lower global oil prices by a couple of percentage points. The improved efficiency in
coal use and the substitution toward nuclear and renewable fuels in generating electricity have a more significant impact on world coal prices, which drop by 5–10 percent by 2050. This has a positive impact on India, which may have to import more coal in the future. These effects are more pronounced in the scenarios with rigidity/friction.\textsuperscript{50}

The ALT scenarios have a much more significant impact on emissions, and the effect grows over time and extends beyond 2050. In cumulative terms, however, even by 2050, demand side policies in China reduce CO\textsubscript{2} emissions by approximately 15 percent (18 GtC) and supply side policies produce reductions of approximately 18 percent (21 GtC). The combination of supply and demand policies reduces emissions by 32 percent (36 GtC) or almost one-third, compared with the 116 GtC cumulative CO\textsubscript{2} emissions in the baseline scenario. The overall impact of policies on CO\textsubscript{2} emissions in India is of similar relative magnitude. In cumulative terms, demand side policies in India reduce CO\textsubscript{2} emissions by approximately 12 percent (4.5 GtC) and supply side policies reduce them by about 22 percent (8 GtC). The combination of supply and demand policies reduces emissions by 31 percent (11 GtC) or almost one-third, compared with the 37 GtC cumulative CO\textsubscript{2} emissions in the baseline scenario.

\textit{Additional Investment and Financing Requirements}

As noted earlier in the section on ALT scenario energy and emissions trajectories, implementing either demand side or supply side measures reduces energy and emissions, compared with the BAU case. The measures do not offset each other so implementing both sets of measures reduces energy and emissions substantially more than implementing either one alone. And this reduction continues throughout the period up to and beyond 2050. This is not the case for energy investments (see the final block in table 5.4).

Implementing measures only to reduce the demand for energy lowers investment requirements in all periods, relative to the BAU case, whereas measures to change only the structure of the fuel supply increase investment requirements substantially, relative to BAU. Combining the two sets of measures, however, results in an intermediate time profile of investment requirements that, in aggregate, are higher in the early period and lower in the

\textsuperscript{50} Note that the impact of the ALT scenarios relative to the BAU reference case is much lower than the effect of scenarios with rigidity/friction.
later period than is true in the BAU case.\textsuperscript{51} That is, the requirement for additional energy investments drops by 2050 (and in China they drop to a level below the BAU equivalent). The reason for this drop is that a smaller amount of investment is required in fuel switching when demand is lower.\textsuperscript{52}

A key point in this analysis is that net capital flows are fixed exogenously. Thus, the increases in investment in the energy sector must be financed either by reducing net capital outflows or by diverting other domestic investment. Our simulations assume the former for India, which permits its GDP growth relative to BAU, but at the expense of a deterioration in net assets—the welfare implications of which the model ignores. For the sake of illustration, we make the opposite assumption for China: investment is diverted and GDP falls marginally compared with BAU, but asset accumulation proceeds unchecked. The moral is that although the need for the extra investment in the ALT runs is real, the results given for GDP are very poor indicators of likely welfare consequences. The latter depend on the decline in output, on the decline in net assets, and, of course, on the benefits of curtailing emissions.

From a country perspective, the higher initial cost of investment in alternatives to fossil fuels is a concern, so the standard response is to delay adopting cutting-edge technologies until additional technological innovations reduce their costs.\textsuperscript{53} Accordingly, another scenario was simulated to explore the consequences of delaying interventions (which is reported in the longer working paper version of this chapter). This shows that delaying policy interventions will save money now but will generate higher investment requirements in the future to reach a given target emissions level by a specified period. However, even these higher investment requirements will be more affordable because they will represent a lower share of a larger GDP, given the intervening growth in the economy. This supports the initial intuition regarding the economic benefits of delaying interventions. The downside of delaying interventions, however, is that the environmental benefits of these policies also will be delayed. What the scenarios show is that the latter never quite fully

\textsuperscript{51} Investment requirements are 114 percent higher in China in 2020 (equivalent to an additional $13 billion in 2001 prices) and 110 percent higher in India in 2020 (approximately equivalent to an additional $4 billion in 2001 prices).

\textsuperscript{52} When friction and rigidities are introduced, the aggregate energy investment required in the BAU-f case also is lower than in the BAU case because GDP is lower.

\textsuperscript{53} In the IMACLIM-R model used for the simulations in this chapter, “learning by doing” is built in; therefore, earlier investments in novel technologies will speed up the rate at which one moves down the cost curve and thus reduce the aggregate financial burden.
catch up with the benefits generated by implementing policy interventions earlier. Even though the costs of investment and the benefits of emissions reduction are both shifted into the future, the net present value of the two policies is not the same. There is a price of carbon for which the two streams of costs and benefits will be equivalent. With early action, the implicit price will be lower than that currently observed ($10–12 per tonne of CO₂) in the project-based segment of the carbon market (Clean Development Mechanism)—which means there is no reason to delay. Delaying action by a decade, however, requires a higher price of carbon today to generate the same returns. This higher carbon price will be above current market prices, and therefore will not be cost effective. As a result, the cumulative “financial cost-reducing” benefit of delaying investments does not offset fully the increased cumulative emissions cost associated with prolonged reliance on fossil fuels.54,55

Conclusions

This chapter has made a number of important points on the effects of Chinese and Indian growth on energy markets and emissions. Even at present, demand for electricity is growing very rapidly in both countries, and there are limited low-cost domestic energy resources other than coal for producing this electricity.

Demand for oil also is growing rapidly in response to the growing demand for mobility/transportation. This growing fossil fuel use is generating harmful emissions of greenhouse gas and increasing public health costs from severe local air pollution. The Giants, however, were not the principal drivers of high oil prices in 2006.

Turning to the future, energy externalities (local, regional, and global) are likely to worsen significantly, especially if there is no shift in China’s and India’s energy strategies.

Many developing countries worry that high energy demand from China and India will hurt their growth by forcing higher prices on international energy markets. This effect is likely to be small and to be offset partially or fully by the “growth-stimulating” effects of the larger markets in China and India.

54. This chapter does not evaluate the extent of international carbon trading that might evolve post-Kyoto.
55. Fuller details of this example are available in Shalizi (2006).
The Giants themselves worry that shifting their energy strategies to fuels with lower emissions will reduce externalities and the pressure on world energy prices in world energy markets—but at the expense of their growth in incomes. In fact, the evidence suggests that improved efficiency leaves plenty of opportunities to reduce energy growth without adversely affecting GDP growth. Some of these entail extra costs, but the financing needs are well within the compass of domestic and world capital markets. Making these investments will have both global and local benefits.

Further research is required to link new generation multiregional global models with endogenous growth (such as IMACLIM-R) to more disaggregated models currently being developed or augmented in China and India. This will provide a richer framework to test specific policies tailored to the unique opportunities and constraints in each country. It also will enable analysis of equity issues as well as spatial consequences of different types of interventions.

Annex

Table 5A.1 Energy Balance, 1980–2003

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>316</td>
<td>107</td>
<td>12</td>
<td>5</td>
<td>180</td>
<td>0</td>
<td>620</td>
</tr>
<tr>
<td>1981</td>
<td>315</td>
<td>103</td>
<td>11</td>
<td>6</td>
<td>182</td>
<td>0</td>
<td>616</td>
</tr>
<tr>
<td>1982</td>
<td>332</td>
<td>104</td>
<td>10</td>
<td>6</td>
<td>184</td>
<td>0</td>
<td>636</td>
</tr>
<tr>
<td>1983</td>
<td>352</td>
<td>106</td>
<td>10</td>
<td>7</td>
<td>186</td>
<td>0</td>
<td>661</td>
</tr>
<tr>
<td>1984</td>
<td>387</td>
<td>116</td>
<td>11</td>
<td>7</td>
<td>187</td>
<td>0</td>
<td>708</td>
</tr>
<tr>
<td>1985</td>
<td>405</td>
<td>130</td>
<td>13</td>
<td>8</td>
<td>189</td>
<td>0</td>
<td>744</td>
</tr>
<tr>
<td>1986</td>
<td>423</td>
<td>131</td>
<td>14</td>
<td>8</td>
<td>191</td>
<td>0</td>
<td>767</td>
</tr>
<tr>
<td>1987</td>
<td>454</td>
<td>135</td>
<td>14</td>
<td>9</td>
<td>193</td>
<td>0</td>
<td>805</td>
</tr>
<tr>
<td>1988</td>
<td>488</td>
<td>140</td>
<td>15</td>
<td>9</td>
<td>195</td>
<td>0</td>
<td>847</td>
</tr>
<tr>
<td>1989</td>
<td>495</td>
<td>139</td>
<td>16</td>
<td>10</td>
<td>198</td>
<td>0</td>
<td>857</td>
</tr>
<tr>
<td>1990</td>
<td>545</td>
<td>136</td>
<td>16</td>
<td>11</td>
<td>200</td>
<td>0</td>
<td>908</td>
</tr>
<tr>
<td>1991</td>
<td>535</td>
<td>140</td>
<td>17</td>
<td>11</td>
<td>202</td>
<td>0</td>
<td>906</td>
</tr>
<tr>
<td>1992</td>
<td>555</td>
<td>143</td>
<td>16</td>
<td>11</td>
<td>203</td>
<td>0</td>
<td>929</td>
</tr>
<tr>
<td>1993</td>
<td>588</td>
<td>138</td>
<td>17</td>
<td>13</td>
<td>205</td>
<td>0</td>
<td>961</td>
</tr>
<tr>
<td>1994</td>
<td>630</td>
<td>144</td>
<td>18</td>
<td>14</td>
<td>205</td>
<td>4</td>
<td>1,015</td>
</tr>
</tbody>
</table>
### Table 5A.1, continued

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>691</td>
<td>149</td>
<td>19</td>
<td>16</td>
<td>206</td>
<td>3</td>
<td>1,084</td>
</tr>
<tr>
<td>1996</td>
<td>722</td>
<td>158</td>
<td>21</td>
<td>16</td>
<td>207</td>
<td>4</td>
<td>1,128</td>
</tr>
<tr>
<td>1997</td>
<td>707</td>
<td>156</td>
<td>21</td>
<td>17</td>
<td>208</td>
<td>4</td>
<td>1,113</td>
</tr>
<tr>
<td>1998</td>
<td>698</td>
<td>156</td>
<td>24</td>
<td>18</td>
<td>209</td>
<td>4</td>
<td>1,109</td>
</tr>
<tr>
<td>1999</td>
<td>685</td>
<td>161</td>
<td>26</td>
<td>18</td>
<td>213</td>
<td>4</td>
<td>1,106</td>
</tr>
<tr>
<td>2000</td>
<td>698</td>
<td>151</td>
<td>28</td>
<td>19</td>
<td>214</td>
<td>4</td>
<td>1,115</td>
</tr>
<tr>
<td>2001</td>
<td>705</td>
<td>161</td>
<td>31</td>
<td>24</td>
<td>216</td>
<td>5</td>
<td>1,142</td>
</tr>
<tr>
<td>2002</td>
<td>765</td>
<td>168</td>
<td>34</td>
<td>25</td>
<td>217</td>
<td>7</td>
<td>1,216</td>
</tr>
<tr>
<td>2003</td>
<td>917</td>
<td>169</td>
<td>36</td>
<td>24</td>
<td>219</td>
<td>11</td>
<td>1,377</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>313</td>
<td>89</td>
<td>12</td>
<td>5</td>
<td>180</td>
<td>0</td>
<td>599</td>
</tr>
<tr>
<td>1981</td>
<td>311</td>
<td>84</td>
<td>11</td>
<td>6</td>
<td>182</td>
<td>0</td>
<td>594</td>
</tr>
<tr>
<td>1982</td>
<td>329</td>
<td>83</td>
<td>10</td>
<td>6</td>
<td>184</td>
<td>0</td>
<td>613</td>
</tr>
<tr>
<td>1983</td>
<td>348</td>
<td>85</td>
<td>10</td>
<td>7</td>
<td>186</td>
<td>0</td>
<td>637</td>
</tr>
<tr>
<td>1984</td>
<td>384</td>
<td>88</td>
<td>11</td>
<td>7</td>
<td>187</td>
<td>0</td>
<td>676</td>
</tr>
<tr>
<td>1985</td>
<td>401</td>
<td>93</td>
<td>13</td>
<td>8</td>
<td>189</td>
<td>0</td>
<td>704</td>
</tr>
<tr>
<td>1986</td>
<td>418</td>
<td>98</td>
<td>14</td>
<td>8</td>
<td>191</td>
<td>0</td>
<td>729</td>
</tr>
<tr>
<td>1987</td>
<td>446</td>
<td>105</td>
<td>14</td>
<td>9</td>
<td>193</td>
<td>0</td>
<td>767</td>
</tr>
<tr>
<td>1988</td>
<td>478</td>
<td>112</td>
<td>15</td>
<td>9</td>
<td>195</td>
<td>0</td>
<td>809</td>
</tr>
<tr>
<td>1989</td>
<td>486</td>
<td>116</td>
<td>16</td>
<td>10</td>
<td>198</td>
<td>0</td>
<td>826</td>
</tr>
<tr>
<td>1990</td>
<td>535</td>
<td>110</td>
<td>16</td>
<td>11</td>
<td>200</td>
<td>0</td>
<td>872</td>
</tr>
<tr>
<td>1991</td>
<td>523</td>
<td>121</td>
<td>17</td>
<td>11</td>
<td>202</td>
<td>0</td>
<td>874</td>
</tr>
<tr>
<td>1992</td>
<td>541</td>
<td>132</td>
<td>16</td>
<td>11</td>
<td>203</td>
<td>0</td>
<td>904</td>
</tr>
<tr>
<td>1993</td>
<td>576</td>
<td>146</td>
<td>17</td>
<td>13</td>
<td>205</td>
<td>0</td>
<td>957</td>
</tr>
<tr>
<td>1994</td>
<td>615</td>
<td>145</td>
<td>18</td>
<td>14</td>
<td>205</td>
<td>4</td>
<td>1,002</td>
</tr>
<tr>
<td>1995</td>
<td>673</td>
<td>158</td>
<td>19</td>
<td>16</td>
<td>206</td>
<td>3</td>
<td>1,075</td>
</tr>
<tr>
<td>1996</td>
<td>700</td>
<td>172</td>
<td>19</td>
<td>16</td>
<td>207</td>
<td>4</td>
<td>1,119</td>
</tr>
<tr>
<td>1997</td>
<td>685</td>
<td>191</td>
<td>19</td>
<td>17</td>
<td>208</td>
<td>4</td>
<td>1,124</td>
</tr>
<tr>
<td>1998</td>
<td>678</td>
<td>188</td>
<td>22</td>
<td>18</td>
<td>209</td>
<td>4</td>
<td>1,119</td>
</tr>
<tr>
<td>1999</td>
<td>661</td>
<td>205</td>
<td>24</td>
<td>18</td>
<td>213</td>
<td>4</td>
<td>1,124</td>
</tr>
<tr>
<td>2000</td>
<td>664</td>
<td>222</td>
<td>26</td>
<td>19</td>
<td>214</td>
<td>4</td>
<td>1,149</td>
</tr>
<tr>
<td>2001</td>
<td>648</td>
<td>227</td>
<td>29</td>
<td>24</td>
<td>216</td>
<td>5</td>
<td>1,149</td>
</tr>
<tr>
<td>2002</td>
<td>716</td>
<td>244</td>
<td>32</td>
<td>25</td>
<td>217</td>
<td>7</td>
<td>1,241</td>
</tr>
<tr>
<td>2003</td>
<td>862</td>
<td>270</td>
<td>35</td>
<td>24</td>
<td>219</td>
<td>11</td>
<td>1,422</td>
</tr>
</tbody>
</table>
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### Table 5A.1, continued

#### Net export (Mtoe)

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>3</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>1981</td>
<td>3</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>1982</td>
<td>3</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>1983</td>
<td>3</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>1984</td>
<td>3</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td>1985</td>
<td>4</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>41</td>
</tr>
<tr>
<td>1986</td>
<td>5</td>
<td>33</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>38</td>
</tr>
<tr>
<td>1987</td>
<td>8</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>38</td>
</tr>
<tr>
<td>1988</td>
<td>9</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>1989</td>
<td>9</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>1990</td>
<td>10</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td>1991</td>
<td>12</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td>1992</td>
<td>14</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>1993</td>
<td>12</td>
<td>−8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1994</td>
<td>15</td>
<td>−2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>1995</td>
<td>18</td>
<td>−9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>1996</td>
<td>22</td>
<td>−14</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>1997</td>
<td>22</td>
<td>−35</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−11</td>
</tr>
<tr>
<td>1998</td>
<td>20</td>
<td>−31</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−9</td>
</tr>
<tr>
<td>1999</td>
<td>23</td>
<td>−43</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−18</td>
</tr>
<tr>
<td>2000</td>
<td>35</td>
<td>−71</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−34</td>
</tr>
<tr>
<td>2001</td>
<td>57</td>
<td>−66</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−6</td>
</tr>
<tr>
<td>2002</td>
<td>49</td>
<td>−76</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−25</td>
</tr>
<tr>
<td>2003</td>
<td>55</td>
<td>−101</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−45</td>
</tr>
</tbody>
</table>

#### b. India

#### Production and stock change (Mtoe)

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>50</td>
<td>11</td>
<td>1</td>
<td>4</td>
<td>148</td>
<td>1</td>
<td>215</td>
</tr>
<tr>
<td>1981</td>
<td>56</td>
<td>17</td>
<td>2</td>
<td>4</td>
<td>151</td>
<td>1</td>
<td>230</td>
</tr>
<tr>
<td>1982</td>
<td>58</td>
<td>22</td>
<td>2</td>
<td>4</td>
<td>154</td>
<td>1</td>
<td>241</td>
</tr>
<tr>
<td>1983</td>
<td>63</td>
<td>27</td>
<td>3</td>
<td>4</td>
<td>156</td>
<td>1</td>
<td>254</td>
</tr>
<tr>
<td>1984</td>
<td>68</td>
<td>30</td>
<td>3</td>
<td>5</td>
<td>160</td>
<td>1</td>
<td>266</td>
</tr>
<tr>
<td>1985</td>
<td>71</td>
<td>31</td>
<td>4</td>
<td>4</td>
<td>162</td>
<td>1</td>
<td>274</td>
</tr>
<tr>
<td>1986</td>
<td>77</td>
<td>32</td>
<td>5</td>
<td>5</td>
<td>165</td>
<td>1</td>
<td>285</td>
</tr>
<tr>
<td>1987</td>
<td>82</td>
<td>32</td>
<td>6</td>
<td>4</td>
<td>169</td>
<td>1</td>
<td>294</td>
</tr>
<tr>
<td>1988</td>
<td>89</td>
<td>34</td>
<td>7</td>
<td>5</td>
<td>171</td>
<td>2</td>
<td>307</td>
</tr>
</tbody>
</table>
Table 5A.1, continued

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>92</td>
<td>36</td>
<td>9</td>
<td>5</td>
<td>173</td>
<td>1</td>
<td>316</td>
</tr>
<tr>
<td>1990</td>
<td>97</td>
<td>35</td>
<td>10</td>
<td>6</td>
<td>176</td>
<td>2</td>
<td>326</td>
</tr>
<tr>
<td>1991</td>
<td>106</td>
<td>34</td>
<td>11</td>
<td>6</td>
<td>180</td>
<td>1</td>
<td>338</td>
</tr>
<tr>
<td>1992</td>
<td>111</td>
<td>30</td>
<td>13</td>
<td>6</td>
<td>182</td>
<td>2</td>
<td>344</td>
</tr>
<tr>
<td>1993</td>
<td>115</td>
<td>30</td>
<td>13</td>
<td>6</td>
<td>185</td>
<td>1</td>
<td>351</td>
</tr>
<tr>
<td>1994</td>
<td>118</td>
<td>36</td>
<td>13</td>
<td>7</td>
<td>187</td>
<td>1</td>
<td>362</td>
</tr>
<tr>
<td>1995</td>
<td>124</td>
<td>39</td>
<td>17</td>
<td>6</td>
<td>189</td>
<td>2</td>
<td>377</td>
</tr>
<tr>
<td>1996</td>
<td>131</td>
<td>37</td>
<td>18</td>
<td>6</td>
<td>190</td>
<td>2</td>
<td>384</td>
</tr>
<tr>
<td>1997</td>
<td>134</td>
<td>38</td>
<td>20</td>
<td>6</td>
<td>193</td>
<td>3</td>
<td>394</td>
</tr>
<tr>
<td>1998</td>
<td>131</td>
<td>37</td>
<td>21</td>
<td>7</td>
<td>195</td>
<td>3</td>
<td>395</td>
</tr>
<tr>
<td>1999</td>
<td>138</td>
<td>37</td>
<td>20</td>
<td>7</td>
<td>198</td>
<td>3</td>
<td>404</td>
</tr>
<tr>
<td>2000</td>
<td>143</td>
<td>37</td>
<td>21</td>
<td>6</td>
<td>202</td>
<td>4</td>
<td>414</td>
</tr>
<tr>
<td>2001</td>
<td>148</td>
<td>37</td>
<td>21</td>
<td>6</td>
<td>205</td>
<td>5</td>
<td>422</td>
</tr>
<tr>
<td>2002</td>
<td>151</td>
<td>38</td>
<td>23</td>
<td>6</td>
<td>208</td>
<td>5</td>
<td>431</td>
</tr>
<tr>
<td>2003</td>
<td>157</td>
<td>39</td>
<td>23</td>
<td>6</td>
<td>211</td>
<td>5</td>
<td>441</td>
</tr>
</tbody>
</table>

Consumption (Mtoe)

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>53</td>
<td>34</td>
<td>1</td>
<td>4</td>
<td>148</td>
<td>1</td>
<td>241</td>
</tr>
<tr>
<td>1981</td>
<td>60</td>
<td>36</td>
<td>2</td>
<td>4</td>
<td>151</td>
<td>1</td>
<td>253</td>
</tr>
<tr>
<td>1982</td>
<td>62</td>
<td>39</td>
<td>2</td>
<td>4</td>
<td>154</td>
<td>1</td>
<td>261</td>
</tr>
<tr>
<td>1983</td>
<td>66</td>
<td>40</td>
<td>3</td>
<td>4</td>
<td>156</td>
<td>1</td>
<td>271</td>
</tr>
<tr>
<td>1984</td>
<td>71</td>
<td>42</td>
<td>3</td>
<td>5</td>
<td>160</td>
<td>1</td>
<td>281</td>
</tr>
<tr>
<td>1985</td>
<td>76</td>
<td>48</td>
<td>4</td>
<td>4</td>
<td>162</td>
<td>1</td>
<td>296</td>
</tr>
<tr>
<td>1986</td>
<td>80</td>
<td>48</td>
<td>5</td>
<td>5</td>
<td>165</td>
<td>1</td>
<td>305</td>
</tr>
<tr>
<td>1987</td>
<td>86</td>
<td>50</td>
<td>6</td>
<td>4</td>
<td>169</td>
<td>1</td>
<td>317</td>
</tr>
<tr>
<td>1988</td>
<td>94</td>
<td>55</td>
<td>7</td>
<td>5</td>
<td>171</td>
<td>2</td>
<td>334</td>
</tr>
<tr>
<td>1989</td>
<td>97</td>
<td>60</td>
<td>9</td>
<td>5</td>
<td>173</td>
<td>1</td>
<td>346</td>
</tr>
<tr>
<td>1990</td>
<td>104</td>
<td>63</td>
<td>10</td>
<td>6</td>
<td>176</td>
<td>2</td>
<td>360</td>
</tr>
<tr>
<td>1991</td>
<td>112</td>
<td>65</td>
<td>11</td>
<td>6</td>
<td>180</td>
<td>1</td>
<td>375</td>
</tr>
<tr>
<td>1992</td>
<td>118</td>
<td>68</td>
<td>13</td>
<td>6</td>
<td>182</td>
<td>2</td>
<td>388</td>
</tr>
<tr>
<td>1993</td>
<td>123</td>
<td>70</td>
<td>13</td>
<td>6</td>
<td>185</td>
<td>1</td>
<td>398</td>
</tr>
<tr>
<td>1994</td>
<td>127</td>
<td>74</td>
<td>13</td>
<td>7</td>
<td>187</td>
<td>1</td>
<td>410</td>
</tr>
<tr>
<td>1995</td>
<td>134</td>
<td>84</td>
<td>17</td>
<td>6</td>
<td>189</td>
<td>2</td>
<td>432</td>
</tr>
<tr>
<td>1996</td>
<td>142</td>
<td>89</td>
<td>18</td>
<td>6</td>
<td>190</td>
<td>2</td>
<td>447</td>
</tr>
<tr>
<td>1997</td>
<td>147</td>
<td>94</td>
<td>20</td>
<td>6</td>
<td>193</td>
<td>3</td>
<td>463</td>
</tr>
<tr>
<td>1998</td>
<td>144</td>
<td>101</td>
<td>21</td>
<td>7</td>
<td>195</td>
<td>3</td>
<td>472</td>
</tr>
<tr>
<td>1999</td>
<td>152</td>
<td>113</td>
<td>20</td>
<td>7</td>
<td>198</td>
<td>3</td>
<td>494</td>
</tr>
</tbody>
</table>
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Table 5A.1, continued

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>159</td>
<td>114</td>
<td>21</td>
<td>6</td>
<td>202</td>
<td>4</td>
<td>506</td>
</tr>
<tr>
<td>2001</td>
<td>162</td>
<td>115</td>
<td>21</td>
<td>6</td>
<td>205</td>
<td>5</td>
<td>514</td>
</tr>
<tr>
<td>2002</td>
<td>168</td>
<td>119</td>
<td>23</td>
<td>6</td>
<td>208</td>
<td>5</td>
<td>527</td>
</tr>
<tr>
<td>2003</td>
<td>173</td>
<td>124</td>
<td>23</td>
<td>6</td>
<td>211</td>
<td>5</td>
<td>542</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Coal</th>
<th>Oil</th>
<th>Natural gas</th>
<th>Hydro</th>
<th>Biomass and waste</th>
<th>Nuclear</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>–3</td>
<td>–23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–26</td>
</tr>
<tr>
<td>1981</td>
<td>–3</td>
<td>–20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–23</td>
</tr>
<tr>
<td>1982</td>
<td>–4</td>
<td>–17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–20</td>
</tr>
<tr>
<td>1983</td>
<td>–3</td>
<td>–13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–16</td>
</tr>
<tr>
<td>1984</td>
<td>–3</td>
<td>–12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–15</td>
</tr>
<tr>
<td>1985</td>
<td>–4</td>
<td>–17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–21</td>
</tr>
<tr>
<td>1986</td>
<td>–4</td>
<td>–16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–20</td>
</tr>
<tr>
<td>1987</td>
<td>–5</td>
<td>–18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–23</td>
</tr>
<tr>
<td>1988</td>
<td>–5</td>
<td>–22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–27</td>
</tr>
<tr>
<td>1989</td>
<td>–6</td>
<td>–24</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–29</td>
</tr>
<tr>
<td>1990</td>
<td>–7</td>
<td>–27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–34</td>
</tr>
<tr>
<td>1991</td>
<td>–6</td>
<td>–31</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–37</td>
</tr>
<tr>
<td>1992</td>
<td>–7</td>
<td>–38</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–45</td>
</tr>
<tr>
<td>1993</td>
<td>–7</td>
<td>–40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–47</td>
</tr>
<tr>
<td>1994</td>
<td>–9</td>
<td>–39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–48</td>
</tr>
<tr>
<td>1995</td>
<td>–10</td>
<td>–45</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–55</td>
</tr>
<tr>
<td>1996</td>
<td>–11</td>
<td>–52</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–63</td>
</tr>
<tr>
<td>1997</td>
<td>–14</td>
<td>–56</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–69</td>
</tr>
<tr>
<td>1998</td>
<td>–13</td>
<td>–64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–77</td>
</tr>
<tr>
<td>1999</td>
<td>–15</td>
<td>–75</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–90</td>
</tr>
<tr>
<td>2000</td>
<td>–15</td>
<td>–77</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–93</td>
</tr>
<tr>
<td>2001</td>
<td>–14</td>
<td>–78</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–92</td>
</tr>
<tr>
<td>2002</td>
<td>–16</td>
<td>–80</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–97</td>
</tr>
<tr>
<td>2003</td>
<td>–15</td>
<td>–85</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–100</td>
</tr>
</tbody>
</table>


Note: Mtoe = million tons of oil equivalent.
The emergence of China and India on the global economic stage has been the subject of much discussion in international media and business and policy circles. The nearly 9 percent annual rate of real per capita gross domestic product (GDP) growth that China has averaged over the last quarter-century is unprecedented; and with an average per capita GDP growth rate of nearly 4 percent a year since 1981, India’s takeoff seems less than spectacular only in comparison with that of China.

In both countries, this growth has been accompanied by substantial—in the case of China, dramatic—reductions in the aggregate incidence of absolute poverty measured in terms of income or consumption. Figure 6.1 displays these two trends for the two countries over the period from 1981 to 2003.¹ The headcount rates of poverty are calculated on as comparable a basis as is currently feasible. The poverty line is the World Bank’s dollar-a-day global standard of $32.74 a month at 1993 purchasing power parity. China started this period with the higher poverty rate, but soon overtook India.

Concerns are being expressed about the distributional impacts of the growth processes in both countries. The domestic debate about growth-promoting reforms has become increasingly contentious. It is widely felt that the

¹ At the time of writing, only preliminary data were available for India for fiscal 2004/05, and this data point is not plotted in figure 6.1. The preliminary data suggest that the overall Indian poverty rate trend shown in figure 6.1 has been maintained, although it has not accelerated (in percentage points per year) since the early 1990s.
gains from growth have been spread too unevenly, with some segments of the population left behind in relative and even absolute terms. Yes, the Giants are awakening from their economic slumber, but they still are only partially awake in that segments of their societies remain (relatively and absolutely) dormant. This unevenness has shown up as rising income inequality by conventional measures in both countries. These developments in turn have led some observers to question the sustainability of growth.

What is one to make of this? In what ways has growth been uneven? Can we believe the data suggesting rising inequality? If so, should we be concerned that segments of the population appear to have been left behind (at least in relative terms)? And does this pose a risk to the sustainability of growth and poverty reduction?

In this chapter, we try to shed some light on these questions. Certainly of undeniable interest in both countries, these questions also merit attention elsewhere because the impact that the rise of China and India is going to have on the rest of the world depends very much on whether the Giants are able to sustain the growth rates they have achieved over the last quarter-century. And that sustainability hinges on whether concerns about the unevenness of growth thus far are legitimate and whether that unevenness poses a risk to future growth.
After noting a number of data issues, the chapter examines the ways in which growth has been uneven in China and India, and what that unevenness has meant for inequality and poverty. Drawing on analyses based on existing household survey data and aggregate data from official sources, we show that growth has been uneven—geographically, sectorally, and at the household level—and that this has meant uneven progress against poverty, less poverty reduction than might have been achieved had growth been more balanced, and increased income inequality. We then turn to why growth has been uneven and why this should be of concern. Because of the complexity of the underlying issues and the difficulties of settling them in an empirically rigorous manner, the discussion is necessarily somewhat more speculative. We structure the discussion around the idea that there are both “good” and “bad” inequalities—drivers and dimensions of inequality and uneven growth that are good or bad in terms of what they imply for both equity and long-term growth and development.

We argue that the Giants’ development paths have been influenced by, and have generated, both types of inequalities. Although good inequalities—most notably, those that reflect the role of economic incentives—have been critical to the growth experience thus far, there is a risk that bad inequalities—those that prevent individuals from connecting to markets and limit investment and accumulation of human and physical capital—may undermine the sustainability of growth in the coming years. We argue that policies are needed to preserve the good inequalities—continued incentives for innovation—but reduce the scope for bad ones, notably through investments in human capital and rural infrastructure that help rural poor people connect to markets.

**Clarifying Data Issues**

There are always reasons to be skeptical about economic statistics, and measures of inequality and poverty are no exceptions. The issues are rather different between these two countries.

A number of data problems have clouded past assessments of what has been happening to poverty and inequality in China. Some of these problems are common to other countries; others seem unique to China. An unusual feature of China’s data is that the National Bureau of Statistics (NBS) uses different annual survey instruments for urban and rural areas, namely the Rural House-
hold Survey and the annual Urban Household Survey; whereas NBS makes some efforts to ensure comparability, problems remain. For the rural survey, there are also comparability problems over time, as discussed in Ravallion and Chen (forthcoming). One of the more serious problems is that, in 1990, there was a change in valuation methods for consumption of own-farm production in the Rural Household Survey: public procurement prices (held below market prices) were replaced by local selling prices.\textsuperscript{2} For 1990 (the only year for which the two methods can be compared), Ravallion and Chen (forthcoming) showed that the new valuation method generates slightly lower inequality; for 1990, the aggregate Gini index for rural China drops from 31.5 percent to 29.9 percent, and the rural headcount index of poverty drops substantially from 37.6 percent to 29.9 percent. These effects reflect the high share of consumption from own-farm product among China’s poor population.

Another problem in past work has been the failure to adjust for spatial cost-of-living differences. This failure can affect distributional comparisons over space and time. The extent of urban-rural disparities drops appreciably when one corrects for the higher urban cost of living (Ravallion and Chen forthcoming). Also, the positive trend in urban–rural inequality since around 1980 (noted by many authors in the literature) vanishes when one allows for higher inflation rates in urban areas than in rural areas, although a marked positive trend in urban–rural inequality since the mid-1990s is still evident (Ravallion and Chen forthcoming).

Lack of public access to the micro data for China as a whole has restricted researchers’ ability to address the data concerns. However, micro data for some selected provinces and time periods have been available. Ravallion and Chen (1999) used the micro data for four provinces of southern China to correct poverty and inequality measures for problems in both the valuation methods for consumption of own product and the deflators. The corrections to the original survey data tend to reduce measured inequality and to attenuate its rate of increase over time.

Not all the likely data problems mean a lower true level of inequality or a lower rate of increase over time. For example, if we could correct for selective

\textsuperscript{2} Until the mid-1990s, public procurement prices for grain were held below market prices. Using these prices to value own consumption overestimates the true extent of both poverty and inequality. This practice largely was abandoned from the 1990s onward in favor of using local selling prices for valuation.
compliance (whereby people who are relatively well off are less well represented in surveys), then we might find higher inequality.\(^3\) We currently have no basis for correcting for this possible problem in China, however; we suspect the compliance problem is of greater concern in urban China than in rural areas.

Poverty monitoring in India since the 1960s has been based mainly on the household expenditure surveys done as part of the National Sample Surveys. The salient features are that household consumption expenditure per person is used as the individual welfare indicator, and the poverty line that is intended to have a fixed real value across time and space (urban and rural areas of states) is determined by combined geographic and intertemporal deflators. The main data issue is that assessing what has been happening to poverty and inequality in India during the 1990s has been clouded by a comparability problem between the two main surveys available for the 1990s (Deaton 2001; Sen and Hiamnshu 2004a, 2004b).\(^4\)

There are concerns about how well surveys measure incomes or consumptions. Survey-based income and consumption aggregates for nationally representative samples typically do not match the aggregates obtained from national accounts. This is to be expected for GDP, which includes nonhousehold sources of domestic absorption. Possibly more surprising are the discrepancies found with both the levels and growth rates of private consumption in the national accounts aggregates; Ravallion (2003) provides evidence. The discrepancies between levels and growth rates of consumption as measured by India’s National Sample Survey and national accounts have been of particular concern, but here, too, it should be noted that (as measured in practice) private consumption in the national accounts includes sizable and rapidly growing

\(^3\) This is not necessarily the case, but there is supportive evidence for the United States (Korinek, Mistiaen, and Ravallion 2006).

\(^4\) Since the National Sample Survey began in the 1950s, it has used 30-day recall for consumption. This changed in 1999/2000 with the 55th round for which food consumption (on average, approximately 60 percent of total consumption) was obtained by both 7- and 30-day recall for the same set of households, with the question about the last 7 days’ consumption of each commodity coming before the question about the last 30 days’ consumption. (The columns for 7- and 30-day recall appear side by side on the same page in the questionnaire.) By contrast, spending on low-frequency nonfood consumption items (about 20 percent of the average total consumption) was obtained using a one-year recall period, unlike earlier rounds. The 30-day recall period was used only for high-frequency nonfood items.
components typically missing from surveys (Deaton 2005). Aside from differences in what is being measured, however, surveys do encounter problems of underreporting (particularly for incomes; the problem appears to be less serious for consumption) and selective nonresponse.

There are also a number of data problems in making comparisons between China and India. China has traditionally used household income (per capita) as the ranking variable whereas India has used consumption expenditure (per capita). Also, the available data on spatial differences in the cost of living are still rather weak in both countries. Furthermore, purchasing power comparisons between the countries are confounded by a number of concerns about the underlying price data and standard index-number problems.

One data-related issue that should be flagged, however, is how well conventional inequality measures capture the significance that is often attached to between-group inequalities. Naturally, any conventional inequality measure puts weight on such differences, but it is far from obvious that those weights accord well with the significance attached to between-group inequalities, as argued by Kanbur (2001). Although this issue raises a number of deeper questions about individualism and the role of group identities that are beyond our present scope, we will note the extra significance attached to certain between-group disparities in both China and India.

Ways in Which Growth Has Been Uneven

Growth in China and India over the last quarter-century has indeed been uneven. This unevenness has been apparent in several (related) dimensions, with implications for inequality, poverty reduction, and human development in the two countries. This section makes four claims:

---

5. Deaton and Kozel (2005) provided a useful compilation of papers on this and related issues of poverty measurement in India.
6. In measuring poverty, some researchers have replaced the survey mean by the mean from the national accounts (GDP or consumption per capita); for example, see Bhalla (2002) and Sala-i-Martin (2002). This replacement assumes that the discrepancy is distribution neutral, which is unlikely to be the case; for example, selective nonresponse to surveys can generate highly nonneutral errors (Korinek, Mistiaen, and Ravallion 2006). For further discussion in the context of poverty measurement in India, see Ravallion (2000).
7. We will largely ignore these data problems in this chapter, not because we think them unimportant but because this is not the place to dwell on them.
1. Uneven growth across states in India and provinces in China has meant uneven progress against poverty.

2. Growth has been sectorally uneven, with primary sector growth rates lagging behind growth rates in the secondary and tertiary sectors in both of the Giants, and with rural incomes growing more slowly than urban incomes.

3. Growth has been uneven at the household level. In particular, incomes at the top of the distribution increased much faster than those at the bottom in both countries. That fact has meant rising inequality—dramatically so in the case of China.

4. Because the more rapid growth of both countries has been so uneven in these dimensions, it sometimes has brought disappointing outcomes in terms of progress against poverty and other ("nonincome") dimensions of well-being.

*Geographically Uneven Growth Has Produced Uneven Progress against Poverty*

The aggregate growth performances of China and India mask considerable unevenness of growth at the subnational level. Chinese provincial GDP growth rates (between 1978 and 2004) ranged from a low of 5.9 percent in Qinghai to a high of 13.3 percent in Zhejiang. In India, growth rates of state domestic product between 1980 and 2004 ranged from a low of 1.7 percent in Jammu and Kashmir to a high of 8.7 percent in Goa. Among India’s 16 major states, Bihar (including the newly created state of Jharkand) had the lowest growth rate—namely, 2.2 percent—and Karnataka had the highest—7.2 percent.

Province- and state-level growth rates have been higher and less volatile since around 1980 in China and 1990 in India. Nonetheless, the sustained geographic differences in growth rates have generated some marked regional disparities in both countries. In India, the states that initially were poorer have grown more slowly, resulting in unconditional divergence in both absolute and relative terms. This is apparent in figure 6.2, which plots the average annual growth rate of real per capita state GDP against a state’s initial per capita GDP. 

---

8. In India, as an example, except for the Green Revolution states of Punjab and Haryana and the state of Maharashtra, annual growth rates before the 1980s were, at most, 2 percent.

9. See Ghosh (2006) for econometric tests indicating more marked growth divergence for India in the postreform period.
capita GDP relative to the poorest state. India’s poorer states are experiencing positive growth, but the high growth rates, postreform, have been elsewhere.

In China, provinces that initially were poorer have managed to keep pace with the initially wealthier provinces in terms of aggregate growth rates (figure 6.2). Keeping pace has meant no divergence in relative terms, but absolute differences across provinces have increased. Also, there have been signs of divergence regionally between the coastal and inland areas of China (see Chen and Fleisher 1996; Jian, Sachs, and Warner 1996; Sun and Dutta 1997; Raiser 1998; and Kanbur and Zhang 1999).

The spatial unevenness of growth has contributed in two ways to uneven progress against poverty. First, because household income growth has been associated closely with poverty reduction at the subnational level in both China and India, geographically uneven growth has meant that progress against poverty was uneven as well, with some provinces and states seeing far more rapid reduction in poverty than others.\(^{10}\) In China, the coastal areas fared better than inland areas; the trend rate of decline in the poverty rate between

---

10. This is clearly documented for India by Datt and Ravallion (2002) and Deaton and Drèze (2002), and for China by Ravallion and Chen (forthcoming).
1981 and 2001 was 8 percent a year for inland provinces, versus 17 percent for the coastal provinces. In India, most of the western and southern states—peninsular India (with the exception of Andhra Pradesh)—did comparatively well, while the more backward states of Bihar, Madhya Pradesh, Rajasthan, and Uttar Pradesh, along with states in the eastern region, achieved relatively little poverty reduction between 1993/94 and 1999/2000.

Second, the most rapid growth did not occur where it would have had the most impact on poverty. This is evident if one compares growth rates across provinces with the growth elasticities of poverty reduction weighted by the initial shares of total poverty. (The weights ensure that this gives the impact on national poverty of growth in a given province.) Had the pattern of growth favored provinces where growth would have had the greatest impact on poverty, we would find a negative correlation between the growth rate and the share-weighted elasticity. However, for neither country does one find any relationship, one way or the other (see Ravallion and Chen [forthcoming] for China and Datt and Ravallion [2002] for India).

**Sectorally Uneven Growth Has Increased the Urban–Rural Income Gap and Suppressed Poverty Reduction**

A second dimension of uneven growth in both countries is found across sectors. Growth rates in the primary sector (agriculture) not only have lagged behind those in the secondary (industry) and tertiary (services) sectors, but also actually have declined since 1980 (figure 6.3).

In nominal terms, urban incomes and expenditures clearly have increased faster than rural incomes over the past quarter-century in both countries. For India, this has been reflected in a steady increase in the ratio of urban-to-rural mean real consumption levels, from just below 1.4 in 1983 to approximately 1.7 in 2000. Even in 1981, the urban-to-rural ratio of nominal mean incomes in China was approximately 2.5—much higher than it ever has been in India. And since then, although there have been periods when the ratio of urban-to-rural mean incomes fell, the overall trend has been upward.

Adjusting for cost-of-living differences clouds these trends somewhat. For China, the urban rate of inflation has been higher than the rural rate; and when one allows for this fact, there is no trend increase over time in the ratio of the urban mean to the rural mean (Ravallion and Chen forthcoming).11

---

11. There are other data problems with ambiguous implications for urban–rural disparities. The undercounting of rural migrants in China’s urban areas is likely to lead to an overestim-
There have been subperiods, however, including the period from 1997 to the present, during which the relative urban–rural disparity has risen. Moreover, even allowing for cost-of-living differences, the absolute gap between the level and growth rate in the ratio of the urban mean to the rural mean.

Against this effect, urban survey response rates tend to be lower than in rural areas, and it may be assumed safely that the rich tend to have lower response rates. Our discussions with the staff of the National Bureau of Statistics of China suggest that this problem is growing over time in China.

Sources: National Bureau of Statistics of China, China Statistical Yearbook, various years; Government of India Central Survey Organization.
The sectoral composition of growth has mattered for poverty reduction in both countries over recent decades. This can be seen in table 6.1, which provides regressions of the rate of change in poverty over time (that is, the difference in the log of the headcount rate of poverty) on both the overall rate of per capita GDP growth (that is, the change in the log of GDP per capita) and the share-weighted rates of GDP growth in each of the three sectors. The sector-specific growth rates are share weighted to allow for the fact that sectors growing at the same rate are unlikely to have the same aggregate impacts if one accounts for a much smaller share of aggregate income than the other. When rates are share weighted, one obtains a straightforward, testable hypothesis for whether the composition of growth matters—namely, that the regression coefficients across growth components would be roughly equal (Ravallion and Datt 1996). Note that these regressions are best viewed as decomposition tools rather than causal models of poverty reduction. Deeper explanations must endogenize growth rates and their composition; and Ravallion and Chen (forthcoming) have provided models of poverty reduction in China that try to make some progress in that direction.

For China, the overall elasticity of the headcount index to GDP growth was an impressive –2.6, meaning that a 10 percent growth rate brought (on

<table>
<thead>
<tr>
<th>Growth rate or components</th>
<th>China</th>
<th>India</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth rate of GDP per capita</td>
<td>(1) (2) (3)</td>
<td>(4) (5)</td>
</tr>
<tr>
<td>Primary sector (share weighted)</td>
<td>–8.07 (–3.97)</td>
<td>–7.85 (–4.09)</td>
</tr>
<tr>
<td>Secondary sector (share weighted)</td>
<td>–1.75 (–1.21)</td>
<td>3.41 (1.84)</td>
</tr>
<tr>
<td>Tertiary sector (share weighted)</td>
<td>–3.08 (–1.24)</td>
<td>–3.42 (–2.74)</td>
</tr>
<tr>
<td>Secondary + tertiary sectors</td>
<td>–2.25 (–2.20)</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.21 0.43 0.42</td>
<td>0.75</td>
</tr>
</tbody>
</table>


Note: t-ratios appear in parentheses.
average) a 26 percent reduction in the proportion of people living in poverty. When growth is decomposed by sector, it is clear that its composition mattered greatly to the rate of poverty reduction. The impact of growth in the primary sector was far higher than for growth in either the secondary or tertiary sector. The effects of the latter two sectors are similar.

The overall growth elasticity of poverty reduction is appreciably lower in India than in China (column 4). For India, too, the sectoral composition of growth was important, although growth in the tertiary sector was relatively more important than in China. This probably reflects the difference between the two countries in the distribution of agricultural land. In rural China, starting conditions at the outset of the reform process entailed relatively low levels of inequality in access to land. The de-collectivization process that started in the late 1970s achieved a relatively equal allocation of access to agricultural land, at least within communes. (Between communes, the only way to equalize land allocation would have been to allow mobility of people, which was not considered a desirable option.) This meant that agricultural growth was a powerful instrument against poverty and inequality in China (Ravallion and Chen forthcoming). The distribution of agricultural land was and is clearly more unequal in India, and that naturally attenuates the impact of agricultural growth on poverty relative to that found in China.

Increases in rural incomes, whether from agricultural growth or (particularly in the case of China) from increased rural nonfarm employment, also turn out to have been critical for overall poverty reduction. Table 6.2 gives regressions of the rate of change in poverty over time (difference in the log headcount index) on the share-weighted growth rates of rural and urban mean incomes and a term capturing the effect of any shifts in population from rural to urban areas. It can be seen that, in both countries, growth in rural incomes is the only statistically significant correlate of poverty reduction. Ravallion and Chen (forthcoming) also reported an alternative decomposition for China, which confirms the quantitative importance of rural economic growth. Approximately 72 percent of the reduction in the headcount index that occurred in China between 1981 and 2001 is attributable to rural poverty reduction, versus 5 percent attributable to urban poverty reduction and 23 percent resulting from the population shift from rural to urban areas.

12. Note that the coefficients on growth in the secondary and tertiary sectors for India are of approximately equal size but opposite sign (table 6.1). This suggests that the (share-weighted) difference in growth rates is picking up a distributional effect on poverty reduction.
The results shown in tables 6.1 and 6.2 imply that the particular form of sectorally uneven growth experienced by China and India—primary sector growth rates lagging behind growth rates in the secondary and tertiary sectors, and rural incomes growing more slowly than urban incomes—has meant less poverty reduction than might have been the case otherwise. We can gain a sense of how much extra poverty reduction might have been achieved from a more balanced growth path through counterfactual simulations in which it is assumed that all three sectors grow equally—meaning that the sector shares of GDP in 1981 would have remained constant over time. The estimates from table 6.1 are used to calculate the implied rate of poverty reduction under different assumptions about the overall (common) rate of GDP growth. So, for instance, had it been possible to achieve a balanced growth path while maintaining the GDP growth rates China actually achieved between 1981 and 2001, the mean rate of poverty reduction would have been 16.3 percent a year, rather than 9.5 percent. Instead of 20 years to bring the headcount index down from 53 percent to 8 percent, it would have taken approximately 10 years.

Of course, one can question whether a more sectorally balanced growth path could have been achieved without lowering the overall growth rate, and so this exercise should be viewed as an upper bound on what might have been possible. And there appear to be signs of a sectoral trade-off in that the correlation between China’s primary sector growth rates and the combined growth rate of the secondary and tertiary sectors was $-0.414$ over this period, thus implying that a more balanced growth path in which the growth rate of the primary sector was higher might have meant less growth overall. It is worth noting, however, that the negative correlation is statistically quite weak—a significance level of 6 percent—and that there were subperiods (1983–84, 1987–88, and 1994–96) in which both primary sector growth and combined growth in the secondary and tertiary sectors were above average.

### Table 6.2 Poverty Reduction and the Urban–Rural Composition of Growth

<table>
<thead>
<tr>
<th>Growth rate or population shift effect</th>
<th>China</th>
<th>India</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth rate of mean rural income (share weighted)</td>
<td>$-2.56 (-8.43)$</td>
<td>$-1.46 (12.64)$</td>
</tr>
<tr>
<td>Growth rate of mean urban income (share weighted)</td>
<td>$0.09 (0.20)$</td>
<td>$-0.55 (-1.37)$</td>
</tr>
<tr>
<td>Population shift effect</td>
<td>$0.74 (0.16)$</td>
<td>$-4.46 (-1.31)$</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.82</td>
<td>0.90</td>
</tr>
</tbody>
</table>

*Sources: Ravallion and Datt 1996 (India); Ravallion and Chen forthcoming (China).*
*Note: t-ratios appear in parentheses.*

The results shown in tables 6.1 and 6.2 imply that the particular form of sectorally uneven growth experienced by China and India—primary sector growth rates lagging behind growth rates in the secondary and tertiary sectors, and rural incomes growing more slowly than urban incomes—has meant less poverty reduction than might have been the case otherwise. We can gain a sense of how much extra poverty reduction might have been achieved from a more balanced growth path through counterfactual simulations in which it is assumed that all three sectors grow equally—meaning that the sector shares of GDP in 1981 would have remained constant over time. The estimates from table 6.1 are used to calculate the implied rate of poverty reduction under different assumptions about the overall (common) rate of GDP growth. So, for instance, had it been possible to achieve a balanced growth path while maintaining the GDP growth rates China actually achieved between 1981 and 2001, the mean rate of poverty reduction would have been 16.3 percent a year, rather than 9.5 percent. Instead of 20 years to bring the headcount index down from 53 percent to 8 percent, it would have taken approximately 10 years.

Of course, one can question whether a more sectorally balanced growth path could have been achieved without lowering the overall growth rate, and so this exercise should be viewed as an upper bound on what might have been possible. And there appear to be signs of a sectoral trade-off in that the correlation between China’s primary sector growth rates and the combined growth rate of the secondary and tertiary sectors was $-0.414$ over this period, thus implying that a more balanced growth path in which the growth rate of the primary sector was higher might have meant less growth overall. It is worth noting, however, that the negative correlation is statistically quite weak—a significance level of 6 percent—and that there were subperiods (1983–84, 1987–88, and 1994–96) in which both primary sector growth and combined growth in the secondary and tertiary sectors were above average.
A similar exercise for India suggests that, were it not for the sectoral and geographic imbalance of growth, the national rate of growth since reforms began in full force in the early 1990s would have generated a rate of poverty reduction that was double India’s historical trend rate (Datt and Ravallion 2002). The evidence also suggests that states with relatively low levels of initial rural development and human capital development experienced lower elasticities of poverty reduction to economic growth (Ravallion and Datt 2002).

Uneven Growth across Households Has Led to Rising Inequality

The unevenness of economic growth across households at different levels of living can be seen clearly in the growth incidence curve (GIC), which gives the annualized rate of growth over the relevant time period at each percentile of the distribution (ranked by income or consumption per person). Figure 6.4 displays the Chinese and Indian GICs for the periods 1990–99 and 1993–99, respectively. In both cases, growth rates at the bottom of the distribution were lower than those at the top. The gradient is less steep for India. Growth rates in China in the 1990s rise sharply as we move up the income ladder, with the annual rate of growth in the 1990s increasing from approximately 3 percent for the poorest percentile to more than 10 percent for the richest. Although the growth rate in the overall mean was 6.2 percent, the mean growth rate for the poorest 20 percent (roughly according with China’s “$1 a day” poverty rate in 1995) was 4.0 percent. The GIC for India for the 1990s shows a slight U shape, with the lowest growth rates—approximately

13. See Ravallion and Chen (2003) on the precise definition and properties of the GIC.
14. The shape of India’s expenditure GIC for the 1990s depends critically on what adjustment is made for the comparability problems between the 1999/2000 survey and earlier surveys. The GIC shown in figure 6.4 is based on estimates produced by Sundaram and Tendulkar (2003), who resolved the comparability problem by estimating consumption expenditures based on a common “mixed reference period” for categories of consumption. The rural and urban distributions were then aggregated, assuming urban–rural cost-of-living differentials of 33 percent and 38 percent for 1993/94 and 1999/2000, respectively, based on updated poverty lines as used in Ravallion and Datt (2002). This roughly matches the GIC implied by estimates Deaton (2001) obtained using an alternative method, based on a “common reference period,” to make the surveys comparable. If no attempt is made to correct for the comparability problem, however, and one simply uses the “unadjusted” primary estimates from each of the surveys, the GIC suggests a much more pro-poor pattern of growth, with growth rates declining from more than 2 percent for the poorest percentile to approximately 1 percent at the top of the distribution (Ravallion 2004b).
1 percent—for people around the 10th percentile, and a smaller difference between growth rates at the top (close to 2 percent) and those at the bottom (just over 1 percent) than was the case for China.

As we have noted, even large-sample, nationally representative surveys (such as used to construct figure 6.4) typically do not pick up what is happening at the extreme upper tails of the distribution. In the case of India, evidence from other sources indicates that incomes at the top end have risen dramatically. For instance, based on a study of tax returns, Banerjee and Piketty (2003) reported that the super-rich population in India—that is, those at the 99.99th percentile—experienced income growth greater than 285 percent between 1987/88 and 1999/2000.

Figure 6.5 displays the trends in income inequality for the two countries. From a cross-country perspective, India remains a relatively low-income inequality country (World Bank 2005c, 2006), but this is no longer true of China. The Gini index of income inequality for China rose from 28 percent in 1981 to 41 percent in 2003 (although not continuously) and more in some periods and provinces.15

15. Note that the latter figure is somewhat lower than past estimates for China because corrections have been made for changes in survey-valuation methods (as discussed above) and
The fact that the inequality measures for China use income whereas those for India use consumption (per capita) does not account for the difference in measured inequality, as in figure 6.5. For a few years it is possible to measure inequality using consumption for China. When one does this, the consumption-based inequality measure is only slightly lower than that based on incomes, and it is still appreciably higher than for India (Chen and Ravallion 2006).

In the case of India, one finds that the Gini index rose in the 1990s, although the increase was less pronounced than in China (figure 6.5). It is too early, however, to say if India is undergoing a trend increase in inequality similar to what China has experienced. As can be seen in figure 6.5, looking back over time, rising inequality in India is a recent phenomenon. Indeed, there is no statistically significant trend increase in consumption inequality in India up to the early 1990s (Bruno, Ravallion, and Squire 1998).

---

urban–rural cost-of-living differences, which have tended to rise over time because of higher inflation in urban areas (as price controls and subsidies were progressively removed on certain goods, including housing). Without these corrections, the estimate of the Gini index for 2003 rises to more than 45 percent, instead of 41 percent.

16. Figure 6.5 uses the National Sample Survey “thick samples” only. The thin samples for the 1990s also confirm the increase in inequality (Ravallion 2000).

17. Note that comparisons over the longer term are possible only using the uniform recall period data, using the Deaton method of correcting for the comparability problem in the 1999/2000 data.

18. At the time of writing, the 61st round of the National Sample Survey, for 2004/05, has not been released. Only preliminary tabulated results were available to us at the time of
Perceptions “on the ground” that inequality is rising markedly in India do not appear to sit easily with the impression given by figure 6.5. Popular opinion can be mistaken, but data are not perfect either. As we have noted, the survey-based numbers may well underestimate the relative gains to the rich, and that is consistent with the evidence from tax returns. The visible changes in consumption patterns and lifestyles that the rich have achieved may not be reflected properly in the survey-based inequality measures. Also, and possibly more important, the perception of sharply rising inequality in India also may reflect rising absolute inequality, as reflected in the absolute gaps between the rich and the poor, as distinct from the proportionate gaps (Ravallion 2004a). There is evidence that many people view inequality in absolute rather than relative terms (Amiel and Cowell 1999).

Sectoral and Geographic Unevenness of Growth Has Contributed to Rising Inequality

Because both Giants started their reform periods with sizable urban–rural gaps in mean living standards, the unevenness of the subsequent growth process in which urban incomes increased faster than rural incomes, is likely to have put upward pressure on aggregate inequality. The time-series data and regressions presented in Ravallion and Chen (forthcoming) provide direct evidence of this for China. Controlling for growth in rural and urban incomes, the rising urban population share has had no significant effect on aggregate inequality, and the periods when the urban–rural disparity in mean income rose (fell) were the periods when overall inequality rose (fell). But it also would seem that the rising urban–rural gap now has a salience in popular and government circles that far exceeds its likely contribution to a conventional inequality or poverty metric. This salience appears to stem in part from the (plausible) belief that the urban–rural divergence reflects (in part at least) urban biases in the reform processes and complementary public spending choices. This is reinforced by actual or perceived abuses of local political powers at the expense of poor farmers or the landless rural poor (the recurrent land disputes of land contracts and land-use conversions in rural China are examples).

Similarly, regional inequality concerns loom large in both countries, although the quantitative importance of increasing disparities across regions writing, but they suggest that the inequality increase in India since the early 1990s that is evident in figure 6.5 has continued through to 2005, and well may have accelerated, although this should be investigated more thoroughly when the micro data become available.
(provinces and states) appears to be greater in India. Although these between-group inequalities have carried weight in policy discussions, it is important to note that growing inequality within both urban and rural areas have been a major component of the increase in overall inequality; for China, rising inequality within rural areas has been an important dynamic in overall inequality, whereas inequality in India has risen more within urban areas than rural areas.

The sectoral composition of GDP growth—cutting across the urban and rural divide—is also a significant predictor of changes in inequality. For instance, regressions of the sort reported in table 6.1, with share-weighted sectoral GDP growth rates as covariates, but with the change in inequality (change in the log of the Gini index) as the dependent variable, indicate that primary sector growth in China has been associated with lower inequality overall, whereas there is no correlation with growth in either the secondary or tertiary sector (Ravallion and Chen forthcoming). The regression coefficient of the change in log Gini index on the growth rate in primary sector GDP (without share weighting) is \(-0.478\), with a \(t\)-ratio of \(-2.76\). There is also a strong positive trend in inequality (of approximately 5 percent a year), independent of the rate of private sector growth.

How much higher would the rate of primary sector growth need to have been to stem the rise in aggregate inequality? A moving-average annual growth rate of 7.0 percent would be needed to avoid rising inequality, whereas the mean primary sector annual growth rate was under 5.0 percent between 1981 and 2001. Only in two periods (the early 1980s and the mid-1990s) were agricultural growth rates high enough to prevent rising inequality. The divergence between the actual growth rates in the primary sector GDP and the minimum needed to prevent rising inequality is particularly striking in the most recent period. The recent composition of economic growth in China clearly has been increasing inequality.

It is too early to say with confidence that India’s (more recent) rise in inequality stems from similar factors. Nonetheless, we can be reasonably sure that the “urban bias” in India’s growth process since reforms began has put upward pressure on overall inequality.

**Why Growth Was Uneven and Why This Matters**

Why was growth uneven—in the aggregate as well as sectorally and geographically—over recent decades and what are we to make of this unevenness?
Should we be concerned that segments of the population in both China and India appear to have been left behind (at least thus far)? And should we worry that inequality has risen?

These questions are more easily posed than answered because of the multiple complex processes through which uneven growth and inequality are generated and reproduced. Policies play a role, but so do initial conditions in the form of history (for example, inherited institutions) and geography (as a determinant of access to markets and public services). Economic forces undoubtedly are important, but so too are political and social factors. Answering these questions in a rigorous fashion is beyond the scope of this chapter. What we can do, however, is provide an assessment based on our interpretation of the evidence from various sources.

We will structure the discussion around a distinction between good and bad inequalities—drivers and dimensions of uneven growth that are good or bad in terms of what they imply for how the living standards of poor people evolve over time. We will argue that the Giants’ postreform development paths have been influenced by and have generated both types of inequalities.

**Good Inequalities**

Good inequalities reflect and reinforce market-based incentives that are needed to foster innovation, entrepreneurship, and growth. Scattered evidence suggests that the rise in inequality with the introduction of market reforms in China and India at least partially reflects newly unleashed market-based incentives at work, in contrast with the earlier period of artificially low levels of inequality brought about by regulatory distortions and interventions that suppressed incentives for individual effort and innovation.

Perhaps the leading example of the role that good inequalities (and the economic incentives that underlie them) have played in China’s growth is the stimulus to agricultural production in the early 1980s provided by the Household Responsibility System. Under this system, rural households were assigned plots of land and became the residual claimants on the output from that land, significantly enhancing the incentives for production. Prior to that system, land had been farmed collectively, with all members sharing the output more or less equally. Incentives for individual effort in this setting were naturally very weak, and the reforms to this system were critical in stimulating rural economic growth at the early stages of China’s transition (Fan 1991; Lin 1992). Initially, these reforms were likely to have been inequality reduc-
ing because they raised rural incomes relative to incomes in urban areas. Soon, however, some farm households did better than others, depending on their farming acumen, agroclimatic conditions, and access to markets—and that put upward pressure on inequality within rural areas.

Another piece of evidence is provided by Park et al. (2004) in their analysis of the substantial increase in urban wage dispersion in China since the reform period that started around 1980. At the outset of that period, urban China had a system of fixed wage scales, allocation of labor by government, and resulting low returns to schooling (Fleisher and Wang 2004). There were few incentives for work performance or skill acquisition. From this legacy of wage compression and low labor mobility, China moved gradually in the 1990s to a market-based system featuring a dynamic nonstate sector and an increasingly open labor market. With reforms that expanded the scope for employment in a growing private sector and the emergence of a competitive labor market, wage dispersion within skill categories and experience cohorts has increased considerably, and returns to schooling have risen (Heckman and Li 2004; Park et al. 2004). Looking forward, a further implication of the emergence of a more convex structure of returns to education in postreform China (whereby the increase in returns to education has tended to be at higher levels of schooling) is that generalized increases in the level of schooling will put upward pressure on aggregate inequality, though they probably will be poverty reducing.

In India, too, there was growing wage inequality in the 1990s that was partly attributable to increasing wage disparities within educational attainment categories, and those disparities, in turn, reflected increasingly competitive product and labor markets (Dutta 2005). Another example of increasing disparities reflecting the growth-enhancing role of incentives comes from considering the increasing disparities in growth performance across Indian states during the 1990s, when some states significantly accelerated their growth and others lagged behind. Both Ahluwalia (2000) and Kohli (2006) have suggested that at least part of the increase can be attributed to the greater responsiveness of private investment flows to differences in the investment climate in various states. As Kohli (2006) noted, that responsiveness appears to have encouraged state leaders to adopt measures that would improve the business environment and woo private investment—of course, subject to the constraints imposed by state-level political considerations and capacity. This stands in contrast to earlier periods when the share of public investment in total investment was much larger.
There is evidence in India that the impact of incentives was magnified by the presence of agglomeration economies in industrial activity. Lall and Chakravorty (2005) showed that industrial diversity (which is higher in metropolitan and mixed industrial regions) produces cost-reducing effects through agglomeration economies. Therefore, private industrial units favored locating in existing high-density industrial areas, thus increasing the degree of industrial clustering. Conversely, the location decisions of state-owned industry appeared to have been much less driven by these cost considerations and may have been motivated by a desire for greater regional balance. The conclusion that Lall and Chakravorty drew is that the reforms and the scaling back of public investments, and the emergence of the private sector as the primary source of new industrial investments, contributed to higher levels of spatial inequality in industrial activity.

**Bad Inequalities**

The processes underway in China and India are almost certainly less benign and less automatic than the account above suggests. Geographic poverty traps, patterns of social exclusion, inadequate levels of human capital, lack of access to credit and insurance, corruption, and uneven influence simultaneously can fuel rising inequality and prevent certain segments of the population from moving out of traditional low-productivity activities. Credit market failures often lie at the root of the problem; it is poor people who tend to be most constrained in financing lumpy investments in human and physical capital. These bad inequalities—rooted in market failures, coordination failures, and governance failures—prevent individuals from connecting to markets and limit investment in human and physical capital.19

Here we focus on two dimensions of bad inequalities. The first relates to location in the presence of externalities, impediments to mobility, and heavy dependence of local states on local resources. These features can generate geographic poverty traps—that is, a poor household situated in a well-endowed area eventually can escape poverty, whereas an otherwise identical household living in a poor area faces stagnation or decline. This is one possible reason

---

19. World Bank (2005c, ch. 5) provided a useful overview of the arguments and evidence on how certain inequalities can be inefficient, notably when they entail unequal opportunities for advancement. Also see the excellent overview of the theoretical arguments in Aghion, Caroli, and Garcia-Peñalosa (1999).
why initially poorer provinces often have seen lower subsequent growth (figure 6.6).

Although these observations from aggregate data suggest that such traps exist, they hardly are conclusive. More rigorous micro evidence of the geographic externalities that underlie such traps can be found in Jalan and Ravallion (2002) and Ravallion (2005), using farm household panel data for rural China. The geographic attributes conducive to an individual’s prospects for escaping poverty include both publicly controlled endowments (such as the density of rural roads) and largely private ones (such as the extent of local agricultural development).

The second dimension of undoubted importance relates to inequalities in human resource development—often linked to credit market failures on the demand side but also reflecting governmental failures in service delivery. We argued above that the rising returns to schooling and increasing dispersion of wages represent “good” inequalities because they reflect freer labor markets with increased incentives for work and for skill acquisition. But, naturally, those with relatively little schooling and few assets or little access to credit are less able to respond to these incentives and are less well positioned to take advantage of the new opportunities unleashed by market-oriented reforms. Thus, inequalities in opportunities to accumulate human capital are “bad” in-

**Figure 6.6 Growth Rates at the Subnational Level Plotted against Initial Poverty Rate**

Sources: National Bureau of Statistics of China, China Statistical Yearbook, various years; Government of India Central Survey Organization.

Note: The lines of best fit are semi-log least-squares regression lines.
equalities in that they have retarded poverty reduction through growth in both countries.\textsuperscript{20}

Basic schooling was far more widespread in China at the outset of the reform period than in India, and China has achieved close to universal primary education. But inequalities in educational attainment beyond primary school remain, and these have become an increasingly important source of disadvantage because a junior high school education (and, in some instances, a senior high school education) has become a de facto prerequisite for accessing non-farm work, particularly in urban areas where wages far exceed the shadow wages in farming. Thus, lack of schooling is now a very important constraint on prospects of escaping poverty in China, as elsewhere.

India’s schooling inequalities clearly have been and are larger than those of China (both at the beginning of the reform period and since) (World Bank 2005c). Unequal attainment of education has inhibited pro-poor growth. The differences we have seen in the effects of nonfarm economic growth on poverty reflect inequalities in a number of dimensions; low farm productivity, low rural living standards relative to urban areas, and poor basic education all keep poor people from participating in nonfarm sector growth (Ravallion and Datt 2002). Interstate differences in initial levels of schooling appear to have been the dominant explanation for the subsequent effects of nonfarm economic growth on poverty. As was true in China, little schooling, few assets, or little access to credit dampened people’s prospects to benefit from market-based reforms.

**Policy Impediments, Biases, and Neglect**

Policy errors of both omission and commission have contributed to the unevenness of growth in the Giants and to the failure of growth to translate into larger positive effects on poverty and human development. These errors have been one of three forms: first, policies that impede the market function; second, policies biased in favor of particular regions or industries; and, third, policies that neglect certain spheres of activity where public intervention is necessary.

\textsuperscript{20.} Note that the claim that inequalities in human capital are “bad” is consistent with our earlier point that certain inequalities in outcomes (reflected, for instance, in increasing wage dispersion) are “good.” The latter stem from variation in returns that reflect differences in effort. The former arise from differences in endowments that are the results of both supply side governmental failures and demand side market failures (especially credit-market failures).
It has been argued that India’s restrictive labor regulations and widespread preferences for small-scale industries are impediments to more broad-based growth. Although ostensibly motivated by distributive considerations, these policies instead have restricted firm growth, dampened job creation, and hindered the movement of labor out of agriculture (World Bank 2006). In a country of 1 billion people, only 8 million Indian workers are protected by such legislation. According to the World Bank (2006), “Current labor regulations seem to be protecting workers in jobs by ‘protecting’ other workers from having jobs” (p. 17). These regulations probably have not promoted labor absorption, and may have helped keep a much larger share of the Indian labor force in agriculture than is the case in other countries with similar shares of agricultural value added (Virmani 2005). And despite the increase in GDP growth, in recent years the rate of job creation in India has failed to keep up with increases in the size of the labor force, which has led some authors to characterize India’s growth experience as jobless growth (Mehta 2003). Although these observations are suggestive, the costs of these policies to the poor remain to be quantified rigorously.

In China, impediments to the movement of labor out of agriculture through internal migration have come in part from government restrictions under the hukou system, by which a person must have an official registration to reside in an urban area and use its facilities. Those people born with an agricultural registration historically have had a hard time obtaining urban registration. Other costs of migration facing rural households include the risk of losing one’s administratively allocated land and various forms of discrimination rural migrants face in urban areas. A rough estimate of the magnitude of these policy-induced costs of migration is provided by Shi, Sicular, and Zhao (2004) who reported that even after controlling for worker characteristics and cost-of-living differences, urban wages are about 50 percent higher than rural wages. The high costs of migration underlying these gaps probably have been both poverty and inequality increasing. There are also similar restrictions on within-rural and within-urban migration.

Sizable aggregate output losses from these inequality-increasing restrictions on migration are likely. Not only is labor misallocated across sectors, but the restrictions also make it harder for China to realize agglomeration economies.

21. Despite these migration impediments, China has had a more rapid rate of urbanization than has India. China’s urban population share rose from 19 percent in 1980 to 39 percent in 2002. In India, with no such restrictions, the urban share of the population rose from 23 percent to 28 percent over the same period.
(Au and Henderson 2006). Under the (plausible) assumption that these costs of migration lower earnings in the poorer (labor-surplus) sector, they will increase poverty and inequality. Other policy biases against the poor have included public spending and industrial policies that have favored China’s coastal areas over the (poorer) inland regions.

Service delivery has been an important area of policy neglect in both countries. The deficiencies of India’s education system are well known, and not only from the point of view of poor people (Drèze and Sen 1995; PROBE 1999). Issues of service quality loom large in these concerns (World Bank 2006). Whereas it started from a position of greater equity in service delivery (although with large gaps between urban and rural areas), China also has experienced growing inequalities in access to health and education (Zhang and Kanbur 2005). The weaknesses and interregional disparities in service delivery in both countries can be traced, at least in part, to the large and rising disparities in public spending per capita between rich and poor areas, with rather weak fiscal redistribution and (hence) heavy dependence of local governments on local resources. We return to this point when we discuss policies.

**Dynamics: How Good Inequalities Can Turn into Bad Ones**

Without the appropriate institutional checks and balances, rising inequality, even if it is initially of the “good” variety, can engender phenomena such as corruption, crony capitalism, rent seeking, or efforts by those who benefit initially from the new opportunities to restrict the access of others to those opportunities or to alter the rules of the game to preserve their initial advantages. Thus, bad inequalities emerge over time.

The growth and subsequent performance of China’s township and village enterprises (TVEs) exemplify this dynamic at work. The emergence and growth of TVEs in various parts of China, starting in the mid-1980s, often is cited as a successful example of the country’s strategy of incremental institutional innovation—in this case, economic decentralization under which local governments were given the right to establish TVEs and retain the profits generated by them (Oi 1999). The implied autonomy and control, combined with a hard budget constraint imposed from above, provided, at the outset, exactly the right incentives to invest and operate efficiently. The resultant in-
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22. Antecedents to this argument can be found in the writings of North (1990) and Hellman (1998).
crease in rural nonfarm output and employment was spatially uneven, but probably was inequality reducing overall (given the rural base for this innovation) and likely contributed to China’s growth until the mid-1990s.

However, with the proliferation of TVEs and the increased competition in various product categories, pressures emerged for local and provincial governments to increase the protection provided for the (local) markets of the TVEs under their control. These resulted in increasing impediments to interjurisdictional trade and to entry by outside firms, leading to the fragmentation of China’s domestic product and factor markets and a deterioration in the investment climate in many localities (World Bank 2005c).

Perceptions and Tolerance for Inequality: The “Bad” Can Drive Out the “Good”

Bad inequalities are doubly harmful. First, they directly reduce the potential for growth because segments of the population are left behind, lacking the opportunity to connect with and contribute to the growth process. Second, persistent bad inequalities in a setting of heightened aspirations can yield negative perceptions about the benefits of reform. Because it is difficult for citizens to disentangle the sources of aggregate inequality in observed outcomes—to determine whether the underlying drivers are good or bad—societal intolerance for inequality of any kind emerges. That intolerance can trigger social unrest or harden resistance to further needed reforms, thereby indirectly threatening the sustainability of growth. In effect, the persistence of bad inequalities drives out the good ones.

Han and Whyte (2006) reported results of a survey of more than 3,000 Chinese adults interviewed in 2004. The survey found that 40 percent of respondents “strongly agreed” that inequality in the country as a whole is “too large,” and another 32 percent “agreed somewhat” with this view. An astonishing 80 percent favored “governmental leveling” to ensure a “minimum standard of living” (split roughly equally between “strongly agree” and “agree somewhat”). Interestingly, the correlates of perceptions of unfair inequalities did not suggest that the concern was greatest among people who were most disadvantaged, such as farmers or migrants from rural areas. Also notable is that most respondents believed that education, ability, and effort were rewarded in China.

Such high levels of concern about inequality do not imply dissatisfaction with the distributive outcomes of economic reforms. But there are signs that
perceptions of (or direct experience with) bad inequalities are translating into growing dissatisfaction with reforms in both China and India. Social protests about various perceived injustices are becoming common in China. In a poll conducted by the Chinese Academy of Social Sciences in 2002, 60 percent of the 15,000 respondents thought that party and government officials had benefited most from reforms, whereas other polls (cited in Pei 2006) consistently rank corruption as one of the most serious problems facing China. In examining the economic underpinnings of social unrest in China, Keidel (2005) made the point that dissatisfaction with the economic dislocations caused by reforms, which are a necessary part of engendering good inequalities, have been amplified by corruption and malfeasance within state-owned enterprises and local governments. Police records reported in official bulletins cited by Gill (2006) indicate that the number of collective protests, violent confrontations, and demonstrations deemed to be incidents of social unrest has risen nearly tenfold, from 8,300 in 1993 to almost 80,000 in 2005. Pei (2006) argued that these indications of social discontent have made it that much more difficult for China to undertake the reforms needed to address remaining structural weaknesses, notably in the financial system—reforms that a study by the International Monetary Fund (Tseng and Rodlauer 2003) suggests might be critical to sustaining growth. Thus, Pei (2006) wrote of China’s “trapped transition” (p. 2).

In India, the political failure of the Bharatiya Janata Party’s “Shining India” electoral campaign in 2004 has been widely attributed to its neglect of the emerging inequalities in the wake of pro-growth reforms. Such attributions often are questionable, but there is evidence from attitudinal surveys suggesting that rising inequality is a popular concern in India. In a 2004 National Election Survey, three-quarters of the respondents indicated that the reforms of the past 15 years had benefited only the rich (Suri 2004). Within India’s democratic polity, such sentiments have resulted in political pressures forcing the government to postpone needed reforms (Bardhan 2005). For instance, in 2005 the government had to withdraw plans to privatize 13 leading industrial public sector undertakings. The concerns about rising inequality and slow progress against poverty also have led to various new antipoverty programs.

Preserving the Good Inequalities and Reducing the Bad Ones

Putting in place the right mix of policies and institutions to ensure that growth is sustained and broad-based is now high on both Giants’ policy agen-
das. Although inequality has been prominent in the rhetoric of Indian politics for decades, it is a relatively new concern in China, only having emerged as a major concern in recent years.23

Should policy makers be so worried about rising inequality? Possibly it is inevitable to some degree. More than five decades ago, W. Arthur Lewis (1954) observed that the defining feature of structural transformation in economies with large pools of surplus labor is the gradual transfer of surplus labor from “traditional” low-productivity activities to “modern” high-productivity activities. He argued that this process inevitably is accompanied at first by rising levels of inequality while some people make the transition and others, at least temporarily, are left behind.24 As Lewis put it: “Development must be inegalitarian because it does not start in every part of the economy at the same time.”

If indeed what we are witnessing in China and India is such a process of structural transformation, it may only be a matter of time before people left behind catch up. Then the rise in inequality would be a transitional phenomenon—although inequality might continue to rise for several more years because the transition is occurring on a decadal scale (even for a rapidly changing society and economy such as China’s). And even when the transition is complete, almost certainly there will be an increase in the steady-state inequality relative to that in the prereform period because of the good drivers of inequality set in motion by the reforms.

However, as we have argued here, there are also a number of reasons to believe that policy makers concerned with ensuring rising absolute levels of living, especially for the poor, should be concerned about the bad inequalities. In this section, we try to provide a simple conceptual framework for thinking about what Chinese and Indian policy makers should do about rising inequality, and review some of the policy options, including those recently implemented in both countries.

23. Han and Whyte (2006) quoted results of a 2004 survey of senior public officials, conducted by the Communist Party’s Central Party School, that found income inequality to be the highest expressed concern, dominating all other issues.
24. The dimensions along which this productivity divide are manifested—rural versus urban, traditional versus modern agriculture, agriculture versus industry, and so forth—naturally will vary from context to context, even within a country. And which dimensions are most relevant clearly will matter for thinking about policy. The larger point, however, is that there is some axis along which the dualism is manifested.
Defining the Challenge and Avoiding Misdiagnoses

We take it to be self-evident that the objective is sustainable growth that benefits poor people so as to bring large and lasting reductions in the extent of absolute poverty. Efforts to attenuate the bad inequalities should not undermine the drivers of good inequality to the point where the longer-term living standards of poor people are threatened. The challenge will be to identify the mix of policies that directly target the bad inequalities without undermining the good ones.

From that starting point, it is clear that we should not accept redistributive policies that come at the expense of lower longer-term living standards for poor people. Accepting that there is no aggregate trade-off between mean income and inequality does not suggest that there are no trade-offs at the level of specific policies. Reducing inequality by adding further distortions to an economy may have ambiguous effects on growth and poverty reduction. But we should not presume that there will be such a trade-off with all redistributive policies. The potential for win-win policies—promoting growth with equity—stems from the fact that some of the factors that impede growth also entail that the poor share less than is possible in the opportunities unleashed by growth. More rapid poverty reduction requires a combination of more growth, a more pro-poor pattern of growth, and success in reducing the antecedent inequalities that limit the prospects for poor people to share in the opportunities unleashed by a growth economy.

Learning from the Past: Avoiding False Trade-offs

The experience of China and India over the past quarter-century offers important lessons regarding the broad policy directions that are necessary and possible. One lesson is that an aggregate trade-off between growth and equity is often, although not always, a false one. As we have argued above, the trade-off exists for certain inequalities but not others. The right combination of policies can yield win-win-win combinations of growth, reduction in poverty, and declining (or at least nonincreasing) inequality.

25. On this definition of “pro-poor growth” and alternatives in the literature, see Ravallion (2004b).
Testing for the existence of an aggregate growth-equity trade-off poses a number of analytic problems. In the case of China, it is at least suggestive that on comparing growth rates with changes in inequality over time we find no sign that higher inequality has been the price of China’s high growth. The correlation between the growth rate of GDP and log difference in the Gini index is only $-0.05$; the regression coefficient has a $t$-ratio of only 0.22. This test does not suggest that higher growth per se meant a steeper rise in inequality. Although the level of inequality rose at the same time that average income rose, this reflects their common time trends rather than genuine co-movement. The periods of more rapid growth did not bring more rapid increases in inequality; indeed, the periods of falling inequality (1981–85 and 1995–98) had the highest growth in average household income. Also, the subperiods of highest growth in the primary sector (1983–84, 1987–88, and 1994–96) did not come with lower growth in other sectors (Ravallion and Chen forthcoming). Nor do we find that the provinces with more rapid rural income growth experienced a steeper increase in inequality; if anything, the opposite was true.

The sources of higher primary sector growth rates in China were probably very different between the early 1980s and the mid-1990s. In the former period, agricultural growth was stimulated (in large part, we expect) by the much-enhanced incentives for production achieved by the introduction of the Household Responsibility System, whereby farmers became the residual claimants on farm output. In the second period (the mid-1990s), the higher agricultural incomes appear to have come from a substantial reduction in implicit taxation of the sector. From the early 1980s to the mid-1990s, the government operated a domestic food grain procurement policy by which farmers were obliged to sell fixed quotas to the government at prices typically below the local market price (but they were free to sell the remainder at market prices). For some farmers this was an inframarginal tax, given that they produced more food grains than their assigned quota, but for others it affected production decisions at the margin. Ravallion and Chen (forthcoming) have provided evidence that the reduction in this implicit tax brought substantial income gains to the rural economy and especially to the poor.

26. The literature has pointed to the importance of the reform to this system in stimulating rural economic growth at the early stages of China’s transition (Fan 1991; Lin 1992).
Helping the Rural Poor Connect to Markets

Attenuating the rise in inequality and ensuring more rapid poverty reduction will require raising incomes in the lagging rural areas of both countries, and this will require improved access to markets. The question of how this should be done often is framed as a choice between investing in poor-area development (jobs to people) or facilitating out-migration (people to jobs). Posing the choice this way almost certainly oversimplifies the problem. Migration to urban areas is likely to be pro-poor in both countries. However, out-migration often will not be feasible for poor rural households without the right sort of investments in poor areas, especially in human resource development. Conversely, although there may be scope for further increases in agricultural incomes (for example, through diversification into higher-value crops) or for promoting rural nonfarm employment, the share of agriculture in GDP is bound to decline in both countries, and geography and remoteness limit the possibilities of nonagricultural economic activity in poorer regions.

We instead frame the question in terms of identifying and correcting the underlying market and governmental failures and redressing the asset inequalities that lock the poor out of profitable opportunities for self-advancement. From this perspective, in both countries there are three priorities.

First, rural infrastructure should have a high priority. China started its reform period with very poor rural infrastructure. Fiscal and borrowing constraints meant that it was some 10 years before it was feasible to embark on a massive expansion of infrastructure, such as the roads program that started around 1990. The differences in rural infrastructure across counties have strong explanatory power for subsequent consumption growth at the farm-household level in rural China (Jalan and Ravallion 2002). Quite reasonable rates of return are possible from well-designed programs for developing infrastructure in poor rural areas (Ravallion and Chen 2005).

In India, the poor quality of rural infrastructure is widely acknowledged as an impediment to growth and poverty reduction. It is believed that there are high returns in terms of achieving more equitable growth from better rural finance and infrastructure in India, although this is not simply a matter of building facilities; instead, it raises deeper issues about the need for reforming existing institutional arrangements and provider incentives (World Bank 2006).

Second, better policies are needed for delivering quality health and education services to poor people. And third, policies are needed that allow key
product and factor markets (for land, labor, and credit) to work better from the point of view of poor people. In India this includes further deregulation of formal-sector labor markets. In the case of China, reducing the policy impediments to migration and instituting legal reforms to allow a market in land-use rights in rural China (giving farmers title over land-use rights that they can sell, mortgage, or pass on to their children) are priorities. China has resisted embarking on agricultural land market reform. Neighboring Vietnam did take this step in the 1990s, and the available evidence suggests that, on balance, this reform has helped in reducing poverty (Ravallion and van de Walle 2006).

Public spending and fiscal policy will play important roles in realizing these priorities. But much depends on fiscal resource mobilization and exactly how that spending is done. Removing biases against the poor in taxation and spending policies will be essential. As we have noted, reducing the government’s implicit taxation of farmers through food grain procurement quotas has been a powerful instrument against poverty in China. From this point of view, China’s recent policy to give tax breaks to farmers in poor regions is surely welcome, although, without alternative revenue sources in poor areas, one can expect either a decline in the local public investments and services needed for poverty reduction or further poorly compensated expropriations of farmland by local authorities aiming to profit by selling the land to nonfarm activities.

Another continuing issue in both countries is how to enhance local-level fiscal resources in poor areas. The priority both countries now give to the decentralization of social spending will have limited impact on poverty and human development outcomes unless it comes with central efforts to ensure greater fiscal redistribution to poor regions from better-off—and increasingly better-off—regions.

**Recent Initiatives**

Policy makers and political leaders in both countries clearly are trying to find ways to help the rural poor connect to the process of growth. In China, the reduction and progressive elimination of agricultural taxes and fees and the limited introduction of subsidies for primary education in poor counties during the latter half of the 10th five-year plan were early indications of a significant shift in the government’s priorities toward a greater emphasis on im-
proving welfare in the countryside.\textsuperscript{27} A key component of the plan is a package of measures aimed at what the leadership has termed “building a new socialist countryside.”\textsuperscript{28} The package calls for a systemic elimination of all agricultural taxes, but eliminating these taxes and fees raises new concerns. As we have noted, for many rural local governments, particularly in interior provinces and poorer areas, these taxes and fees have been the main source of revenues from which to finance local public services, notably health and education. This policy potentially jeopardizes not only access to and quality of health and education services, given the huge disparities in the revenue bases of local governments, but also has implications for consumption poverty. China has been relatively unique in the high savings rates found among the poor. Although a complete and detailed analysis of this question is yet to be done, common sense and conventional wisdom suggest that (apart from any intrinsic cultural proclivities for thrift) precautionary saving for uninsured health (and other) shocks, saving to finance educational costs, and life-cycle saving to fund old-age living expenses all play an important role in explaining why China’s poor save so much.

The government appears to be well aware of the concerns about poor services in rural areas, and a large part of the increased spending under the “building a new socialist countryside” strategy is to be directed toward education and health services in the countryside. Among the initiatives mentioned are plans to provide several billion yuan of transfers from the central government for tens of millions of poor primary and junior middle-school students and to offer free nine-year compulsory education to rural students. The central government also plans to double its subsidies for farmers if they join a state-backed medical cooperative fund designed to reduce their financial burdens. Other elements of the plan include increased subsidy payments for farmers and further government investment in rural public works.

The Minimum Livelihood Guarantee Scheme, popularly known as \textit{dibao}, has been the government’s main response to the new challenges of social pro-

\textsuperscript{27} First announced at the meeting of the Central Party Committee of the Chinese Communist Party in October 2005, the reorientation in policy has been written into the 11th five-year plan formally adopted by the National People’s Congress in its 2006 annual session.
\textsuperscript{28} According to the budget tabled at the National People’s Congress, the Chinese government planned to spend 340 billion yuan ($42 billion) on agriculture, rural areas, and farmers in 2006. That amount is 14 percent more than the previous year, and represents 22 percent of the increase in government spending from levels in 2005.
tection in the more market-based economy. This scheme is intended to guaran-
tee a minimum income in urban areas by filling the gap between actual in-
come and a locally established “dibao line.” In theory, this would eliminate
dibao poverty, but the practice appears to fall well short of that goal, largely
because of imperfect coverage of the target group (Chen, Ravallion, and
Wang 2006). Reforming the program and expanding coverage—including to
(risk-prone) rural areas—pose a number of challenges. If these plans are im-
plemented effectively and targeted to poorer areas and poorer households in
rural China, however, the prospects are promising for poverty reduction, es-
pecially in the number of consumption-poor people, during the 11th five-
year plan.

There also have been a number of new initiatives in India. The Rural Em-
ployment Guarantee Act of 2005 guarantees 100 days of work a year at the
minimum agricultural wage rate to at least one member of every family. This
is expected to have a large impact on rural poverty. It is far from obvious that
the scheme is the most cost-effective option for this purpose, however, if we
consider all of the costs involved, including the forgone incomes of program
participants (Murgai and Ravallion 2005). The government’s 2006/07 budget
also calls for substantially increased spending on rural infrastructure, job cre-
ation, health services, and education. New programs include the Bharat Nir-
man (Building India) project to provide electricity, all-weather road connect-
tivity, and safe drinking water to all of India’s villages; and Sarva Siksha
Abhiyan, which aims to ensure a minimum standard of elementary education.
These programs are not targeted explicitly to poor areas, but that is likely to
be the outcome because villages that lack these services tend to be poor.

**Conclusions**

Aggregate economic growth is rarely balanced across regions or sectors of a
developing economy, and neither China nor India is an exception. We have
seen that the postreform pattern of growth has not been particularly pro-poor
in either country. In China, growth in the primary sector (mostly agriculture)
did more to reduce poverty and inequality than growth in either the second-
ary or tertiary sectors. In India, with higher initial inequality in access to land
than China, agricultural growth was less important to poverty reduction than
tertiary-sector growth. In both countries, there has been a marked geographic
unevenness in the growth process, with numerous lagging regions, including
some of those that started off among the poorest. In recent times, overall inequality has been rising in both countries.

India’s poor did not start the current reform period with the same advantages as did China’s poor, in terms of access to land and education. Persistent inequalities in human resource development and access to essential infrastructure within both countries, but probably more so in India, are impeding the prospects for poor people to share in the aggregate economic gains spurred by reforms. The geographic dimensions of their inequalities and the associated disparities in fiscal resources and government capabilities loom large as policy concerns for the future in both countries.

In the future, high and rising inequality will make it harder for either country to maintain its past rate of progress against poverty. However, it is not particularly useful to talk about “inequality” as a homogeneous entity when discussing appropriate policy responses. Policy needs to focus on the specific dimensions of inequality that create or preserve unequal opportunities for participating in the gains from economic growth. Arguably both countries are seeing a rise in these bad inequalities over time as the good inequalities (conducive to efficient growth) turn into bad ones, and the bad inequalities drive out the good ones.

Although both countries need to be concerned about the bad inequalities we have pointed to, we suspect that China bears the greater near-term risk that rising inequality will jeopardize growth. The Chinese authorities have been able to compensate for rising inequality by achieving high growth rates; arguably, it is the rising inequality that fuels growth in China, through the political economy of maintaining “social stability.” The catch is that the emerging bad inequalities in China will make it harder to promote the growth needed to compensate for those inequalities. Maintaining sufficient growth will require even greater efficacy of the policy levers used to promote growth.

Whether the problem of rising inequality is or is not addressed successfully, there are likely to be implications for the rest of the world. If the problem is not addressed then there is a risk that the high growth rates will become much harder to maintain, with spillover effects for trade and growth elsewhere. If it is addressed, and depending on exactly how this is done, there may be some short-term costs to growth, although redressing the bad inequalities would be good for growth. There also may be consequences for the pattern of trade, such as through a change in the sectoral composition of growth; for example, in both countries there appears to be potential for cash crop expansion, which would attenuate one important source of concern about rising inequality, and
it can be expected that a non-negligible share of this expansion in domestic cash crop output would be exported.

The new initiatives under way in both countries are probably steps in the right direction, although continuous evaluative research will be needed on the efficacy of these approaches, relative to alternative strategies. There are important but poorly resolved issues concerning the appropriate balance between different types of interventions. But an even harder challenge remains: to improve governance—capacity, accountability, and responsiveness—namely (but not only) at the local level. If this challenge is left unmet, the ultimate efficacy of any of the initiatives described here will be questionable.
China and India highlight the profound importance for economic growth and poverty reduction of allowing private firms to compete in markets from which they previously were barred and of providing the complementary government services, such as infrastructure, that promote economic productivity. Earlier chapters in this volume have made that clear. This chapter identifies a second lesson that has received less attention: the experience of these two large, but strikingly different, countries underlines the importance of the governance environment for growth and development. In addition, although the political underpinnings of secure governance apparently are very different across the two countries, they share an important characteristic: checks and balances at the top levels of government.

One common definition of governance focuses on outcomes—the extent to which governments enact and implement policies in the interests of all citizens. Another definition focuses on the extent to which governments have incentives to adopt and enforce policies in the interests of all citizens, based on the political institutions and dynamics that determine governance outcomes. One set of governance indicators covering the period 1996 through 2004—that of the World Bank (Kaufmann, Kraay, and Mastruzzi 2005)—embraces both definitions. The indicators voice and accountability and political instability and violence are related more closely to the political conditions that determine governance outcomes. India scores significantly higher than China on the voice measure and significantly lower on the political stability measure, both scores reflecting the existence of competitive elections in India.1

---
1. For example, India is above the 50th percentile and China is below the 25th percentile of all countries on the voice measure.
The governance indicators also include four outcome measures: (1) government effectiveness, (2) regulatory quality, (3) the rule of law, and (4) control of corruption. These outcomes affect development in numerous ways. This chapter addresses their effects on the security of property rights, which is a key driver of economic growth and most often is represented by variables such as government effectiveness, the rule of law, and corruption control. China has ranked consistently higher than India with regard to government effectiveness and, in 2004, with respect to corruption control, but consistently lower than India with respect to the rule of law. Despite the significant differences between China and India with respect to voice, however, none of these outcome differences is statistically significant.

Two puzzles occupy the analysis here. First, what has enabled the Giants to grow rapidly despite the presence of quite average governance outcomes? Fast growth, and extraordinary growth in China, has been accompanied by strictly average governance indicators (right around the 50th percentile, according to the World Bank governance indicators). Poor countries might infer from these experiences that countries can fall considerably short of achieving good governance and still grow rapidly. The analysis below indicates that this conclusion is incorrect. Governance outcomes in China and India, although only average overall, were better than average when compared with those of other poor countries. The difference had a material effect on the Giants’ growth, relative to other such economies. Moreover, China and India have benefited from large markets and an abundance of low-cost labor that attracted investment despite merely average governance outcomes. Countries with smaller markets are likely to require significantly more aggressive measures to improve their policy and governance environment to achieve similar growth. Finally, growth in both countries did not occur until meaningful improvements in governance occurred in the late 1970s and early 1980s.

The second puzzle addressed here is why China and India exhibit similar governance outcomes but entirely distinct political institutions and forms of competition? Poor countries might infer from this that political institutions are irrelevant for good governance. The evidence presented below suggests that this inference also is incorrect. At the same time as the two countries pursued policy changes that are widely and correctly credited with triggering growth, they experienced broadly similar political changes, particularly the introduction of greater political checks and balances on the top leadership. These political checks, though comprising vastly different formal institutions, limited the discretion of leaders and laid the groundwork for improved governance.
Fast Growth and Average Governance: Governance Still Matters

Growth took off in both China and India in the early 1980s. In China, per capita growth was approximately 8.0 percent a year in the 1980s, twice that of the 1970s. India’s growth accelerated by a similar margin, rising from close to zero in the 1970s to 3.5 percent in the 1980s. India grew approximately twice as fast as the median country, and China grew approximately five times faster than the median country. On the surface, it is difficult to discern the role of governance in these growth explosions. It is not possible to use the World Bank governance indicators to examine country-level governance and growth because they go back only to 1996. Instead, we can employ a widely used and closely related index of governance outcomes from Political Risk Services’ International Country Risk Guide (ICRG) to compare China and India with other countries (see Knack and Keefer 1995).

That index is the sum of bureaucratic quality, rule of law, and corruption, which correspond to the World Bank governance indicators of government effectiveness, the rule of law, and control of corruption. The maximum score on the index is 18. At the beginning of the 1980s, the governance index calculated from ICRG was 9.0 for India and 9.3 for the world as a whole. At the beginning of the 1990s, the index stood at 9.6 for the world, at 10.0 for China, and at 7.1 for India.

Microeconomic evidence from China reinforces the conclusion that growth has proceeded despite a merely average governance environment. Cai, Fang, and Xu (2005) found that firms make large payments to government officials (allocated to the budget item “entertainment and traveling costs” in company accounts) to offset bureaucratic burdens and the threat of opportunistic behavior by governments. Political intervention is a concern for firm managers and it affects business decisions. Nee and Opper (2006) analyzed a survey of 72 firms listed on the Shanghai Stock Exchange, asking about involvement either by government agencies or officials of the Communist Party of China (CPC) in 63 different firm decisions, ranging from finance and investment to personnel and external relationships. On average, firms reported some involvement in all of these decisions. They also presented evidence that the power of government bureaucrats and party authorities over firm decisions is associated negatively with firm return on assets and equity.

At the same time, good relations with the government are essential to credit access. Using data from the World Bank’s 2003 investment climate survey
of China, Nee and Opper (2006) found a striking reliance on the government’s administrative assistance in the loan process. More than 40 percent of state-owned enterprises, collectively owned firms, private firms, and individually owned firms that received government assistance also had a bank loan; only 15 percent of those that did not report assistance had a loan. Similarly, 32 percent of private firms with chief executive officers who held official positions in the CPC received credit, compared with 17 percent of the firms lacking this status.

Similar evidence is not available to document the effects of specific governance lapses on firm behavior in India, although it is clear that access to basic economic inputs often is unrelated to market forces. For example, firm access to credit from state-owned banks, which control the lion’s share of credit in India, seems largely unrelated to firm profitability or to changes in firm profitability (Banerjee, Cole, and Duflo 2003).2

Although Chinese and Indian governance outcomes were only average, their experience gives other poor nations three reasons to redouble efforts to improve governance outcomes. First, China and India achieved better governance outcomes than did most other poor countries. On a scale running from zero to 18, actual governance levels in China and India exceeded those of countries with similar incomes per capita by roughly 3 and 2 points in 1985 and 1990, respectively.3

Second, as is well known, governance outcomes matter for growth. Reiterating this amply documented conclusion, table 7.1 offers the results of regressions that examine the correlates of per capita economic growth (in constant local currency) over the period 1980–2004 in a cross-section of countries.4 In columns 1 and 4 of table 7.1, beginning of period income per capita, gover-

2. Although credit rationing is clearly significant in India, Mengistae, Xu, and Yeung (2006) found that Chinese firms are actually more responsive to credit access than Indian firms. Using World Bank investment climate data, they found in both countries that firms in cities exhibiting better average firm access to a bank credit line (overdraft protection) are more productive and exhibit faster growth in employment and manufacturing value added. The effect, however, is much stronger for Chinese firms.
3. Based on simple regressions of governance indicators on income per capita and country dummies.
4. The log of initial income yields similar results, as does the use of exchange rate–weighted initial income rather than purchasing power parity–adjusted initial income. These differences are 1.5 standard deviations in excess of the average lower-income country.
Table 7.1 Correlates of Growth, 1980–2004

<table>
<thead>
<tr>
<th>Dependent variablea</th>
<th>India</th>
<th>China</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>India (1 = yes, 0 = no)</td>
<td>0.018 (4.79)</td>
<td>0.018 (4.59)</td>
</tr>
<tr>
<td>India (1 = yes, 0 = no)</td>
<td>0.018 (4.79)</td>
<td>0.018 (4.59)</td>
</tr>
<tr>
<td>Income per capita (beginning of period; 1,000s of constant, PPP-adjusted dollars)</td>
<td>-0.0023 (6.40)</td>
<td>-0.002 (4.80)</td>
</tr>
<tr>
<td>Population (beginning of period, 100 millions)</td>
<td>0.008 (5.22)</td>
<td>0.006 (3.05)</td>
</tr>
<tr>
<td>Total income (beginning of period trillions of constant, PPP-adjusted dollars)</td>
<td>-0.005 (2.82)</td>
<td>-0.004 (2.29)</td>
</tr>
<tr>
<td>Governance index (beginning of period)</td>
<td>0.0016 (3.31)</td>
<td>0.001 (1.89)</td>
</tr>
<tr>
<td>Percent of population 14 years and under (beginning of period)</td>
<td>-0.0016 (3.57)</td>
<td>-0.002 (4.62)</td>
</tr>
<tr>
<td>Percent of population rural (beginning of period)</td>
<td>0.00005 (0.56)</td>
<td>0.00005 (0.50)</td>
</tr>
<tr>
<td>Gross secondary school enrollment (beginning of period)</td>
<td>0.00015 (0.23)</td>
<td>0.00015 (1.18)</td>
</tr>
<tr>
<td>1980s (1 = yes, 0 = 1990–2004)</td>
<td>-0.006 (1.82)</td>
<td>-0.006 (1.70)</td>
</tr>
<tr>
<td>Number of countries</td>
<td>193 (112)</td>
<td>193 (112)</td>
</tr>
<tr>
<td>R²</td>
<td>0.35</td>
<td>0.32</td>
</tr>
</tbody>
</table>


Note: PPP = purchasing power parity. The t-statistics appear in parentheses. Ordinary least-squares with robust standard errors (clustered). The governance index is the sum of Political Risk Service’s International Country Risk Guide corruption, bureaucratic quality, and rule of law indicators. Constant not reported. A positive coefficient on the India or China variables indicates that growth is faster than predicted by the other control variables; a negative sign indicates that it is slower than predicted.

nance, and population 14 years of age and under exhibit a large and significant association with growth.

These regressions explain about half of India’s growth—the “India” coefficient indicates that 1.8 percent of India’s yearly per capita growth is unexplained; and they explain less than half of China’s actual annual growth (8.7 percent)—the “China” coefficient indicates that China’s actual yearly per capita income growth was 5 percent faster than can be explained by its income per capita, demographic, governance, and other characteristics. We do not expect the Giants’ extraordinary growth to be explained by country characteristics, such as governance, in which the two countries are merely average. Consistent with this, whether we take governance into account (in regressions 1 and 3) or not (in regressions 2 and 5), the fraction of Chinese and Indian growth that is unexplained remains the same. Making comparisons with other poor countries rather than with all countries, however, we can infer from table 7.1 that Chinese governance outcomes relative to those of other poor countries enabled it to grow approximately 0.75 percent a year faster than those other countries over the period 1980–2004.

Third, China and India enjoy extraordinary potential market size that other poor countries cannot replicate and that offsets the entrepreneurial risks in weak governance environments. Holding the policy environment constant, we would expect foreign investment to gravitate to countries where the prospects of future growth are highest. Fan et al. (2006) compared foreign direct investment (FDI) received by China with that received by the rest of the world. They conclude that the burst of FDI into China in the 1990s was driven essentially by high expected growth (as represented by high past growth)—that is, by the enormous opportunities in the Chinese market that largely were opened to foreign investors by policy measures undertaken in the late 1980s and early 1990s. FDI into China is perhaps 80 percent greater than into comparator countries because of the expected rates of return. This effect dominates the (also large) influence of the institutional environment, which suppresses FDI in China by approximately 30 percent.

Columns 3 and 6 in table 7.1 also shed light on this question. These regressions disaggregate two measures of market size, total income and total popula-

5. The governance variable is missing for China for the 1980s.
6. Huang (forthcoming) will argue that Chinese policy has been much friendlier to FDI than to domestic investment. This finding reinforces the essential point: foreign investors have flocked to China because high expected rates of return offset a governance regime in which property and contractual rights were moderately insecure.
tion. Country income captures two offsetting effects: the market is smaller in countries with low total incomes, thereby deterring investment, but poorer countries have lower wages and greater potential for catching up, thereby raising growth rates. Total population is an indicator of both the size of the market for a key input—labor—and the potential size of the market if per capita incomes grow—that is, the size of the option value of a current investment in the country. From columns 3 and 6 in table 7.1, we see that every increase of 100 million people in the total population is associated with a 0.6–0.8 percent increase in the annual growth of per capita income, consistent with the advantages of larger potential markets for products and larger labor markets. Every trillion-dollar decline in total income is associated with a 0.4–0.5 percent increase in annual growth.

These regressions offer indirect evidence that market size offsets weak governance. First, the governance coefficient drops by a third after controlling for market size. Second, Chinese growth is explained almost entirely in column 6: when policy reforms allowed the market to be exploited, potential rates of return dwarfed governance risks. In India, on the other hand, where policy reforms were less dramatic, more directly accounting for market size reverses the sign of the India coefficient. Rather than growing 1.8 percent faster than expected in columns 1 and 2, Indian growth was 2.9 percent slower than its market size would have predicted.7

One might argue that the market advantages of China and India are overstated here. Markets in both countries are splintered by uneven transportation networks and protective trade barriers set up by regions within these countries. But such barriers exist as well in small countries and often are worse.8

In addition, investors in China and India may have sought out these countries primarily for their export-based production facilities. Exports as a share of gross domestic product (GDP) rose from approximately 10 percent in 1980

7. Earlier “miracle” countries with weak governance environments, such as the Republic of Korea in the 1960s or Indonesia, relied much less on large markets to offset governance disadvantages, in contrast to the general experience summarized in table 7.1. These countries also were more likely to solve the governance–investment problem by relying for investment on a small number of families with close ties to the regime and/or military. Ultimately, in most cases, these institutional arrangements were unstable; in some cases, institutional changes eventually extended a secure governance environment to a larger fraction of citizens.

8. Although much smaller than its two giant neighbors, Nepal confronts worse transportation constraints because of its geography, and, like Chinese and Indian locales, Nepali towns have been known to apply such internal trade barriers as octroi taxes on goods passing through them.
to approximately 20 percent in 2000 of GDP in China, and from 6 percent to 12 percent in India. Over that period, however, per capita incomes nearly quintupled in China and more than doubled in India. Thus, although household consumption remained at approximately 50 percent of GDP in China and dropped from 74 percent to 65 percent in India, much economic growth went to satisfy the growth in domestic consumption. At the same time, even exporters have several reasons to care about domestic market size. These reasons range from any agglomeration economies that are more likely to exist in larger markets to more liquid labor markets (any single new entrant is unlikely to increase wages). Kochhar et al. (2006) have attributed Indian success to the virtues of experimentation and learning by doing; the number of experiments that an economy can conduct also rises with the size of the economy.

The evidence here strongly supports the conclusion that poor countries cannot afford to use Chinese and Indian growth experiences as reasons to downplay governance: on average, governance outcomes matter for growth; Chinese and Indian governance outcomes in any case were better than those of other poor countries; and merely matching the average governance outcomes in China and India likely will not be enough because most poor countries cannot offer the potential returns of large markets.

The next section of this chapter uses historical evidence from China and India to reach this same conclusion in another way: China and India began to grow rapidly after they had improved the governance environment significantly, even if only to average levels. It also uses the Giants to help identify the conditions that countries with and without competitive elections must meet to produce good governance outcomes.

**Beneath the Cross-country Data:**
**Political Economy and Governance Outcomes**

Because growth erupted in China and India in the 1980s, we would like to know what happened to governance throughout the 1970s. There are unfortunately few data to track governance outcomes from the 1970s onward, but we can trace the evolution of Giants’ political characteristics that, like voice and accountability in the World Bank governance indicators, shape the incentives of governments to pursue good governance outcomes.

The starting point is the puzzle that the voice and accountability indicators for China and India are dramatically different, but their governance outcomes
are not. This finding is surprising. One might expect competition for the electoral support of a fully enfranchised citizenry to generate greater interest among political leaders in broad social welfare, including the pursuit of good governance outcomes. An influential literature argues precisely this: elections prevent elites from expropriating non-elites, thereby encouraging non-elite investment and growth (as in Acemoglu and Robinson 2006). In fact, governance scores in countries with competitive elections differ little, on average, from those in countries without.

In 1995, for example, the governance score of countries in the 50th governance percentile of all countries with competitive elections was nearly the same as the score in the 50th percentile of countries without competitive elections (11.0 versus 10.7 out of 18). On the one hand, having competitive elections is not enough to ensure improved governance outcomes; on the other hand, in countries lacking competitive elections, leaders may have incentives to create institutions that strengthen the governance environment. Most measures of voice and democracy do not take these nuances into account. The cases of India and China highlight the obstacles and opportunities in both types of countries to improve governance outcomes.

The challenge in generating good governance outcomes can be framed as a question: what fraction of the population feels secure from the threat of opportunistic behavior by government? The discussion in this chapter points to a number of political characteristics of countries that influence the answer to this question. Political checks and balances are one key characteristic. Non-elected leaders can enlarge this fraction to the extent that they can build large parties with internal institutions, including internal political checks and balances on leader discretion, which make party members more secure from threats of arbitrary treatment by the leader. This was the Chinese solution to its governance problems. Political checks and balances in democracies also can expand the coverage of the good governance umbrella by expanding the range of social interests with the authority to veto arbitrary government initiatives. Although India increasingly has benefited from political checks and balances since 1977, and particularly since 1989, events of the early 1970s dismantled both external and internal checks and balances on the governing leadership of the Congress Party. In both countries, political checks and bal-

9. Countries are categorized as having competitive elections when they score the maximum (7) on both the executive and legislative indexes of electoral competitiveness from the Database of Political Institutions (Beck et al. 2001).
ances were weak in the 1970s, a decade of slow growth, and strengthened during the 1980s and 1990s, periods of faster growth.

Even in countries with competitive elections and checks and balances, political market imperfections can weaken political incentives to pursue good governance outcomes (see Keefer and Khemani 2005). For example, when citizens are not well informed about the connection between political decisions on particular issues and their own welfare, as is often the case with governance reforms, politicians are unlikely to compete on those policy dimensions. Lack of education and of access to information, time lags, and a noisy economic environment full of shocks all can contribute to information problems. Another political market imperfection exists when parties cannot make political promises that are broadly credible to all citizens. Parties resort to appeals to those groups of citizens to whom they can make credible promises—but when those groups are narrow, incentives to improve governance for all citizens dwindle (Keefer and Vlaicu 2005). Again, isolated and poor populations are less likely to know of the relationship between political actions and the governance environment, or to appreciate the importance of the country’s governance environment for their own personal well-being. Similarly, in countries riven by social tension, the costs of making credible political promises to all citizens dwarf those of making promises targeted to individual groups. Each political competitor belongs to one of the groups and therefore is mistrusted by all the others.

Political market imperfections explain why political decision making in India is more likely to focus on subsidies and macroeconomic policy than on better-quality social services, better governance outcomes, and the regulatory environment for business: the political contribution to citizen welfare is harder for citizens to discern in these latter cases, allowing elected officials to be more sensitive to the pleadings of special interests opposed to reform.

**Political Change and Governance in India**

Most explanations of Indian growth focus on the major policy reforms of 1991. Average annual per capita growth in India, however, was about the same in the 1980s as in the 1990s (approximately 3.5 percent), compared with less than 1 percent in the 1970s. Rodrik and Subramanian (2005) found no
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10. Income is measured in constant local currency. Volatility also dropped significantly; the standard deviation of annual growth in the 1970s was more than twice the standard deviation in the 1980s and 1990s. Volatility in the 1970s is another sign of weak democratic in-
evidence of significant policy changes in the early 1980s to explain growth in that decade. Kohli (2006) has argued that there were modest policy reforms, but their importance was to signal a shift away from a redistributive development model to one friendlier to incumbent private business interests. This section points to a complementary explanation of faster growth in the 1980s. In the 1970s, both the policy and governance environments steadily deteriorated. This deterioration began to reverse just prior to the onset of growth in the 1980s.

The policy deterioration of the 1970s is well known. It was sparked by the election of 1967, in which the Congress Party’s share of seats in the Parliament dropped by 19 percent, to a majority of 54 percent. As electoral weakness reduced the costs of defecting, the party began to splinter. Indira Gandhi chose to consolidate support within the interventionist wing of the party by dramatically increasing the state’s role in economic activity. The government nationalized the major banks and steadily increased the profile of state-owned enterprises. Shanker and Nayak (1983) estimated that state-owned companies’ gross value added in 1968–69 rose from 15 percent of the combined value added of government companies and of nongovernment, nonfinancial medium- and large-size public and private limited companies to 26 percent in 1977–78. The “License Raj” also expanded dramatically. In 1970, all large enterprises were required to register with the new Ministry of Company Affairs and could not expand without approvals from a range of ministries and, in problematic cases, from the prime minister herself. In 1976—marking at least eight successive years of growing restrictions on entrepreneurial activity—amendments to the Industrial Disputes Act obliged firms with 300 or more workers to seek government approval before laying off workers (Frankel 2005).

Weakened governance during the 1970s is less often discussed, although some of the policy changes themselves were clear evidence of it. The License Raj was not applied transparently and bank owners were not fully compensated for the losses they suffered from nationalization. Furthermore, the political drivers of good governance outcomes in India weakened in the 1970s. Events of that decade reduced both external political checks and balances and internal party checks and balances on Congress Party leaders.

Prior to 1967, competing interests had significant influence over internal Congress Party decision making; these interests limited the discretion any institutions, as Quinn and Woolley (2001) showed that democracies exhibit less volatile growth more generally.
one of them could exercise. Leaders of the Congress Party ranged from the anti-industrial Mahatma Gandhi wing of the party, to the pro-industrial but socialist wing represented by Jawaharlal Nehru, to militants prepared to take up arms in pursuit of redistributionist aims. Less ideological leaders—those who managed the Congress’ well-developed clientelist network that was key to voter mobilization—also were prominent. Frankel (2005) described this network in the following terms:

In general, national political parties did not recruit from among the poor peasantry. Instead, they accommodated themselves to the existing power structures as the easiest way to win votes.... [T]he major beneficiaries of [adult suffrage] were the most prosperous sections of the dominant landowning castes, individuals who could exploit a wide network of traditional caste, kinship, and economic ties (of dependent sharecroppers and laborers) to organize a large personal following (p. 20).

The interests of these landowning castes therefore were amply represented in Congress and could veto policy change. In 1946, the most powerful man in the Congress Party was Sardar Vallabhai Patel, Mahatma Gandhi’s chief lieutenant, who was responsible for building up the local party. He frequently prevailed in conflicts with Nehru (for example, by blocking socialist candidates for Congress Party leadership [Frankel 2005]), and only when Patel died was Nehru able to push forward in promoting state-led industrialization (Nayar 1990).

In November 1969, the Congress Party attracted fewer than half of the votes cast (43.7 percent), dropping below 50 percent for the first time ever. Gandhi’s opponents left the party, weakening internal party checks and balances.11 Shortly thereafter, Gandhi took key functions of government out of the control of cabinet ministers and put them under her direct control. In 1970, she transferred 60 of the 100 sections of the home ministry (and 7 of 14 joint secretaries) to the cabinet secretariat, bringing under her personal oversight the major administrative, policy, and intelligence services of the national government (Frankel 2005).

The split in the party need not have led to a reduction in political checks on the exercise of executive discretion if it had forced the Congress (I) Party to govern in coalition, replacing intraparty with external checks; if it had strengthened the electoral challenge to Gandhi’s party; or if she had allowed intraparty
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11. She formed the Congress (R) Party (later I, for Indira); senior Congress officials formed the Congress (O) (Organization) Party.
checks in Congress (I) to gain strength. None of these possibilities happened. External constraints dissipated in the 1971 elections, when the refashioned Congress (I) Party increased its parliamentary majority to 68 percent.

Internally, crisis made it difficult to construct intraparty agreements that were essential to developing internal political checks and balances. In addition to foreign policy crises of the 1970s, India was struck by monsoon failure and food shortages, an economic crisis starting in 1973 triggered by the quadrupling of oil prices, and inflation exceeding 23 percent over the period 1973–74 (Frankel 2005, p. 647; Brass 1990, p. 40). Large and sometimes violent public demonstrations accompanied these shocks. Massive student-led demonstrations in Gujarat and Bihar led the government to send 40,000 troops to Bihar. Activists and demonstrators eventually earned the support of Jayaprakash Narayan, widely respected for his proximity to Mahatma Gandhi and his advocacy of the poor; and after evolving into the “J.P. Movement,” the activism became an India-wide movement to challenge Indira Gandhi’s government within and outside the parliament (Frankel 2005). In 1974, 700,000 railway workers went on strike—half of the sector’s workforce; the strike ended 20 days later, after the government had arrested most of the union leaders and 20,000 of the workers (Frankel 2005, p. 530). In 1975, the first post-Independence assassination of a cabinet minister occurred in the bomb explosion that killed railway minister L. N. Mishra (Frankel 2005).

Faced with a foreshortened political horizon and the high costs of retaining support even inside the Congress Party, in 1975 Indira Gandhi declared an emergency, definitively relaxing both external and internal party constraints on her authority. Thousands of local-level party workers were detained, and her principal opponents were arrested (Brass 1990). She postponed parliamentary elections scheduled for 1976, thereby weakening legislative checks on executive authority (Brass 1990, p. 42). She also arranged for the late-1976 passage of the 42nd Amendment to the Constitution, which made the cabinet’s advice binding on the president and removed the president as a constraint on prime ministerial discretion.

The 42nd Amendment also undercut judicial oversight of the executive. This oversight had been vigorous. For example, the Supreme Court rejected almost immediately the 1969 bank nationalization and government efforts to abolish the privy purses and privileges of ex-princely rulers. Precipitating the declaration of emergency, in June 1975 the High Court of Allahabad found Prime Minister Gandhi guilty of illegal electoral manipulation and ordered her to vacate her seat. The 42nd Amendment gave primacy to Directive Prin-
ciples over Fundamental Rights. Directive Principles were constitutional goals related to the pursuit of social justice, and whose pursuit was subject to substantial executive discretion. This undercut much of the constitutional basis of judicial review. For example, the Court had used Fundamental Rights to justify the defense of property rights in the case of bank nationalization and princely privileges (Frankel 2005).

In sum, the 1970s witnessed not only significant policy deterioration with respect to private sector activity, but also deterioration in the governance environment—bank nationalization and a reduction in the checks and balances operating on the executive. It is not surprising that growth was slow in the 1970s, nor that even a gradual flattening and reversal of the hostile investment trend of policy and governance was associated with the resumption of growth in the 1980s.

**Governance and Policy Reforms at the End of the 1970s**

These negative trends came to a halt and began to reverse direction in 1977, when Prime Minister Gandhi called for new elections. These elections brought the Janata coalition into government in a major defeat for the Congress Party. This government implemented modest policy reforms that signaled the end of policy deterioration: coverage under the open general licensing list was expanded; access to credit and foreign exchange was liberalized; delicensing, and measures that expanded the range of products that could be produced under any given license were undertaken; and price controls were relaxed somewhat (see Kohli 2006; Kochhar et al. 2006). Also, the Communist Party decided to abandon the alliance with Congress that it had maintained since 1969, further evidence for entrepreneurs of the shift away from ever-deeper government intervention in the economy (Frankel 2005).

The governance environment improved as well. Formal, institutional checks and balances were restored. The Janata government repealed the 42nd Amendment and passed the 44th Amendment, largely restoring the pre-emergency constitution and the predominance of Fundamental Rights. The Supreme Court reestablished its right to review the consistency of laws with the Fundamental Rights of the constitution in the Minerva Mills case in May 1980 (Frankel 2005).

None of this is to say that India in the 1980s was a model of coalition government and institutionalized decision making. The Janata government, which lasted only until 1981, used all the formal and informal instruments at its dis-
posal in attempting to remove state governors who had come to office under the Congress era. In the 1984 elections, following religious riots and the assassination of Indira Gandhi, the Congress Party won more than 70 percent of the seats in the national legislature. In his role as the new prime minister, Rajiv Gandhi was able to govern unchecked by the presence of coalition partners.

Nevertheless, the 1980s differed from the period following the 1971 elections for one significant reason: the 1977 elections proved that the Congress Party could be removed from office, thus establishing for the first time that electoral accountability was firmly entrenched in India. These elections were the first to demonstrate that no government in India was safe from poor performance and that multiparty competition was resilient in the face of such extra-institutional intrusions as mass demonstrations and declarations of emergency.\(^\text{12}\) Even enjoying large parliamentary majorities, therefore, the governments of the 1980s confronted an electoral check on their actions that had not existed previously.

One final piece of evidence supports this conclusion. Business Environment Risk Intelligence (BERI) is an analysis and forecasting service that reported information on 45 countries in the late 1970s, among them India but not China. One of the dimensions of governance that BERI tracked was the quality of contract enforcement. This variable rose (that is, improved) from 1.15 to 1.93 (on a 4.0-point scale) from 1979 to 1980. This rise was not the product of a change in methodology or a secular improvement, for the median of the whole sample of countries (45) dropped slightly (2.43 to 2.30).

**Governance and Policy Reforms in the 1990s**

In 1991, the minority Congress government, led by Narashimha Rao, moved strongly to free economic activity from restraints established in the 1970s. The initial impetus behind the reforms was crisis: foreign lending on which India had relied in the 1980s dried up, debt service rose to 21 percent of current account receipts, and interest payments grew to 20 percent of government expenditures. The Rao government, however, issued executive orders that went well beyond the narrow fiscal sources of crisis, cutting back the number of industries reserved for the public sector; removing private sector compulsory licensing for starting or expanding enterprises; devaluing the ru-
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\(^\text{12}\) The 1967 election sometimes is taken as a watershed that ended Congress hegemony. However, although the Congress Party received only 41 percent of the popular vote, its closest challenger, the Bharatiya Jana Sang, received merely 9 percent.
pee; allowing for current account convertibility; removing quantitative im-
port quotas and reducing tariffs; lifting restrictions on foreign investment; and
allowing foreign financial institutions to make portfolio investments in In-
dia's two stock markets.

These reforms were sufficient to sustain the growth rates of the 1980s with-
out incurring the fiscal and trade disequilibria of policies of the 1980s—but
not more. One reason is that substantial policy distortions remained. Subsi-
dies remained large; state-owned enterprises were burdensome; bad loans in
the banking sector were significant; and regulatory rigidity in the labor mar-
et was extreme. Reforms in these areas all required the agreement of the Lok
Sabha, the lower house of India’s Parliament, and they were not undertaken
(Kohli 2006). The World Bank's Doing Business indicators monitor aspects of
countries’ legal and regulatory environments that directly affect the costs of
entrepreneurial activity. By 2004, India’s employment rigidity and cost of en-
forcing contracts were still significantly worse than those of other countries,
even controlling for income per capita. India’s percentile rank among all
countries with respect to regulatory quality, as assessed by the World Bank
governance indicators, fell from 44th to 27th from 1996 to 2004.

Governance outcomes appear to have improved during the 1990s, although
the data are somewhat ambiguous. The International Country Risk Guide re-
ports that India's increase in rule of law, one of the three measures used earlier
to compile the 18-point governance indicator, was 3.0 or less until 1992 and
4.0 (out of 6.0) from 1994 onward. Bureaucratic quality subsequently in-
creased from 4.0 in 1996 to 5.0 (out of 6.0). Corruption, however, changed
little in the 1980s and 1990s, and it worsened in 2001 and subsequently. In
addition, according to the World Bank governance indicators, India’s per-
centile rank with respect to government effectiveness, the rule of law, or con-
trol of corruption changed little from 1996 through 2004.

Political checks and balances, however, have become more ingrained in In-
dian political life. Political fragmentation, which raises the likelihood of coalit-
ion governments, increased significantly from the 1980s to the 1990s. The
probability that two randomly selected legislators would be from different par-
ties rose from approximately 50 percent in the 1980s to 70 percent in the 1990s
(Beck et al. 2001). Coalition governments became imperative in the 1990s:
the probability that two legislators in the government coalition were from dif-
ferent parties was less than 2 percent in the 1980s and more than 30 percent in
the 1990s. The risk of expropriatory government action therefore declined in
the 1990s, consistent with the ICRG reports of improved rule of law.
Other political underpinnings of good governance outcomes, particularly political market imperfections, have changed less rapidly. Parties continued to have difficulty basing their electoral appeal on growth-related policies, including governance reforms. These policies are hard for poor, poorly educated, or isolated voters to observe. In addition, the benefits of growth reforms cut across social lines. The policy preferences that emerge from this political environment are clientelist promises or easily targeted government policies, such as subsidies (see Wilkinson 2006a). For example, not only are market-opening reforms difficult; so also are efforts to improve the quality of the bureaucracy, reduce corruption, or eliminate continuing significant regulatory impediments to growth. These efforts are more difficult because they conflict with, or are irrelevant to, the electoral basis for political success.

Political market imperfections are key to understanding slow reform generally. Most observers attribute slow reform to political fragmentation, but fragmentation is low by world standards, and, moreover, this explanation does not take into account the incentives of individual political actors. Broadly beneficial economic reforms are not politically salient. It is not surprising that Kohli (2006) attributed the reluctance to open markets to a political alliance between politicians and special interests (incumbent firms), leading to policy reforms that encourage incumbents to invest, but that do not allow broad entry.

Infrastructure policy offers another glimpse into the influence of political market imperfections. The availability of infrastructure is widely agreed to be a highly constrictive bottleneck to Indian policy. Nevertheless, infrastructure spending collapsed in the 1990s, falling back to its 1970s levels (approximately 1.5 percent of GDP) from amounts exceeding 2 percent of GDP in the 1980s. This collapse certainly is related to macroeconomic and fiscal problems. Macroeconomic problems, however, do not explain the allocative distortions in infrastructure toward projects with the greatest political payoff, nor do they explain the persistent difficulties in attacking bottlenecks that impose the greatest obstacles to economic growth. Here, the distortionary presence of political market imperfections offers a better explanation (Wilkinson 2006b).

13. India’s political fragmentation in the 1990s was actually low compared with all parliamentary democracies. In the latter case, the probability that two legislators in the parliament were from different parties was approximately 67 percent.
14. This explanation is easy to overstate, however. The reallocation of spending away from politically attractive but nonproductive and scarcely equitable subsidies and improved tax administration likely would be sufficient to fund productive infrastructure.
Since 2004, annual growth has accelerated to approximately 6 percent. It is too early to analyze the roots of this dramatic increase, but it is noteworthy that the Congress Party returned to power in 2004 and, as in the 1970s, again allied with the Communist Party to form a majority. The results have been much different. In the 1970s, the alliance precipitated redistributive policies rooted in expropriation and direct government management of the economy. Growth dropped to nearly zero. A similar coalition, far from reversing the reforms of 1991, has focused instead on pursuing equity and redistribution through more efficient jobs programs. This change reflects not only learning, but also greater awareness of the electoral importance of delivering observable welfare improvements to broad segments of the population. The fact that the policy focus is persistently on redistribution rather than reforms that would promote growth, however, suggests that information and other political market imperfections continue to make it difficult for parties to benefit electorally from such policies.

**Chinese Governance in the Post-Mao Era**

The policy environment in China prior to 1980 is well known to have been particularly hostile to private enterprise and market incentives, perhaps among the most hostile in the world at that time. The governance environment was equally weak. Individualized rule and highly arbitrary decision making produced a strong sense of insecurity in both party and nonparty members. Shirk (1993) noted that, prior to 1978, “Mao Zedong attempted to sustain his revolutionary charisma and stem the trend of institutionalization . . . by launching mass campaigns such as the Great Leap Forward and the Cultural Revolution” (p. 8). The Cultural Revolution itself represented an effort by Mao to bypass the Communist Party and his opponents within it, and was implemented instead by the Red Guards, whom Mao directly controlled. Thousands of party officials were transferred to lower-level jobs, sent to the countryside for reeducation, or imprisoned during the Cultural Revolution (Shirk 1993). Elite politics under Mao were particularly unpredictable, again signaling the lack of constraints on opportunistic behavior. Two of Mao’s “chosen successors” died politics-related deaths (Whiting 2001, p. 11).

Economic growth exploded not only after reforms relaxed the prohibition on private sector activity, but also after governance reforms relieved this insecurity. From 1952 to 1980, average annual individual incomes increased by
less than 2.5 percent (Shirk 1993). From 1980 onward, growth tripled. Agricultural production rose at a yearly rate of 7 percent from 1978 to 1988, more than three times faster than in the previous 26 years (Shirk 1993). Manufacturing boomed. Between 1978 and 1987, nonstate rural enterprises rose from 8.7 percent of all industrial output to 23.1 percent (Byrd and Gelb 1990). The share of total industrial output produced by nonstate firms—those not controlled by the central government—almost doubled from 1978 to 1988, rising from 22 percent to 43 percent (Shirk 1993).

The policy reforms underlying these changes were dramatic. By 1983, the Household Responsibility System, which made households residual claimants of production on their collectively owned plots, had spread throughout China. Key policy changes also stimulated private sector industrial development. Farm households were allowed to invest profits in farm machinery, trucks, and industrial equipment and to engage in private marketing and manufacturing. Collectively owned township and village enterprises (TVEs) could be leased to individuals and groups (Shirk 1993). Rural investment loomed large: private firms in the rural sector accounted for 19 percent of total fixed-asset investment in the 1980s and TVEs accounted for another 13 percent (Huang forthcoming). Decisions in 1979 expanded foreign trade and allowed foreign companies to invest in Chinese enterprises. The central government also decentralized the administration of foreign trade and investment, allowing localities to deal directly with foreign interests.

Local government officials were at the center of these reforms. Indeed, one rationale for focusing on TVEs was to channel rents to local cadres to offset their losses from decollectivization (Oi 1999). The TVE focus allowed cadres who controlled an earlier variety of TVE—one established under Mao beginning in 1970 (Byrd and Gelb 1990)—to continue to use that variety to distribute jobs and other resources (Oi 1989). These cadres implemented decollectivization because land was still collectively owned at the local level. They hired the TVE managers. As Oi (1999) observed, although TVEs were usually contracted out by town and village governments to private managers, local governments—and the party officials who ran them—retained control
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15. About two-thirds of these enterprises were owned formally by townships and villages in 1987, and about one-third were owned privately by individuals or groups.

16. The TVE focus also softened ideological opposition to the private sector. Oi (1999, p. 74), for example, quoted rural officials in one county who, in the 1980s, referred to private entrepreneurs as “underground snakes” (ditou she).
of personnel, investments, and product lines and, ultimately, they were residual claimants of profits. Whiting (2001) has written, “Indeed, township officials themselves approved the number of employees and the total wage bill of each enterprise” (p. 204).

It is likely that local officials also were closely involved with the non-TVE private enterprises. On the one hand, much rural private investment was driven by agricultural liberalization, where the key asset—land—was controlled by local officials. On the other hand, some evidence points to substantial private-investor insecurity during the 1980s that would have been resolved by taking on local officials as partners. In resource-poor Wenzhou City, although local officials were particularly friendly to private investment because of the lack of capital to finance TVEs, concerns about expropriatory behavior led private entrepreneurs to make small investments; shut down their ventures and restart them later; or, having reached a certain scale, shift their profits from reinvestment to the purchase of “extravagant homes or even ancestral tombs” (Whiting 2001, p. 148).

The Credibility Puzzle in Chinese Growth

Local officials would not have responded to reform with investment on a massive scale without guarantees that they would be rewarded. In fact, Oi (1999) reported that township and village governments required collective enterprises to re-invest, on average, 50 percent of retained profits.\(^\text{17}\) Either in their capacity as overseers of TVEs or as private individuals with close personal ties to private investors, why did township officials believe that the central leadership would not expropriate the profits from investments they controlled? The Communist Party leadership needed to make credible its promises to cadres (its success in doing so, however, would not be captured in standard indicators of voice and accountability because reforms would extend only to cadres and not to citizens generally).

Che and Qian (1998a, 1998b) argued that, to induce investment, the central government allowed local governments to operate TVEs and implemented fiscal reforms in 1980 to allow local governments to keep all revenues above a
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\(^{17}\) Some fraction of this investment was not productive. For example, some of it likely went to construct new housing for workers (Nee 1992). In addition, there is uncertainty about whether TVEs reinvested or simply had easy access to state bank loans. In either case, rapid output growth is indicative of significant productive investment rather than diversion to immediate consumption.
preset amount. This gave local officials a full claim on all TVE profits above that amount, but also required them to provide local public goods, a reform described as “eating in separate kitchens” (*fenzao chifan*) (Whiting 2001, p. 76). According to Che and Qian (1998b) decentralization worked because local and central governments had similar incentives for providing local public goods, such as local roads, but particularly for maintaining order. This same strategy could not be replicated by private enterprises, which were unable to solve the collective action problems needed to provide those same local public goods.

There are two reasons to consider additional explanations. These fiscal reforms were reversed after the central government saw its revenues dry up (see Wong 1992). Investment continued, however. In addition, local and central governments turned out to have conflicting preferences regarding local public goods provision, and the central government exerted considerable effort to ensure the provision of the local public goods it valued. Even in the early 1980s, leaders at the center had to monitor closely the provision of education and the maintenance of social order, highlighting these public goods in performance agreements with local officials.18 In the 1990s, local and central government interests more clearly came into conflict. For example, local officials increased social disorder by selling off collectively owned land without fully compensating farmers for their usufruct rights or by allowing local firms to ignore environmental restrictions.

*Intraparty Institutions and Credible Commitments to Investors in the 1980s*

An alternative explanation of the willingness of cadres to invest is the institutionalization of the CPC—checks and balances at the top and the introduction of expensive and more transparent promotion and evaluation systems. Institutionalization began when Deng Xiaoping came to power in 1977. His challenge was to increase the broad popularity of the CPC, through broad-based economic development that benefited all Chinese people, while ensuring that party cadres would have privileged access to these benefits to maintain their loyalty and commitment to the party. The key to each of these goals
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18. Similar issues arose in macroeconomic policy, where the conflict of interest between local and central government officials was clearer. Huang (1996) argued that the central government used the career concerns of local officials to prevent them from adopting expansionary strategies (that is, with regard to bank credits), imposing inflationary externalities on the rest of the country.
was to increase the confidence of cadres that they would be rewarded by the party if their current decisions led to future economic growth.

The 1980 reforms assigned local officials many of the rents from reform. But to ensure that the reforms would be effective—that they would elicit investment beneficial to all citizens—the rewards promised to cadres needed to be credible. As Huang (2003) noted, because township enterprises were run by government officials with formal civil service status, Deng focused on making the rules for promotion and cadre evaluation more credible. Deng “governed by rules, clear lines of authority, and collective decision-making institutions to replace the over-concentration of power and patriarchal rule that had characterized China under Mao” (Shirk 1993 p. 9; see also Whiting 2006). By 1983, the Organization Department of the CPC had implemented concrete and tangible criteria in cadre evaluations, ranging from gross output and investment in the early years to finer measures of economic growth and social stability in the 1990s. The party also created more room at the top to reward cadres by instituting mandatory retirement for party cadres (Manion 1992).

A number of conditions raised the central government’s cost of abandoning these rules. First, the rules were expensive to implement, involving retraining of thousands of cadres and constructing a costly bureaucratic process for evaluation. This investment was lost to the leadership if it disregarded the newly established rules.

Second, Deng Xiaoping was personally credible. He had incurred significant personal costs in advocating the same cadre management system under Mao: Mao used the Cultural Revolution not only to dismantle the system, but also to purge Deng himself (Manion 1985). By having paid a high price for his advocacy of systematic cadre management under Mao, Deng was credible in advocating support for the system when he came to power in 1978.

Third, the plan passed through a series of intraparty checks and balances, the most important of which was the core group of senior leaders. With the death of Mao, authority was spread to a greater extent among the top leadership of the party. Deng, for example, deferred to party elders. Leadership succession at least loosely followed formal rules, but clearly was also a shared decision of 30 or more leaders (Shirk 1993). Shirk further pointed out that policy movement in the 1980s was slowed by lack of consensus among leaders

19. Here is a prominent example of this looseness: although the collective consent of numerous top leaders was essential to oust Hu Yaobang as general secretary of the CPC in 1987, the leadership chose to ignore the formally required procedure of seeking the ratification of the Central Committee (Shirk 1993).
at the top. Although this made reform more difficult, it also made reform more difficult to overturn. In the context of personnel reform, the difficult decision to eliminate lifetime tenure for almost 20 million cadres was agreed by the top leadership only after meaningful compromise to satisfy the interests of multiple leaders (Manion 1992). These same checks and balances impeded unilateral changes to the rules for cadre promotion or the disregard of promotion criteria for cadres. In practice, as well, the promises were kept. Between 1978 and 1995, Li and Zhou (2005) have found that the likelihood of promotion for provincial leaders increased with a province's economic performance, and the likelihood of termination decreased.

Sources of Investment and Good Governance after 1990

In the 1990s, the development model shifted, and investments from non-cadres, especially from foreign investors, substantially increased. Combined TVE and rural private fixed-asset investment dropped steadily as a fraction of total fixed-asset investment, whereas the share of urban and foreign-invested firms rose to approximately 14 percent of total investment in 2001–03, compared with less than three percent in the period 1986–1990 (Huang forthcoming). This shift in strategy raises two questions: how did governance arrangements of the 1980s change to encourage foreign and noncadre domestic investment? and how did this change enable the leadership to continue to balance cadre interests with those of citizens more broadly?

The 1980s model of growth that relied heavily on local cadres confronted three difficulties. First, local cadres had strong political and private incentives to maximize revenues and employment, but weaker incentives to maximize profits, thus encouraging them to take on debt and build up tax liabilities that were sustainable only as long as growth continued. In 1989, approximately 18 percent of TVEs had severe difficulties: the government allowed 800,000 TVEs to close and another 2.2 million to merge with other enterprises or be restructured (Nee 1992). The process culminated in 1997, when the central government shifted influence over lending decisions away from local governments, closing hundreds of local banks and financial institutions and transferring lending authority within the four major state banks away from local and provincial offices to Beijing (see Shih 2004).

Second, the 1980s model starved the central government of revenues, which fell as a fraction of GDP from 30 percent in 1970, to 23 percent in 1985, to 12.6 percent in 1993, to 10 percent in 1995. This loss left central...
leaders with little choice but to modify the fiscal arrangements developed in the 1980s that had left local governments with the lions’ share of revenues (Yang 2004).

Third, local officials proved to be less reliable agents of the party than leaders had hoped. Concerns about the erosion of the central government’s authority were voiced widely in the late 1980s and early 1990s (see Nee 1992). On the economic front, the most obvious manifestation of this erosion was the establishment of interlocality trade barriers to protect local firms from outside competition.

At the same time, the party’s always high need for committed cadres was lower in 1990 than in 1980. Early in the reform process, party leaders could not be confident that market reforms would deliver the large payoffs to average citizens that they eventually did. Given the risks of failure, it was particularly important to sustain the loyalty of the cadres. This necessity had diminished by 1990, when market-oriented reforms had demonstrated their success. The cost of maintaining cadre loyalty also had risen because party members had better outside opportunities in the 1990s than in the 1980s. Nee and Oppen (2006) noted, “The lure of lucrative career opportunities in the thriving market economy has led many government bureaucrats to seek jobs in local businesses after leaving the government” (p. 11).

Instead of TVE and cadre-driven investment, therefore, the center turned also to FDI and, later, to domestic, private investment. In 1991, private firms of all kinds accounted for only 5.7 percent of industrial output value, compared with almost 52.7 percent for all nonstate firms, largely TVEs (Huang 2003). FDI increased from 0.9 percent of fixed-asset investment in all firms in 1983 to 15.0 percent in 1997. Relative to all nonstate firms (TVEs, essentially), FDI was 2.6 percent of fixed investment in 1983 and 31.7 percent in 1997. By mid-2003, TVEs (collectives) accounted for a small fraction of sales and profits—a share that continued to fall rapidly, dropping by almost half in mid-2005. Private firms financed by foreign or domestic investment produced the lion’s share of manufacturing sales, holding nearly 60 percent by mid-2005 (World Bank Office 2005).

Huang (2003) attributed the upswing in FDI to government financial and legal policies that favored foreign investors over domestic ones. These policies also can be seen, however, as efforts to maintain rewards for local cadres. For example, until the mid-1990s domestic private firms were obligated to register as collective firms, which formally placed them under local government control (Huang 2003).
In any case, in 1992 the environment for domestic private enterprises also began to change when Deng called for more private firms. In 1998 the central bank relaxed lending quotas that had severely disfavored private firms, and the government finally allowed these firms to export. By 1999 the private sector was recognized in the Chinese Constitution as an integral part of the Chinese economy and placed on equal footing with other firms. In July 2001, Jiang Zemin announced that private entrepreneurs should be allowed to join the ranks of the Communist Party (Huang 2003). The ratio of foreign-financed to private fixed investment fell from 48 percent in 1996 to 29 percent in 2000 (Huang 2003). One sign of policy friendliness to private investment is that China seems to have vaulted ahead of other poor countries in lowering costs to investors. According to the World Bank Doing Business indicators, by 2004 China's employment rigidity and contract enforcement costs were almost one standard deviation better than those of other countries, controlling for income per capita.

As before, the key question is, why did investors, particularly foreign investors, respond to these policy changes? The credibility of the cadre evaluation system that protected local officials from arbitrary treatment by the party in the 1980s would not seem to offer similar protection to foreign investors in the 1990s. Recalling the evidence in Fan et al. (2006), the size of the Chinese market alone might have attracted huge amounts of private capital when investment prohibitions were eased. At the central government level, intra-elite competition continued to exhibit increasing regularization through the 1980s and 1990s. Under Mao, intra-elite struggles sometimes ended violently. This was less the case under Deng and even less so after him, when the penalties associated with losing a leadership contest have fallen farther and are no longer as dramatic as arrest or worse. The growing institutionalization of intra-CPC political checks and balances increased the difficulties confronting any single party leader seeking to act opportunistically.

Increasing political checks and balances provided a credible underpinning for continuing administrative and judicial reforms throughout the 1990s. Under the auspices of the Administrative Litigation Law of 1989, nearly 10,000 cases were filed against government agencies in 1989; this rose to 98,000 in 1998. Of the 460,000 total cases filed over the period, plaintiffs won 35 percent of the time (Yang 2004). Clarke, Murrell, and Whiting (2006) have

pointed to the growing institutionalization of legal dispute resolution, replacing the administrative, cadre-centered resolution of disputes that would have favored TVEs. Administrative reforms culminated in 2005 with the passage of a comprehensive legal code governing civil service, consolidating the regulatory effort to modernize China’s state bureaucracy (Nee and Opper 2006).

At least in part, these efforts all were aimed at creating a safe climate for investment. As Yang (2004) wrote, “For Deng Xiaoping, political stability, particularly the continuity of Communist Party leadership, was a necessary condition for further economic reforms. Deng clearly recognized that the promotion of economic development through further economic reforms would be essential if the ruling elite were to regain the sort of performance legitimacy it had acquired in the 1980s” (p. 6).

Finally, the Chinese government has used its enhanced fiscal position to increase investor rates of return directly, using massive infrastructure investment—investments that precisely expanded the size of markets, magnifying one of China’s principal advantages. From 1990 to 1995, for example, China increased its total road network by 23 percent, and by 50 percent in 2002 (World Bank 2005b, World Development Indicators). This attracted private investment for two reasons. First, although most observers agree that much public investment in China has low returns, partly because it is targeted ahead of demand to poor areas of the country, high-return productive infrastructure has increased dramatically. Chinese ports, for example, are world class, thus raising rates of return to private investment in the production of tradables. Second, productive public investments constitute a bond that the government has put up: they have a high political payoff only if private investors take advantage of the new infrastructure. If the government acts opportunistically, investors depart and the investment in infrastructure is lost, just as the earlier investments in cadre evaluation systems would have been lost if the government returned to opaque criteria for cadre advancement.

**Governance Stress in the 1990s**

Why have other one-party states not adopted the strategies of the CPC and enjoyed similar economic success? In fact, as the Chinese example makes clear, it is costly for leaders to establish large parties that are organized to protect members from arbitrary decisions by the party leadership; hence their rarity (Gehlbach and Keefer 2006). For example, to engender party member loyalty, members must receive larger rents than they could receive outside the
party. As their numbers rise, so too does the share of rents owed to party members as a whole. Investments in elaborate intraparty evaluation and promotion processes, such as those China introduced in the 1970s and 1980s, are also expensive and they limit executive discretion.

Power sharing also is less likely when a single leader of the unelected government commands disproportionately more influence (military, popular, or otherwise) than do the others. When this is not the case, political checks and balances emerge naturally as the consequence of a balance of power among key leaders. When the distribution of power within the leadership group is unbalanced, as in China under Mao, it is difficult to establish political checks and balances.

Therefore, although the significant adjustments of the 1990s demonstrate the adaptability of the Chinese leadership to shifting political and economic challenges, it should not be surprising that the new bargain between party leaders and cadres has not been an easy one to sustain. The 1990 adjustments—the decline of TVEs, falling access to capital, and reduced tax shares—moved substantial rents and authority away from local officials. To soften the loss of rents to cadres, the central government privatized 250,000 small- and medium-size enterprises in 1997, selling many at low prices to party members. Nevertheless, the net effect of these reforms appears to have increased the relative benefits to cadres of pursuing privately beneficial actions that impose costs on society, and specifically on the party. Corruption, land grabs, and a lack of vigilance with regard to provision of local public goods (education, environmental safety, and so forth) are activities that disgruntled cadres might pursue. Strengthened institutional checks and balances at the top may not have offset weaker incentives to pursue good governance at the local level.

To the extent that the shifting cadre–leadership bargain has weakened cadre discipline and governance at the local level, we would expect to see some citizen reaction. According to Huang (forthcoming), the total number of demonstrations that occurred annually between 1993 and 1997 rose from 8,700 to 32,000. Officially reported incidents of social unrest rose from 58,000 in 2003 to 74,000 in 2004. These increases seem directly tied to efforts by local officials to raise their rents, including the transfer of land away from farmers to industrial and other uses and weak oversight of the environmental degradation caused by local enterprises. For example, results of a survey, conducted by Anthony

21. The exception here is ideological motivation. To the extent that party leaders can use ideology to mobilize followers, they can provide fewer financial rents to supporters.
Saich of Harvard, showed that support for the central government has remained “extremely high” over the period 2002–05; this is not the case for local governments (“Good Things” 2006, p. 15). In his report to the 16th National Congress in November 2002, Jiang Zemin insisted, “If we do not crack down on corruption, the flesh-and-blood ties between the party and the people will suffer a lot and the party will be in danger of losing its ruling position, or possibly heading for self-destruction” (Yang 2004, p. 257).

In principle, the leadership should be able to clamp down on corruption and nonperformance by local cadres. In fact, the government increased its prosecution of local corruption, targeting especially senior cadres in province, prefecture, and county governments and demonstrating its intent to stifle local officials who shirk their duties or collect illicit rents at the expense of the party’s ability to deliver growth. The share of party members disciplined who were senior cadres was three times higher in 2000 as in 1993. Every year between 1995 and 2000, from 4,000 to 6,000 senior cadres at the province, prefecture, or county levels were punished by the disciplinary inspection committee (DIC) system. Economic offenses, including corruption, were 22 percent of the cases that province-level DICs filed in 1987, but 48 percent of the cases filed in 1997; major cases—those involving more than 10,000 yuan—increased from 6 percent to more than 30 percent in 2000. Of those offenders subject to disciplinary action, 25 percent were expelled from the party, 69 percent were subjected to milder party sanctions, and 6 percent were referred to the judiciary (Wedeman 2004).

The government does not have a free hand here, however. Cadre loyalty rests on the transparency with which cadres are evaluated. Transparency is easier to sustain when the goals are few and easily documented. When they are many and hard to measure, as is the case in battling corruption, the aggressive prosecution of corruption creates a risk of leadership being perceived as arbitrary by cadres. For example, the leadership still places significant weight on economic growth and job creation. Whereas social peace and environmental improvement enter into cadre evaluation schemes, economic growth is the most important factor. Without undermining the clarity of its promotion criteria processes to all cadres, the government cannot easily punish cadres who succeed with respect to growth but are less successful on other margins. As a consequence, anticorruption crackdowns have been sporadic, incomplete, and sometimes politically motivated (Yang 2004).

The costs of an ill-fought campaign against corruption—that is, the costs of alienating cadres—are significant. Connections to local cadres still provide
security for private investors, which would be lost if the credibility of leadership promises to cadres were to fall. Local cadres collect taxes, are responsible for law and order, and conduct other indispensable and hard-to-monitor tasks for the center. In addition, some of the troublesome rents earned by cadres bind them more closely to the party: cadres can earn these only if the party remains in power and only if they remain in the party.

To offset increased governance problems at the local level, the party has strengthened institutions to oversee local officials and offered expanded avenues of redress. These institutions all work from the top down and maintain control over cadre careers firmly in leadership hands. They also are more accessible to individuals with more resources and a bigger stake in the outcome: it is costly to pursue legal appeals, to travel to Beijing, and to gain access to the right officials. Bottom-up institutions for the evaluation of local cadres, particularly local elections, have been adopted more tentatively. These institutions have the advantage of vesting the responsibility for sanctioning cadre malfeasance in the hands of better-informed citizens. They do, however, have the severe disadvantage of detaching cadre career advancement from the decisions of the top party leadership.

Regardless of its specific evolution of governance in the 1990s, China is noteworthy for having strengthened institutions to improve governance and support broad-based growth. This distinguishes China from other countries without competitive elections, where reliance on cronyism has been more marked. For example, Mexico under Porfirio Díaz managed to use crony relationships (personal relationships between entrepreneurs and political leaders) to generate investment and growth. But the concentration of economic activity and the concentration of rewards among Díaz’s cronies became a target for revolt, ultimately culminating in the Mexican Revolution in the early 1900s (Haber, Razo, and Maurer 2003).

**What the Future Holds**

The experiences of China and India in the 1980s and 1990s underline, first, the importance of governance for growth and, second, the importance for good governance outcomes of institutional and political arrangements that enable government leaders to make credible promises to a large fraction of their citizenry. Both of these countries only started to grow after they improved their governance environments from low levels. Although governance
outcomes in both countries generally have been average, the two countries make clear the challenges of achieving even average outcomes, whether in countries with competitive elections or in countries without them. China has reached a delicate balance between satisfying party members and the population as a whole, while institutionalizing competition between leaders at the top of the party, that has eluded leaders in other countries. Governance in India has advanced despite the shadow of clientelist politics that diminish political incentives to maintain it. Both countries highlight the role of political checks and balances, whether between parties or branches of government, as in India, or between factions of a party, as in China.

The Chinese government’s continued success in balancing popular and cadre demands has been key to achieving average governance outcomes. As wages rise and extraordinary profits from large markets fall, still better governance will be key to continued fast growth. This will require that the leadership succeed in advancing farther its agenda of institutionalizing intraparty constraints on opportunism by government officials. For example, local and national people’s congresses have exercised increased influence over lawmaking, appointment ratification, budget and policy reviews, and the monitoring and supervision of agency’s and officials’ behavior (Whiting 2006). Evidence of their growing importance is the number of provincial party secretaries who chair provincial people’s congresses—a number that has risen from 13 out of the 31 held in 1998 to 23 out of 31 in 2003 (Yang 2004). Future governance outcomes will depend on the extent to which these institutions can provide greater security to investors and citizens without jeopardizing the rewards to CPC cadres.

As the CPC shifts rents and control away from local cadres, it will need to provide them with exceptional rewards, above and beyond what they can achieve outside of the party. For example, to the extent that greater institutionalization requires more aggressive crackdowns on corruption or the subordination of local cadres to local courts of peoples’ congresses, increased compensation may be needed to maintain cadre loyalty. Singapore has been very successful in using this model.

The stability of the cadre–leadership bargain rests as well on the entrenchment of the party. If the government experiences severe popularity shocks, or if social unrest increases more rapidly than the government can move in renegotiating the cadre–leadership contract to improve local governance, the price of cadre loyalty will rise, making governance more difficult to improve. China’s cautious approach to major macroeconomic policy changes, such as
financial sector reform or exchange rate flotation, underlines its sensitivity to popularity shocks, such as those precipitated by adverse economic events or unexpected citizen dismay at particular aspects of government policy. The experience of 1989 demonstrates, as well, that reactions to popularity shocks have been directed at the domestic private sector: following the Tiananmen Square events that year, the official attitude toward private entrepreneurs deteriorated dramatically (Huang 2003). To the extent that growth depends more on private investment, as it does to a much greater extent in China now than it did in 1989, such a strategic shift would have more noticeable effects on growth and investment.

India is well endowed with external institutions of credibility—political checks and balances, for example, that do not depend on any particular party. These have been sufficient to yield average governance even in the face of economic shocks and significant political instability. Economic and political shocks are unlikely to pose a particular threat to governance and growth in India. In the face of political market imperfections, however, political checks and balances that are the key to moderately secure property rights in India are also a barrier to reform. The key issue for the future is improving governance and policy generally: greater opening of the economy to allow more entry, more innovation, and wider participation across all markets. Political market imperfections have reduced the electoral payoffs to pursuing this agenda. Cleavage-riven social settings, lack of education, isolation, and poverty itself conspire to make voters responsive primarily to clientelist promises and easily observed subsidies.

India, however, also has embarked on a vast program of decentralization, instituting local elections and putting greater revenue and public service responsibilities in the hands of local governments. It has experimented aggressively with institutions to bring the disadvantaged into politics, including reserved seats on local government councils for women and for lower castes. These new local governments hold the promise of overcoming some of the obstacles to improved governance—for example, by removing some of the information barriers that make electoral accountability difficult to generate at higher levels of government.

Finally, India and China provide hopeful signs of a virtuous circle, signs that growth can help propel governance reforms in countries able to achieve even a moderate level of governance to begin with. Wilkinson (2006b) has argued that growth in India seems to be creating a constituency less tolerant of clientelist political appeals. In China, growth in the 1990s gave the Com-
munist Party leadership sufficient confidence in the party’s public approval that it risked opening up the economy to private investment and cracking down on excessive rent-seeking by party members in the 1990s. It has enabled the leadership to demand more of cadres than mere growth, where the benefits have been easy to share between party members and citizens more broadly; to embrace higher quality public services, reduced pollution, and more transparent local land management, where the sharing is more difficult.
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“The rise of China and India arouses deep concerns about the chances of development for poor countries and the impoverishment of richer ones. Dancing with Giants puts these fears in perspective. With its excellent authors and its disciplined and detailed analysis, it shows that, in some dimensions, these Giants are not so significant, and in others their growth offers at least as many opportunities as threats. There is no book on this critical subject that I would recommend more highly.”
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