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A Literature Review on the Use of Expert Opinion in Probabilistic Risk Analysis

Introduction

Risk assessment is part of the decision-making process in many fields of discipline, such as engineering, public health, environment, program management, regulatory policy, and finance. There has been considerable debate over the philosophical and methodological treatment of risk in the past few decades; and yet the discussion continues today on many basic issues ranging from the definition and classification of risk, to approaches to its assessment and management, to societal risk acceptance (Klinke and Renn 2002; Hatfield and Hipel 2002; Jenni and Fischhoff 1997; The U.S. Presidential/Congressional Commission on Risk Assessment and Risk Management 1997; Skjong and Eknes 2002).

Bedford and Cooke (1996) characterize risk with two particular elements: hazard (a source of danger) and uncertainty (quantified by probability). Probabilistic risk analysis (PRA) specifically deals with events represented by low probabilities of occurring with a high level of consequence. Expert opinion is one of the key research areas in PRA. The use of expert judgment is critical, and often inevitable, when there are no empirical data or information available on the variables of interest. In reliability analysis, for example, expert opinion has been extensively examined by Singpurwalla and others (Campodonico and Singpurwalla 1995; van Noortwijk et al. 1992; Singpurwalla 1988; Singpurwalla and Song 1988; Lindley and Singpurwalla 1986).

Because of the complex, subjective nature of expert opinion, there has been no formally established methodology for treating expert judgment. In recent years, there has been increasing effort in establishing a more systematic approach to eliciting expert opinion (Winkler et al. 1992; von Winterfeld 1989). Cooke and Goossens (2000) provide formal protocols, comprehensive procedures and guidelines on the elicitation process and handling of such data in uncertainty analysis.

This paper presents a review of the literature on the use of expert opinion, specifically, the approaches to aggregating different experts’ probability assessments. There are numerous studies on how to reconcile multiple experts’ assessments, many of which are extensively reviewed by Cooke (1991), Bedford and Cooke (1996), and Clemen and Winkler (1999). Genest and Zidek (1986) also provide a useful annotated bibliography of more than 90 studies on this subject. Drawing results from these reviews, the present paper attempts to provide a short summary of key aggregation methods and discussions. The paper also makes reference to new approaches proposed in recent articles on the subject.

Methods for Eliciting and Aggregating Expert Opinion

Clemen and Winkler (1999) classify the elicitation and aggregation processes of expert assessments in two groups: mathematical and behavioral approaches. In mathematical approaches, experts’ individual assessments on an uncertain quantity are expressed as subjective
probabilities. They are combined through various mathematical methods by the decision-maker after their elicitation. Behavioral approaches aim at producing some type of group consensus among experts, who are typically encouraged to interact with one another and share their assessments.

One of the most well-known behavioral approaches is the Delphi technique, which was developed in the 1950s. In this method, experts are asked to anonymously judge the assessments made by other experts in a panel. Each of the experts is then given a chance to reassess his/her initial judgment based on the others’ review. Typically, the process is repeated several rounds until a smaller spread of experts’ opinions is achieved. The Delphi method later incorporated a self-rating mechanism, allowing experts to rate their expertise (Cooke 1991; Parenté and Parenté 1987; Sackman 1975). The Nominal Group method is another well-known behavioral method, in which experts are allowed to discuss their estimates directly with one another in a controlled environment (Delbecq et al. 1975). This method is considered more favorably than other group methods, particularly the Delphi method (Gustafson et al. 1973).

While a group consensus method may help identify experts’ errors and misunderstandings during the process, there are no formal rules to apply to reconcile differences when the consensus is difficult to achieve among different experts. Conformity induced by the group interaction is a major concern with such an approach. Mosleh et al. (1988) note that the group interactive process can suffer from, for example, the tendency for less confident experts to limit their participation, the influence of dominant personalities, and a tendency to reach speedy conclusions. Genest and Zidek (1986) warn of potential “strategic manipulation, bluffing, intimidating tactics and threats” if unrestricted dialogue is permitted. Cooke (1991) points out that the group interaction tends to produce more extreme probability estimates, potentially making the participants overconfident. Issues on group polarization are discussed by Plous (1993), Sniezek (1992), and Phillips (1987). There is a wide range of literature on the method for estimating a group consensus (Zahedi 1986; Goicoechea et al. 1982; Eliashberg and Winkler 1981).

It is generally agreed that mathematical approaches yield more accurate results than do behavioral approaches in aggregating expert opinions (Clemen and Winkler 1999; Mosleh, Bier and Apostolakis 1988). In the next section, three well-established mathematical modeling approaches to aggregating expert opinion are discussed: non-Bayesian axiomatic models, Bayesian models, and psychological scaling models (paired comparisons). The general framework of the present review is based on Cooke (1991), with reference to additional reviews and discussions from other relevant literature.

Modeling Approach 1: Non-Bayesian Axiomatic Models

An axiomatic-based approach to combining expert opinion is discussed in many of the earlier studies (Genest and Zidek 1986). In this approach, axioms or certain properties and regularity conditions for combining probability distributions are established, based on which the
form of combination rules is derived\(^1\). The approach requires that the relationship between experts’ opinions and the aggregated opinion must satisfy a certain set of axioms. Most axiomatic models proceed to identify some form of ‘weights’ as parameters to be estimated\(^2\).

**General mathematical principles**

Bedford and Cooke (1996) provide a fundamental mathematical concept behind the process of combining probability distributions. General principles are reproduced here. Using their notations, suppose we have experts 1, …, e and let \(P\) be a set of probability measures over some fixed but unspecified probability space \((P_1, \ldots, P_e) \in P\). Then a combination rule that depends only on \(P_1, \ldots, P_e\) is a function \(G: P^e \to P\), i.e. \(G(P_1, \ldots, P_e) = p\). A set of axioms or constraints on \(G\) determines the form of \(G\). Assuming that the probability space contains a finite number of events \(a_1, \ldots, a_n\), let \(p_{ij}\) be the expert \(i\)’s probability for event \(a_j\). Then a vector of probabilities given by expert \(i\) is \(P_i = (p_{i1}, \ldots, p_{in})\) where \(p_{ij} \geq 0\) and \(\sum_j p_{ij} = 1\) for \(j = 1, \ldots, n\) and \(i = 1, \ldots, e\). Let \(w_i\) be a set of non-negative weights, \(w_i \geq 0\) and \(\sum_i w_i = 1\). Then for any real number \(r \in R\), the elementary \(r\)-norm weighted mean probability of \(a_j\) is \(M_r (j) = (\sum_i w_i p_{ij}^r)^{1/r}\), \(i = 1, \ldots, e\), and the \(r\)-norm probability of \(a_j\) is \(P_r (j) = M_r (j) / \sum_k M_r (k)\), \(k = 1, \ldots, n\). (Note: for \(r=1\), \(P_r\) is the weighted arithmetic mean of \(P_i\); for \(r=0\), \(P_r\) is the weighted geometric mean, and for \(r=-1\), \(P_r\) is the weighted harmonic mean of \(P_i\).) The interpretation of \(M_r\) is the following (Bedford and Cooke 1996, Chapter 10):

i) \(M_r (j) \to \Pi_i p_{ij} w_i\) as \(r \to 0\) \((i = 1, \ldots, e)\)
ii) \(M_r (j) \to \max_{i=1,\ldots,e} (p_{ij})\) as \(r \to \infty\)
iii) \(M_r (j) \to \min_{i=1,\ldots,e} (p_{ij})\) as \(r \to -\infty\)
iv) If \(r < s\) then \(M_r (j) \leq M_s (j)\) with equality if and only if \(p_{ij} = p_{kj}\) for \(1 \leq i, k \leq e\)
v) Define \(M_r (j + k) = (\sum_i w_i (p_{ij} + p_{ik})^r)^{1/r}\), \(i = 1, \ldots, e\), and assume that \(p_{ij}/p_{ik}\) is not constant in \(i\). Then the following (in)equalities hold:

- \(r > 1 \implies M_r (j + k) < M_r (j) + M_r (k)\)
- \(r = 1 \implies M_r (j + k) = M_r (j) + M_r (k)\)
- \(r < 1 \implies M_r (j + k) > M_r (j) + M_r (k)\)

The value for \(r\) should be chosen so that the combination function \(G(P_1, \ldots, P_e)\) satisfies the following three properties.

i) **Strong set-wise function property:** For every subset \(A \subseteq \{a_1, \ldots, a_n\}\), the decision maker’s probability depends only on the experts’ judgments of \(A\), so if \(Q_i = (P_i(A), 1- P_i(A))\), then \(G(P_1, \ldots, P_e)(A) = G(Q_1, \ldots, Q_e)(A)\).

ii) **Marginalization property:** The probabilities are unaffected by refinements of the partition of alternatives \(a_1, \ldots, a_n\).

iii) **Independence preservation:** For all \(A, B \subseteq \{a_1, \ldots, a_n\}\) such that \(P_i(A \cap B) = P_i(A) \cap P_i(B)\), \(i = 1, \ldots, e\), \(G(P_1, \ldots, P_e)(A \cap B) = G(P_1, \ldots, P_e)(A) \cap G(P_1, \ldots, P_e)(B)\).

---

\(^1\) For example, Morris (1983, 1986) provides an axiomatic approach to expert aggregation, which created a series of reactions and debate by Lindley (1986), French (1986), Schervish (1986), and Winkler (1986).

\(^2\) A departure from the traditional axiom approach is given by Myung et al. (1996), who use the principle of maximum entropy in their aggregation method.
A notion of opinion pools

Decisions on many political and public policy issues rely on the opinions of experts. An opinion pool is a method of combining a number of different opinions about some unknown quantity $\theta$ to generate a single pooled opinion about $\theta$. The two most widely used opinion pool methods are linear opinion pools and logarithmic opinion pools. Suppose we have $n$ experts, and let $p_i(\theta)$ represent expert $i$’s probability distribution for unknown quantity $\theta$, $i = 1, \ldots, n$, and $w_i$ be expert $i$’s weight. Then the combined probability distribution $p(\theta)$ is a weighted linear combination of the experts’ probabilities (weighted arithmetic mean model) in a linear opinion pool, whereas $p(\theta)$ in a logarithmic opinion pool is expressed as multiplicative averaging (weighted geometric mean model):

- **Linear opinion pool**
  \[ p(\theta) = \sum_i w_i * p_i(\theta) \]

- **Logarithmic opinion pool**
  \[ p(\theta) = k \prod_i p_i(\theta)^{w_i} \]  
  $(k$ is a normalizing constant$)$

The problem of opinion pools generally reduces down to determining the optimal weights $w_i$ for experts. Various methods for finding the optimal models are explored, for example, in DeGroot and Mortera (1991), Bordley (1982), and DeGroot (1974). Apparently, the simplest choice of weights is assigning all experts an equal weight, $w_i = 1 / n$. A simple arithmetic averaging of experts’ assessments is used in many studies, including a U.S. Nuclear Regulatory Commission study on the frequency of accidents at nuclear reactors (NRC 1989). Cook (1991) discusses that while there are some efforts in compensating such a simplistic method by improving the elicitation procedure itself, such as those witnessed for the NRC document (Honano et al. 1990; Wheeler et al. 1989), this type of method is less than optimal as it lacks any attempt to evaluate the quality of experts’ estimates.

Cooke’s classical performance-based weight model

The method proposed by Cooke (1991) is a performance-based weighted averaging model using properties of scoring rules, known as the classical model$^3$. He emphasizes that the fundamental goal of science is to build rational consensus and, therefore, the process of collecting expert assessments must be subjected to the following five basic principles (the first and second principles are later combined as a scrutability/accountability principle (Cooke and Goossens 2000)):

1. **Reproducibility**: All results must be reproducible, with calculation models and data being clearly specified and made available.
2. **Accountability**: The source of data (name and institution) must be identified, and data must correspond to the exact source from which the data are elicited.
3. **Empirical Control**: Experts’ assessments must be, in principle, physically observable.
4. **Neutrality**: The elicitation process must ensure that the actual beliefs of experts be collected (e.g. no punishment or rewards through a self-rating system).
5. **Fairness**: All experts must be regarded equally before the aggregation process.

---

$^3$ The term classical comes from the calibration measure’s close association with classical hypothesis testing.
The classical model is designed to satisfy all these principles of rational consensus. In case of continuous variables, the model requires experts to provide a set of fixed quantiles \( q_r, r = 1, ..., R \), for some unknown variables (seed variables) \( X_1, ..., X_N \). The decision-maker then determines the intrinsic range (lower and upper bound, \([q_l, q_h]\)) of each variable for each expert. The weights for the experts are established by two measures of performance: calibration and information scores. Calibration of expert \( e \), \( C(e) \), is the statistical likelihood that an expert’s quantile assessment corresponds to a set of experimental results.

Let \( p = p_1, ..., p_n \) be the hypothesized probability distribution of a variable over a set of alternatives \( \{1, ..., n\} \), and \( s = s_1, ..., s_n \) be the empirical distribution from \( N \) independent samples (i.e. \( N \) is the number of seed variables) from the distribution \( p \). The discrepancy between \( p \) and \( s \) can be measured by the relative information of \( s \) with respect to \( p \), \( I(s, p) = \sum_i s_i \ln(s_i/p_i) \), \( i=1, ..., n \), where we note that \( P(2N I(s, p) \leq x) \rightarrow \chi^2_{n-1}(x) \) as \( N \rightarrow \infty \). Then \( C(e) \), which is the probability of obtaining a relative information score worse than what has been observed, is obtained as \( C(e) = 1 - \chi^2_{n-1}(2NI(s, p)) \).

The information score, or informativeness, measures the degree to which an expert’s distribution is concentrated relative to some background measure (usually of uniform or log-uniform distribution over an intrinsic range for each variable). The relative information for expert \( e \) on a given variable is obtained as \( I(e) = \sum_i p_i \ln(p_i/r_i) \), \( i=1, ..., n \), where \( r_i \) is the background measure for interval \( i \). The overall information score of each expert is the average of the information scores over all variables.

The weights for the experts (which satisfy the asymptotically strictly proper scoring rules) are then determined as: \( w_e = w'_e / W \), where \( w'_e = C(e) \times I(e) \times I_a(C(e)) \), and \( W = \sum w'_e \) (note: for the level of significance \( \alpha \), \( I_a(C(e)) = 1 \) if \( C(e) \geq \alpha \), and \( = 0 \) if \( C(e) < \alpha, \alpha \in (0, 1) \)).

Given \( w_e \) and each expert’s cumulative distribution function \( F_e \), the combined expert distribution is \( \sum w_e F_e \).

**Modeling Approach 2: Bayesian Models**

Perhaps the most robust technique in combining expert opinion is the Bayesian method. In this method, the decision maker uses experts’ probability assessments as data to update his own prior belief about the distribution of an unknown quantity of interest, according to Bayes’ Theorem. The early framework of the Bayesian aggregation method was provided by Winkler (1968) and Morris (1974, 1977). Winker (1968) discusses his natural conjugate theory, in which prior and posterior distributions belong to the same parametric family of distribution.

Let \( P(x) \) be the decision-maker’s prior probability distribution for some unknown quantity \( x \), and \( P(D|x) \) be the likelihood of some observational data \( D \) given \( x \). Then the decision-maker’s posterior distribution is \( P(x|D) = [P(D|x) \times P(x)] / P(D) \) via Bayesian update.

---

4 Winkler (1986) notes, for example, that all contributors to Morris’ (1983, 1986) axiomatic approach, i.e. Lindley, French, and Schervish, would in principle agree that the modeling approach with Bayesian principles is the most appropriate way to combine experts’ assessments.
Suppose the decision-maker uses the beta distribution to model the prior uncertainty about $x$ and then updates that beta prior on the basis of an observation, i.e. information from each successive expert, then the posterior distribution of $x$ also will be a beta distribution. Knowledge of $D$ and parameters of the prior distribution will immediately lead the decision-maker to his posterior distribution.

Morris’ work (1974, 1977) fully establishes the foundations for the Bayesian paradigm in the analysis of expert judgment. He presents a straightforward aggregation method for the single expert case and the multi-expert case. In general, suppose the decision-maker wishes to make an inference about an unknown quantity $X$, and experts $I, \ldots, e$ provide their estimates of $X$, $x_1, \ldots x_e$. Let $p(x)$ be the decision-maker’s prior probability density for $X$, and $p(x_i, \ldots x_e \mid x)$ be his beliefs about the experts’ assessments as estimates of $X$, i.e. the likelihood function. The primary goal of the decision-maker is to find his posterior density, $p(x \mid x_1, \ldots x_e)$:

$$p(x \mid x_1, \ldots x_e) \propto p(x) \cdot p(x_1, \ldots x_e \mid x)$$

Morris assumed that the experts are independent, and their density functions are represented by a normal distribution with the mean and variance. When independence among the experts is assumed, the likelihood term is simply the product of $p(x_i \mid x)$, $i=1, \ldots, e$:

$$p(x_1, \ldots x_e \mid x) = \prod p(x_i \mid x).$$

Building on Morris’ method, Mosleh and Apostolakis (1986) suggest two practical models for determining the above product.

**Additive error and multiplicative error models**

Mosleh and Apostolakis (1986) express each of the experts’ assessments using the true value of unknown quantity and an error term.

1. Additive error model. The expert $i$’s assessment, $x_i$, is expressed as the sum of the true value of $X$, $x$, and an error $\xi_i$: $x_i = x + \xi_i$ where $\xi_i \sim N(\mu, \delta_i^2)$ and independent ($\mu_i$ and $\delta_i^2$ are the mean and variance determined by the decision-maker to reflect his belief about the expert’s bias and accuracy). The likelihood $p(x_i \mid x)$ of obtaining $x_i$ when the true value is $x$ is the value of the normal density with mean $x + \mu_i$ and variance $\delta_i^2$. Suppose the decision-maker acts as the $e+1$st expert and his prior distribution $p(x) \sim N(x_{e+1}, \delta_{e+1}^2)$. Then the decision-maker’s posterior $p(x \mid x_1, \ldots x_e)$ is normal with mean and variance given as follows:

$$E(x \mid x_1, \ldots x_e) = \sum_{i=1}^{e+1} w_i (x_i - \mu_i) \text{ where } w_i = \delta_i^{-2} / \sum_{j=1}^{e+1} \delta_j^{-2} \text{ and } \mu_{e+1} = 0$$

$$\text{Var}(x \mid x_1, \ldots x_e) = 1 / \sum_{i=1}^{e+1} \delta_i^{-2}$$

2. Multiplicative error model. The expert $i$’s assessment, $x_i$, is expressed as the product of the true value $x$ and an error $\xi_i$: $x_i = x \cdot \xi_i$ where $\ln \xi_i \sim N(\mu_i, \delta_i^2)$ and independent.
Thus, $\ln(x_i) = \ln(x) + \ln(\xi_i) \sim N((\ln(x) + \mu_i, \delta_i^2)$ i.e. $x_i$ is lognormally distributed. Given the decision-maker’s prior distribution $p(x) \sim \text{Lognormal}(x_{e+1}, \delta_{e+1}^2)$,

$$E(\ln(x) \mid x_1, \ldots, x_e) = \frac{\sum_{i=1}^{e+1} w_i (\ln(x_i) - \mu_i)}{\delta_i^2}$$ and $$\text{Var}(x \mid x_1, \ldots, x_e) = 1 / \sum_{i=1}^{e+1} \delta_i^2$$

Note: $X \sim \text{Lognormal}(\mu, \delta^2) \Rightarrow E(X) = e^{\{\exp(\mu + \sigma^2/2)\}}$ and $\text{Var}(X) = e^{\{\exp(2\mu + 2\sigma^2)\}} - e^{\{\exp(2\mu + \sigma^2)\}} = [e^{\{\exp(\mu + \sigma^2/2)\}}]^2 * [e^{\{\exp(\sigma^2)\}} - 1]$

Thus the decision-maker’s posterior expectation and variance are given as:

$$E(x \mid x_1, \ldots, x_e) = e^{\{\exp(\sum_{i=1}^{e+1} w_i (\ln(x_i) - \mu_i) + (1/\sum_{i=1}^{e+1} \delta_i^2\}/2)\}}$$

$$= \prod_{i=1}^{e+1} (\frac{x_i}{e^{\mu_i}})^{w_i} * e^{\{\exp(1/2\sum_{i=1}^{e+1} \delta_i^2)\}}$$

$$\text{Var}(x \mid x_1, \ldots, x_e) = [\prod_{i=1}^{e+1} (\frac{x_i}{e^{\mu_i}})^{w_i} * e^{\{\exp(1/2\sum_{i=1}^{e+1} \delta_i^2)\}}]^2 * [e^{\{\exp(1/2\sigma^2)\}} - 1]$$

**Issues on stochastic dependence**

Winkler (1981) stresses the importance of taking into account the possibility of stochastic dependence in modeling expert opinion. Dependence among experts’ assessments arises when, for example, the experts selected by the decision-maker have worked in the same field or shared similar training and techniques. Dependent opinions are not only redundant, but they can cause a significant impact on the decision-maker’s assessment. The sensitivity of the decision-maker’s posterior density distribution in the presence of high correlations among experts is discussed by Winkler and Clemen (1992) and Clemen and Winkler (1985). Chhibber and Apostolakis (1993) also provide a sensitivity analysis on the use of dependent information sources.

Because of its practicality, an independent normal distribution is assumed for experts’ assessments in many studies that followed Morris’ (1974, 1977) Bayesian approach (French 1980, 1981; Winkler 1981; Lindley 1983, 1985). Identifying a joint likelihood distribution for experts’ probability assessments is considered as one of the difficulties in using a Bayesian method. Some of the recent studies indicate numerous attempts to tackle the issue. Clemen and Winkler (1993) provide a procedure for constructing the joint likelihood function as a product of marginal and conditional likelihood functions. Lipscomb et al. (1998) propose a hierarchical approach to incorporate dependencies among experts, in which experts’ variation is assumed to follow a normal distribution and a sample of experts can be drawn from the second-order distribution. Saaty and Vargas (1998) use the analytic hierarchy process to address dependence symptoms.
The use of copulas is another approach to specifying a likelihood function that seems to have gained some attention in the recent literature (Jouini and Clemen 1996; Yi and Bier 1998; Clemen and Reilly 1999; and Clemen et al. 2000). A copula is a function that is used to join a set of particular marginal distributions, thereby generating a multivariate distribution that carries those marginals. The approach discussed by Jouini and Clemen (1996), for example, shows the following: Let \( f_i(\theta) \) be the continuous density for unknown \( \theta \) provided by expert \( i \), \( F_i(\theta) \) be the corresponding cumulative distribution function, and \( C \) be the copula density function. Then under some conditions, the decision-maker’s posterior distribution is shown as

\[
P(\theta | f_1, ..., f_n) \propto C [1 - F_1(\theta), ..., 1 - F_n(\theta)] \Pi_i f_i(\theta) \quad i=1, ..., n.
\]

Mendel and Sheridan (1989) use the Bayesian method to recalibrate and combine experts’ assessments. Their model does not require experts to follow any particular distribution, and thus offers more flexibility and an ease of implementation. In this model, each expert provides \( R \) quantiles for a variable of interest, which defines \( R+1 \) cells that could be hit by the true value. Given \( n \) experts, an \((R+1)^n\) array is formed, which is considered as a random variable. The decision-maker uses the theory of exchangeability to update his probability distribution for this random variable, before receiving the experts’ advice on the current variable. Information from past assessments and outcomes provides the likelihood of hit in each cell.

**Modeling Approach 3: Psychological Scaling Models (Paired Comparisons)**

The psychological scaling models assume that every expert has some internal value associated with a variable of interest and he/she can only provide his or her qualitative input (no numerical estimates). The decision-maker asks experts to state their preference or views on pair-wise comparisons. This approach originated from the study of estimating intensities of physical stimuli, which later developed into the study of estimating relative intensities of psychological stimuli among experts. Using simulation, experts’ assessments lead to a consensus with confidence bounds. Their inputs are measured for their consistency and concordance (Cooke 1991).

Suppose there are \( n \) experts, and each expert is asked to express his/her preference for one of two events. Let \( A(1), ..., A(t) \) be events to be compared, \( V(1), ..., V(t) \) be the true probabilities of events. Let \( V(i, e) \) denote the internal value of expert \( e \) for event \( i \). If expert \( e \) prefers event \( A(i) \) to event \( A(j) \), (i.e. \( A(i) > A(j) \)), then \( A(i) \) is judged more probable than \( A(j) \) by \( e \), and \( V(i, e) > V(j, e) \). Three models are presented below.

**Thurstone model (1927)**

Assumptions: Normal distribution of internal values over the population of experts

\[
V(i, e) \sim N(\mu_i, \delta_i)
\]

5 An important contribution to the study is the assessment of human error probabilities. See Kirwan (1994), Humphreys (1988), USNRC (1983), and Swain and Guttmann (1983).

6 In addition to the three models shown here, see Pulkkinen (1994) for his various paired comparison methods.
\[ \mu_i = V(i) \]
\[ \delta_i = \delta \quad (\delta_i \text{ does not depend on } i) \]
\[ V(i, e) - V(j, e) \sim N(\mu_{ij}, \delta_{ij}) \quad \text{where} \quad \mu_{ij} = \mu_i - \mu_j \text{ and } \delta_{ij} = (\delta_i^2 + \delta_j^2 - 2\rho_{ij}^* \delta_i \delta_j)^{1/2} \]

Then the probability that expert \( e \) prefers \( A(i) \) to \( A(j) \) is:

\[ P((V(i, e)-V(j, e))>0) = P\{ (V(i, e) - V(j, e) - \mu_{ij})/\delta_{ij} > - \mu_{ij}/\delta_{ij} \} \]

\[ = P(X > - \mu_{ij}/\delta_{ij}) = \Phi(\mu_{ij}/\delta_{ij}) \]

Note: By setting \( x_{ij} = \Phi^{-1}(\text{the percentage of experts who prefer } A(i) \text{ to } A(j)) \approx \mu_{ij}/\delta_{ij} \), and \( \delta_{ij} = 1 \Rightarrow \mu_i - \mu_j = x_{ij} \). Using the least-squares method, the estimate of \( \mu_i \) is obtained as:

\[ \mu_i' = 1/t \star \sum_j x_{ij} \quad j = 1, \ldots, t. \]

**Bradley-Terry model (1952, 1953)**

Assumptions: Each event \( A(i) \) is associated with a true scale value \( V(i) \), and the probability that event \( A(i) \) is preferred to event \( A(j) \), \( r(ij) \), is given by:

\[ r(ij) = \frac{V(i)}{V(i) + V(j)} \]

Experts’ judgments are treated as independent coin-toss trials with the probability of head = \( r(ij) \).

The proportion of experts preferring \( A(i) \) over \( A(j) \) is used as an estimate of \( r(ij) \).

Using the maximum likelihood method (David 1963), \( V(i), i = 1, \ldots, t, \) is given as:

\[ V(i) = a(i) / \sum_j n[V(i) + V(j)]^{-1} \quad (\text{for } j \neq i) \]

where \( a(i) \) is the number of times event \( A(i) \) is preferred to other events by experts. The value of \( V(i) \) is obtained by iteration, which converges to a unique solution.

**Negative exponential lifetime (NEL) model**

This model is used specifically for estimating constant failure rates. For each pair of independently-operating components, the decision-maker asks experts which one of the two components will fail first. Component \( A(i) \) is assumed to have an exponential life distribution with failure rate \( r(i) \), and all components are assumed as good as new at time \( t = 0 \). Thus, the probability that \( A(i) \) fails before time \( T \) is:

\[ P(A(i) < T) = \int_0^T r(i) e^{-r(i)t} \, dt \quad (t = 0 \text{ to } T) \]

And the probability that \( A(i) \) fails before \( A(j) \) is \( P(A(i) < A(j)) = r(i) / [r(i)+r(j)] \). The solution is obtained in a similar manner as in the Bradley-Terry Model.

The paired comparison models are appealing in that experts are not required to be familiar with numerical assessments and the overall elicitation process is relatively simple. They have, however, disadvantages such as requiring a large number of experts and forcing stringent
assumptions about experts’ underlying assessment mechanisms. Cooke (1991) notes that the paired comparison approach has a difficulty in satisfying the principle of empirical control. The goodness-of-fit tests used in the paired comparison models examine the fitness of experts’ assessments against modeling assumptions, but not against the empirical values. The confidence intervals obtained through the models reflect uncertainty due to the choice of experts, and do not reflect uncertainty due to modeling assumptions.

Conclusions

The three modeling approaches presented in the paper have all been used in some real-life situations. Each approach clearly has advantages and disadvantages, for example, as seen in the case of the Bayesian modeling approach that has mathematical sophistication but suffers from limitation in its practical application. A general agreement appears to be that there is no single all-purpose aggregation method for expert opinion.

In their critical review of several case studies involving the use of expert opinion, Mosleh et al. (1988) note that while there is evidence that expert opinion can be highly beneficial in probabilistic risk analysis, little attention has been paid to structuring the elicitation process. Although empirical evidence indicates that mathematical methods of aggregation generally yield better results than behavioral methods, the latter methods are often perceived appealing, particularly when experts have knowledge in different areas and the synthesis of their expertise is needed. Based on a case study that successfully assessed seismic hazard rates using expert opinion, Mosleh et al. (1988) show the use of a multiple-team approach with mathematical aggregation as one of the most promising methods in dealing with such a problem.

As decision-makers in general tend to use the most convenient aggregation methods of their choice (and not necessarily the most appropriate), Cooke and others call for formalizing the elicitation process and using expert opinion by ensuring the basic principles of rational consensus (i.e. satisfying reproducibility, accountability, empirical control, neutrality, and fairness in resulting assessments), which seems truly timely and appropriate.

In order to support the practical application of expert analysis, two relevant software programs have been developed by the Department of Mathematics at Delft University of Technology. EXCALIBUR (from Expert CALIBRation) is a Windows program for expert judgment analysis. It allows the user to input experts’ quantile assessments and parameters, and combine their assessments based on equal weights, user weights, and expert performance-based weights (Cook 2001, 1991). UNICORN is a software package for uncertainty analysis. It is designed for dependence modeling with high dimensional distributions, including graphic features, such as cobwebs (Cooke 1995). Both programs are designed to facilitate the formal procedure of expert analysis, which is based on the principles of rational consensus.
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