In a common year, inflation data for several years are needed to update their values. The estimated value of $1.90 (expressed in 2011 dollars adjusted for purchasing power parity, or PPP) requires an average of 14 years of inflation data from each of the 15 countries in the reference group, some of which have had lapses in the consistency of their inflation measures. Errors in inflation data can similarly change the poverty classification of tens of millions of people.

Another concern is whether national poverty lines from past decades are too frugal or outdated for assessing societies’ views of basic needs. Are old poverty lines relevant for today's international poverty line?

In a recent paper Jolliffe and Prydz construct a new set of national poverty lines that help inform many issues related to global poverty measurement, including analysis on the relevance and robustness of the $1.90 international poverty line. They derive a set of national poverty lines that are more recent, represent more countries, and directly correspond with national poverty counts as reported by the World Bank for monitoring the Millennium Development Goals and the Sustainable Development Goals.

The authors’ approach is based on estimating national poverty lines by combining national poverty headcounts with corresponding consumption and income distributions as reported in the World Bank’s PovcalNet database (a public research tool for international poverty estimation).
Global Inequality between 1988 and 2008 and the “Elephant Graph”

The global growth incidence curve (or “elephant graph”) reveals the contrast between fast growth in Asia and slow growth in the West.

A recent paper by Lakner and Milanovic presents new evidence on global inequality. The paper uses a newly compiled and improved database based on national household surveys from 1988 to 2008 and with data drawn mostly from the World Bank’s PovcalNet database and the Luxembourg Income Study. Every person in the world is assigned the average income of his or her income decile. Incomes are measured on a per capita basis and adjusted for differences in purchasing power across countries.

The data show that global income inequality remains high compared with inequality within countries: between 1988 and 2008 the global Gini index declined only slightly, from around 72 to 70. But global inequality may be even higher than this measure indicates. Household surveys often fail to measure top incomes accurately—and as a result, might underestimate inequality and fail to notice changes in inequality at the very top of the distribution. The paper is the first analysis of global inequality that tries to adjust for missing top incomes. It approximates top incomes by the gap between national accounts consumption and survey means, in combination with a Pareto-type imputation of the upper tail. This results in an estimated global Gini index that is much higher, at nearly 76 in 2008, and the downward trend almost disappears.

Differences in average income between countries remain the most important source of global inequality. While this source of inequality has declined, thanks to the strong growth in some parts of Asia, it still explains around three-quarters of global inequality as measured by the Theil-L index. On the other hand, (population-weighted) inequality within countries has increased, both in levels and as a share of global inequality.

The paper’s main results are summarized in the elephant graph, Fig. 1, which has come to be known as the “elephant graph.” The figure reflects the income growth rate for different percentiles of the global distributions between 1988 and 2008. Growth has been distributed such that it was fastest for percentile groups just above the global median (at around 3 percent a year), followed by the global top 1 percent, while the 80th percentile saw very little growth.

Because of churning in the global distribution, the country composition of the global percentile groups tracked by the anonymous GIC can change over time. For example, many Asian decile groups have seen faster growth than the rest of the global distribution and thus occupy higher global percentiles in 2008 than in 1988. The quasi-non-anonymous GIC in Figure 1 controls for such churning as well as for differences in population growth rates. Specifically, this curve keeps a country-decile fixed at its 1988 position and shows what growth it experienced over the next 20 years. Even after controlling for such churning in the global distribution, the growth rate dips around the 80–85th global percentile.

There were some 207 million people around the 80–85th percentile in 1988. About 172 million (more than 80 percent) were from today’s OECD countries. Even if the formerly Communist economies are dropped, there are still 145 million people (or 70 percent) from the “old rich” economies. While figure 1 shows relatively large gains for the part of the distribution around the median, these gains are measured in relative (percentage) terms. Precisely because global incomes are distributed very unequally, the absolute gains are much greater for higher percentiles. While average per capita income increased by PPP$25,000 for the top 1 percent between 1988 and 2008, it increased by only PPP$400 at the global median. Thus 44 percent of the increase in global income between 1988 and 2008 went to the top 5 percent of the world population.

Figure 1. Growth Incidence, 1988–2008
Annual growth rate of real PPP income (%)

Note: The anonymous GIC shows the growth rate for each ventile (as well as the top 1 percent) of the global distribution, ignoring changes in country composition. For 63 countries observed in 1988 and 2008, the quasi-non-anonymous GIC plots growth for a country-decile against its position in the 1988 global distribution.

Challenges in Counting the World’s Hungry

Variations in the way household surveys measure food consumption lead to big differences in estimates of hunger

Global numbers on the prevalence of hunger are widely followed, not least because ending hunger is the second of the 17 Sustainable Development Goals. But both the standard approach to estimating these numbers and an alternative that has been increasingly promoted face measurement challenges. These raise questions about the cross-country validity of both approaches as currently practiced, according to findings in a recent paper by De Weerdt, Beegle, Friedman, and Gibson.

The use of household survey data is fundamental in both approaches. The standard approach combines mean per capita food consumption derived from national food balance sheets (FBS) with estimates of the distribution of caloric intake (caloric variance) across households that are based on household survey data. The alternative relies solely on household consumption and expenditure surveys (HCES), measuring hunger directly as a function of the observed total household food consumption (in relation to estimates of household caloric need).

For both the FBS and HCES methods, one challenge is the wide variation in the design of household consumption surveys around the world. The variation occurs in many dimensions, including these:

- The method of data capture, which is typically either diary or a recall questionnaire.
- The reference period over which consumption is measured, which can vary from one day to one week to one month.
- The degree of commodity detail, which can range from a handful of aggregate commodities to more than 400 relatively detailed commodities.

Using a consumption survey experiment in Tanzania, the authors study the implications of survey design for the measurement of hunger. It turns out that hunger estimates are even more sensitive to survey design than total consumption estimates are, because most of the design differences in global practice are due to differences in how food consumption is measured. For example, a review of consumption surveys from more than 100 countries finds that while the most common recall period for food consumption is seven days, the seven-day recall is used in only 31 percent of the surveys.

The study explores the net effect of reporting error arising from seven different, very common designs of consumption survey, including one that the authors consider to be the survey “gold standard”—an intensively supervised personal diary with detailed cross-checks across household members. Because the study is a randomized within-village experiment that has good covariate balance and extends over an entire calendar year, the results are not subject to seasonal or community-level confounders. The only difference in population hunger numbers should be due to the particular survey design administered. And what a difference it is.

The average estimated daily per capita (kilo)calorie intake ranges from 1,794 to 2,677, depending on the survey module. As a consequence, the estimated prevalence of hunger, based solely on HCES data, ranges from 19 to 68 percent (table 1). This wide range in prevalence translates into a difference of more than 23 million people in Tanzania, a country with a population of 45 million according to the 2012 census.

And it’s not just prevalence estimates that are influenced by survey design. The targeting of the hungry will also be affected. The hunger profiles suggested by each module differ because the hunger indicator varies significantly with household size, wealth, education, and other measures. For example, relative to the gold standard, recall surveys underestimate hunger as the household grows richer, but overestimate it as the household increases in size. Therefore, simple mean correction factors for each module would not be sufficient when comparisons need to be made across population groups with different characteristics. This study’s analysis could potentially be used to make corrections, though it would be difficult to measure and control for all relevant characteristics. Perhaps the bigger challenge is to determine the extent to which any correction factor estimated from this study can apply to different contexts and countries (for example, settings with different income levels or staple foods).

<table>
<thead>
<tr>
<th>Type of HCES design</th>
<th>Mean kilocalories per capita</th>
<th>Hunger prevalence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long list of 59 food items; 14-day recall</td>
<td>1,794</td>
<td>68</td>
</tr>
<tr>
<td>Long list of 59 food items; 7-day recall</td>
<td>2,129</td>
<td>48</td>
</tr>
<tr>
<td>Short list of 17 food items; 7-day recall</td>
<td>2,066</td>
<td>48</td>
</tr>
<tr>
<td>Long list of 59 food items; usual 12-month recall</td>
<td>1,909</td>
<td>59</td>
</tr>
<tr>
<td>14-day household diaries with frequent visits</td>
<td>2,412</td>
<td>27</td>
</tr>
<tr>
<td>14-day household diaries with infrequent visits</td>
<td>2,517</td>
<td>23</td>
</tr>
<tr>
<td>14-day individual diaries with frequent visits</td>
<td>2,677</td>
<td>19</td>
</tr>
</tbody>
</table>

a. Because the 17 foods account for 77 percent of the food budget, calorie availability is scaled up by 1/0.77.

(continued on page 11)
Incentive Effects of Antipoverty Programs

Does China’s targeted antipoverty program trap participants in poverty by creating disincentives for them to earn additional income?

Targeted social policies aimed at reducing poverty are widespread today, both among rich countries and, increasingly, among emerging middle-income economies. Concerns about their incentive effects have long been prominent. Do they create disincentives for participants to earn more income, leading to a poverty trap?

This long-standing debate is relevant to a major new antipoverty program in China.Introduced in the 1990s, the Minimum Livelihood Guarantee program—popularly known as the Dibao program—covered about 21 million people in urban areas and 54 million in rural areas by 2013.

The Dibao program is aimed at providing locally registered urban households whose per capita income falls below a predetermined local poverty line with a transfer payment sufficient to bring their income up to that line. The program’s design implies that participants who have a small increase in nonprogram income would face an equal reduction in program receipts—say, a 100 percent benefit withdrawal rate (or marginal tax rate). Incentives to escape poverty would be weak or absent. But there are many reasons why the actual benefit withdrawal rates of an antipoverty program might differ from the nominal rate. In the Dibao program one possible reason is the scope for local discretion and innovation.

In a recent paper Ravallion and Chen study the Dibao program with the goal of assessing whether it has created a poverty trap—whether it operates in practice in the ways that its formal rules suggest. The paper focuses on the problem of estimating the mean benefit withdrawal rate, given by the average rate at which transfer receipts respond to differences in household income.

Most methods of calculating the benefit withdrawal rate found in practice have either calculated the transfers or taxes implied by the formal rules or calculated conditional means of actual transfers or taxes at each level of net income. It is well recognized that behavioral responses can invalidate either method. The authors study the bias in statistical estimates of the benefit withdrawal rate induced by latent incentive effects and income measurement errors. They also identify a third source of bias (not previously discussed in the literature): correlated incidence heterogeneity. For example, on moral grounds program administrators may resist reducing the benefits of the poorest family when its income rises slightly. The extent to which this happens will naturally vary with the amount of local discretion.

The authors offer a new approach to estimating average benefit incidence that can be implemented with essentially the same data as prevailing methods of nonbehavioral benefit incidence analysis, but without ignoring incentive effects and measurement errors. In a departure from past work they focus directly on a key policy parameter, the benefit withdrawal rate. The key assumption is that incentive effects and classical measurement errors affect only certain lagged income components but that these still have predictive power for isolating exogenous variation in total income net of transfers or taxes. This justifies an instrumental variables estimator for the mean benefit withdrawal rate.

To implement this approach, the authors use a specially designed and commissioned survey to study the Dibao program. The results suggest a sizable bias in the benefit incidence picture that is implied by either the formal rules or the usual statistical practice of calculating conditional means at different net incomes. The estimated mean benefit withdrawal rate is much lower than the program’s formal rules suggest, yet about twice that implied by the standard statistical approach.

By focusing on the key parameter for policy design, the authors also offer some insights for policy reform in the light of the literature on optimal taxation. In theory, the Dibao program’s design is ideal for protection from poverty but bad for promotion out of poverty because it imposes a 100 percent marginal tax rate on poor participants—a poverty trap. But the authors find no sign of this in the data. Indeed, the benefit withdrawal rate appears to be quite low when compared with the range of values suggested by optimal tax studies. Incentives for promotion appear to be strong, but performance in protection is weak.

The authors argue that the reason may be found in local implementation practices. Local agents implicitly put a far higher weight on promotion than implied by the program’s design. But the data indicate heterogeneity in this, with richer cities tending to put higher weight on protection and poorer cities appearing to have a greater problem with participant capture. One possible explanation is that richer cities have more professional local administrators, less prone to participant capture.

The key policy conclusion is that the Dibao program is unlikely to provide a strong disincentive for participants to earn extra income. Incentive effects appear to be more serious than presumed by standard nonbehavioral benefit incidence analysis but still much less severe than basic incentive theory would suggest. Indeed, the findings suggest that reforms to the program should strive for a higher benefit withdrawal rate in local implementation, alongside expanded coverage.
Importing High Food Prices by Exporting

In Lao PDR, which uses export controls to keep rice prices stable, prices are more likely to rise after a good harvest than a bad one

Rapidly rising staple food prices are a challenge in many developing countries: they directly affect poor households, which often spend more than half their income on food, and they increase the risk of food riots and political unrest. Rice trade policy is therefore often not guided by economic principles alone, and many decisions tend to be highly politicized.

In the Lao People’s Democratic Republic, one of the least developed countries in Southeast Asia, glutinous (sticky) rice consumption provides almost 70 percent of calorie and protein intake. In 2010 the price of rice in the country increased by more than 50 percent, leading the government to impose a ban on the export of rice. The ban lasted only until February 2011, yet it was widely criticized by economists and multilateral organizations. Evaluating whether this criticism was justified or not requires a complete picture of how staple food prices are determined.

Lao PDR has an extensive set of controls on international rice trade, at both the national and provincial level. The central government has the responsibility for maintaining stable rice prices and can both impose trade bans and release stocks to prevent price increases. In general, however, decisions about international trade are made at the provincial level, though this is not allowed by the World Trade Organization. Because prices in neighboring countries are higher than in Lao PDR, a temporary removal of an export ban in one province is likely to generate both increased exports and interprovincial trade.

In a recent paper Durevall and van der Weide evaluate the drivers of glutinous rice prices and the reason for recent price spikes in Lao PDR, using data on prices, exports, and harvests. The focus is on the role of exports to Thailand and Vietnam, the country’s main trading partners. The study provides a number of insights. First, Lao PDR imports rice price changes in the long run by exporting its rice to Thailand and Vietnam. Second, rice prices in Lao PDR are considerably lower than in Thailand and Vietnam, despite the evidence of market integration. Third, and most interestingly, good harvests and large exports result in higher domestic prices later in the year. This is consistent with export controls being relaxed after good harvests, presumably to prevent sharp price falls, triggering a surge in exports early in the season that leaves stocks depleted ahead of the next harvest.

The use of export controls with the aim of maintaining stable and affordable prices is common in developing countries with a potentially exportable staple food. In Lao PDR this policy creates two regimes: a no-trade regime in which prices are determined primarily by domestic factors (there is also illegal trade) and a trade regime in which they are close to the (higher) international prices. When there is a good harvest and an opportunity to export, millers (the main traders) wish to sell as much as possible. Stocks therefore tend to decline fast in a surplus market because of the easing of controls, which produces a larger than normal price increase at the end of the season.

Why do millers not behave as if they expect a price spike at the end of the season and thus store rice during the year? One conjecture is that the scope for storage is limited by uncertainty resulting from a combination of segmented markets, the irregularity of the export opportunities, and the potential risk of government intervention. Millers get the opportunity to sell large quantities of rice abroad only occasionally, and because they do not know how long it will last, they sell as much as they can.

Lifting the trade restrictions permanently would then seem to be a natural policy option. The expectation is that this would raise domestic rice prices by reducing the price gap with Thailand and Vietnam, and thus significantly increase incomes from agriculture and stimulate modernization of the sector. Indeed, there is emerging evidence that many poor households also become better off in the medium term as the benefits from the agricultural expansion eventually trickle down, likely in the form of greater demand for farm workers and higher rural wages. But the benefits of this indirect effect are of course uncertain. Some intermediate solution that protects the poor may therefore be advisable. Cash or food transfers are one policy option for protecting vulnerable households against rising food prices.

However, trade liberalization may not be politically feasible because of its distributional consequences, as evidenced by the number of governments that use trade policies to influence food prices. Adopting a variable export tax with transparent rules may be a viable second-best policy option. Ideally, once economic growth has reduced the dependence of most poor households on glutinous rice, export restrictions can be fully dismantled.

The Decision to Invest in Child Quality over Quantity

Family size matters for household investment in education in Vietnam: parents with fewer children spend more per child on tutoring

Over the past four decades there has been much study of the relationship between household choices on the quantity and quality of children. The hypothesis driving the literature is that parents make trade-offs between the number of children they bear and the “quality” of those children—shorthand for the amount of investment that parents make in their children’s human capital. If this hypothesis is true, it has implications for policies aimed at increasing economic growth and reducing poverty. For example, this could motivate policy makers to work on policies aimed at helping couples avoid unwanted births or subsidizing birth control.

A recent paper by Dang and Rogers investigates a new measure of households’ investment in their children: private tutoring (or extra classes) in mainstream subjects at school in which children are tested. Private tutoring is now widespread in many countries and may be an especially good measure of a household’s decision to invest voluntarily in children’s human capital—compared with enrollment, for example, which may also reflect exogenous factors such as compulsory schooling laws. Evidence indicates that private tutoring improves students’ academic performance in a number of countries.

Given the rapid expansion of educational attainment around the developing world, the tradeoffs that households make between the quantity and quality of children may increasingly manifest themselves outside the formal education system. Indeed, this is likely in developing and richer countries alike. In response to the widening inequality in the United States, for example, there have been calls for more summer and extracurricular programs boosting the skills of low-income students, to help level the playing field between these students and their richer peers.

Moreover, in countries where the private-school sector is almost nonexistent (at least at the pre-tertiary level), such as Vietnam, private tutoring represents a type of flexible household education investment that is most likely to be the equivalent of household investment in private education in other contexts. Vietnam also offers a particularly interesting case study because it has undergone rapid change in fertility and educational attainment, with fertility falling sharply at the same time that educational attainment has been rising rapidly. The government has paid much attention to family planning and has promulgated policies over the past 50 years encouraging (and, for government employees, requiring) families to restrict their number of children to one or two, but very few if any studies rigorously investigate the quantity-quality tradeoff for this country.

To identify the causal impacts of family size on household investment in private tutoring in rural Vietnam, the authors use as an instrument the distance from the household’s commune to the nearest family planning center. In contrast to those used in most previous studies, this instrumental variable allows them to study the effects of family size for families with one child or more. The authors also provide the most comprehensive empirical investigation to date of different aspects of household investment in private tutoring for each child.

On the conceptual front, the authors explicitly investigate the nexus between private tutoring and regular school—particularly the absolute and relative differences between household investments in regular school and those in private tutoring—which has not been examined before. They also slightly extend the standard Becker-Lewis quantity-quality tradeoff framework to provide further insights that can then guide the empirical analysis, which uses data from three rounds of the Vietnam Household Living Standards Survey (2002, 2006, and 2008).

Estimation results indicate that each additional sibling reduces a rural household’s investments in a child’s schooling as measured through a variety of indicators: it reduces education expenditure by 0.4 standard deviations and tutoring expenditure by 0.5 standard deviations; it decreases the child’s probability of being enrolled in tutoring by 32 percentage points; and it cuts the average time spent on tutoring by 74 hours a year and the number of years of tutoring by 1.4. With respect to the differences between investments in tutoring and regular school, estimation results show that one more sibling reduces by 31 percentage points the probability of attending tutoring (unconditional on whether the child is enrolled in school or not), reduces by 243,000 dong (about $15) the amount spent on education net of tutoring expenditure, and reduces by 8 percentage points the share of tutoring expenditure in education expenditure and by 20 percentage points the years attending tutoring as a share of completed years of schooling.

These results provide considerable support for the quantity-quality tradeoff in the Vietnamese context. The analysis also suggests that compared with traditional indicators such as enrollment, data on tutoring may be a more illuminating indicator of parents’ willingness to invest in the quality of education of their children and can offer a promising avenue of research in other contexts.

Supporting Parents to Improve Preschool Outcomes

For informal preschools in resource-poor settings, integrating support of parenting can be more effective than simply improving classroom quality

Lack of adequate preparation is among the key risk factors for poor performance in primary school. In recognition of this, the Sustainable Development Goals call for all children, by 2030, to have access to quality early childhood development, care, and preprimary education so that they are ready for primary education.

A common approach to trying to improve children’s outcomes centers on increasing enrollment in preschool programs or trying to improve the quality of existing programs. Research has shown that being assigned to higher-quality classrooms in kindergarten can modestly increase test scores among children. But an evaluation of Chile’s Un Buen Comienzo (A Good Start), a large-scale, randomized study of an effort to improve the quality of preschool education, showed that while the program led to significant improvements in many classroom characteristics and teacher behaviors, it had no effects on children’s language or literacy skills.

Another approach revolves around support of parents. A study in Mexico found positive effects on child development from group-based parenting support, as did a similar study in Colombia that used a home-visiting approach.

In a recent study using a cluster-randomized controlled trial, Özler, Fernald, Kariger, McConnell, Neuman, and Fraga tested the effectiveness of teacher training at informal schools in a resource-poor setting. The aim was to assess whether such school-based interventions are more effective in improving early childhood development and primary school readiness when combined with group-based parenting training.

The study focused on community-based childcare centers in Malawi, which are estimated to serve more than half a million children in around 5,000 communities across the country. These centers generally have poor-quality facilities, lack basic play and learning materials, and operate for a few hours each weekday morning—and they are run by teachers who are typically untrained and unpaid and have a low level of education. To support early childhood development and learning, the government decided to improve the supply of play and learning materials in these centers and provide teachers with additional training and mentoring.

The study designed an experiment in which the control group received only a standard kit of supplies from UNICEF, while a second arm also received teacher training and mentoring. In a third arm the trained teachers were assigned to receive a small monthly stipend during the first school year following the intervention, intended to increase retention and motivation among these otherwise unpaid workers. In the fourth and final arm of the trial the school-based teacher training program was complemented by a 12-module, group-based, parenting education program for the primary caregivers of the children enrolled at the center. This model is less costly than stand-alone home-visiting programs, and because the newly trained teachers and mentors in the community deliver the group-based parenting training, it can be easily and inexpensively scaled up.

Primary child outcomes improved at the 18-month follow-up, but only in the treatment group receiving the integrated intervention—with teacher training and parenting education. Children in this group had significantly higher scores in an assessment of language skills, and they exhibited more pro-social behaviors than both the control group and the teacher-training-only group. The gains at the child level from the added parenting education were accompanied by substantial improvements in family care indicators, such as how many times a day primary caregivers read to children or played with them.

Teacher training alone (or with monthly stipends for retention) did not improve children’s outcomes, despite significant improvements in the classroom environment and teacher behaviors. Moreover, a rich battery of child assessments, conducted 36 months after baseline, showed no treatment effects among the six- to eight-year-old children in any treatment arm, indicating a substantial fade-out of program impacts in the integrated intervention.

The findings echo those of Chile’s Un Buen Comienzo, which also found that improvements in classroom quality did not translate into improvements in child-level outcomes at the end of the two-year teacher training intervention. Both the study in Chile and the one in Malawi highlight the difficulty of converting program-induced improvements in classroom quality into better child outcomes.

The trial in Malawi combined the two main existing approaches to early childhood investments—preschool quality improvements and parenting support—which had not previously been tested together. It found promising evidence that this approach can improve children’s outcomes over and above teacher training—at least in the short run.

In addition, the trial design allowed the study to identify the causal effect of exogenously improving classroom and parenting quality on child development outcomes. The analysis suggests that in this context, improving classroom quality had only a negligible impact while improving parenting quality had significant and large effects. The results suggest that group-based parenting support can have significant benefits for child development in an informal preschool setting, but that the early benefits faded over time.

Can Conditional Cash Transfers Improve Child Nutrition?

Evidence from the Philippines suggests that conditional cash transfer programs can reduce severe malnutrition among children

Conditional cash transfer (CCT) programs are a central pillar of social protection policy in developing countries. These programs typically make the receipt of benefits conditional on such behaviors as use of health services or school attendance—with the aim of fostering income growth through investments in health and schooling while also addressing existing poverty.

In the two decades since Mexico’s PROGRESA program introduced cash transfers linked to participation in health services for low-income households, the impact of such targeted social protection programs has been assessed on a range of outcomes. Virtually all those that have included incentives to use health services have led to greater participation in preventive health and nutrition activities. On average, however, these programs have not led to similar improvements in nutritional outcomes for children. In particular, they have generally failed to reduce stunting, a measure of chronic child malnutrition: an analysis of 17 programs that combined conditional and unconditional cash transfers shows an effect size that is neither statistically significant nor biologically meaningful.

There are many possible reasons for this disconnect between the success of CCT programs in improving health care utilization and their limited impact on nutritional outcomes for young children. One reason is that many evaluations have focused on programs in Latin American countries with a relatively low prevalence of stunting or underweight. Another is that the evaluations often are conducted for a relatively short period and therefore cannot capture cumulative effects. In addition, most studies include all children under age five and thus include both those in the period of greatest risk of growth faltering—that is, children under age two—and those who may be less responsive to interventions at health care facilities. Including older children, and therefore those whose height is less responsive to nutritional interventions, may mask the program impact when the period of study does not include the first months of the child’s life. But the issue is not only one of research design; the quality of health services may also limit the extent to which the use of services translates into a nutritional impact.

In a recent paper Kandpal, Alderman, Friedman, Filmer, Onishi, and Avalos use data from an experimental evaluation of the Philippine CCT program to explore the effects of CCTs on child nutrition. They focus on children in the vulnerable age group of 0–3 years in a high-malnutrition setting. The Philippine program provides cash transfers to poor households with children ages 0–14 conditional on investments in child health and education as well as use of maternal health services.

Eligible households that satisfy compliance conditions receive a combination of health grants and education grants every two months. The grants range from $11 to $32, depending on the number of eligible children in the household. The maximum monthly transfer represents 23 percent of beneficiaries’ household incomes.

The authors estimate treatment effects in 65 treated and 65 control villages, using data collected after 31 months of implementation. To capture the range of potential impacts, they analyze a number of outcomes: standardized measures of child height-for-age and weight-for-age; stunting and severe stunting, which reflect deficits in height-for-age, and underweight and severely underweight status, which reflect low weight-for-age. They also assess the impact on perinatal care, institutional delivery, presence of skilled birth attendants, breastfeeding practices, immunization, growth monitoring and deworming, care-seeking, and children’s intake of foods that are rich in protein.

Results show that the CCT program led to a 15 percent improvement in height-for-age and a 40 percent reduction in severe stunting in children. In considering some behavioral changes that may explain these gains in nutritional outcomes, the authors document improvements in the utilization of perinatal care, though no changes in the rate of institutional deliveries, presence of skilled birth attendants, or breastfeeding practices. In addition, poor children ages 0–3 in treated villages were more likely to have received age-appropriate health services, including growth monitoring and immunizations, in the previous six months.

Infant and young child feeding practices also appear to have been affected, with young children in treated areas being more likely to consume eggs and dairy than children in control areas.

The Philippine CCT program may have been effective at improving child nutrition for several reasons. Increased income from the cash transfer may have facilitated an improvement in diet diversity, while the program conditions, by promoting timely perinatal care and regular growth monitoring and health service use, may have led to increased diet diversity and clinical counseling. Finally, the information provided through the enforcement of program conditions may have combined with the additional cash to result in greater investments in children’s welfare and improved health and sanitation.

Globalization, Comparative Advantage, and Fertility Decisions

Countries that have a comparative advantage in sectors with a greater demand for female labor also have lower fertility. The authors’ main thesis thus combines the hypothesis that fertility is affected by women’s opportunity cost of time with the insight that this opportunity cost is higher in countries with a comparative advantage in industries that have a higher demand for female labor.

The authors provide empirical evidence for this phenomenon using industry-level export data for 61 manufacturing sectors in 145 countries over five decades. They combine the classification of industries according to their intensity of female labor use with data on countries’ export shares to construct, for each country and time period, a measure of its female labor needs of exports. This index captures the degree to which a country’s comparative advantage is in female-intensive sectors. The measure is used to show empirically that fertility is lower in countries with a comparative advantage in female-intensive sectors.

One way to provide a simple illustration of the results is to compare countries with the largest positive and negative changes in female labor needs of exports between the 1960s and today. For the countries with the largest observed increases in female labor needs of exports, the common pattern is that they change their specialization from agriculture-based sectors to wearing apparel. In Cambodia, for example, 80 percent of exports in the 1960s were in food products sectors. By the 2000s, 85 percent of Cambodian exports were in wearing apparel. Since food products sectors are right in the middle of the distribution of female intensity, and wearing apparel is the most female-intensive sector, this type of change in specialization will lead to large increases in female labor needs of exports.

The largest observed decreases in female labor needs of exports are driven by the discovery of natural resources. For example, Niger was an agricultural exporter in the 1960s, with nearly 80 percent of exports in food products. By the 2000s more than 60 percent of Niger’s exports were in refined petroleum products and nuclear fuel. The natural-resource-based sectors are among the least female-intensive, with a share of female workers in total employment of 11–13 percent. This explains why countries with major shifts toward natural resources show a reduction in their female labor needs of exports.

This pattern is more general. Analysis controlling for income, overall trade openness, and regional location shows a pronounced negative relationship between fertility and female labor needs of exports.

Fertility is an economic decision, and like all economic decisions it has long been considered an appropriate—and important—subject of analysis by economists. It is now clear that international trade—or, more precisely, comparative advantage—matters for fertility decisions. The authors’ results emphasize the heterogeneity of the effects of trade on countries’ industrial structures and gender outcomes. From a policy perspective, the results suggest that it will be more difficult for countries with technology-based comparative advantage in male-intensive goods to undertake policy measures to reduce the gender gap in labor market conditions, potentially leading to a slower pace of women’s empowerment. In an increasingly integrated global market, the road to female empowerment is paradoxically very specific to each country’s productive structure and exposure to international trade.

Experimental Justice Reform

A new, experimental approach to justice reform seeks to foster inclusive decision-making and pragmatic, locally based solutions.

Adam Smith famously declared in 1755, two decades before the publication of *The Wealth of Nations*, that little more was required “to carry a state to the highest degree of opulence from the lowest barbarism but peace, easy taxes and a tolerable administration of justice…” More recently a remarkably broad set of actors, across the political spectrum, have endorsed building and maintaining “the rule of law” as a primary issue facing every country. Indeed, in 2010 then World Bank president Robert Zoellick argued at a major conference that “the rule of law must be at the center of the development agenda.”

One might imagine that a high-priority development goal ostensibly uniting an otherwise unlikely assortment of constituencies would be grounded in a robust foundation of theory, method, and evidence—or at least a steadily expanding record of practical achievement. If anything, however, the law and development field has been beset from the outset by trenchant critique of its dominant approach, “legal transplanting,” in which the forms of institutions, codes, and procedures from one (usually high-income) country are introduced into another (usually low-income) country. Faced with the challenge of building or enhancing a legal system in the aftermath of a civil conflict, for example, orthodoxy as funded by international donors may focus on constitutional reform, redrafting legal codes, overseeing elections, building courthouses and jails, training police officers and prosecutors, and upgrading administrative systems (for example, providing the latest software for tracking cases).

All these tasks, importantly, can be funded, procured, and implemented in ways entirely consistent with bureaucratic imperatives back in the capital cities of donor countries. They will reliably generate a seemingly impressive array of discrete “deliverables” that can be readily photographed, counted, tracked, aggregated, and compared. From both an accounting and an accountability perspective, such tasks raise few red flags and, after a time, enable senior managers to present a coherent, even compelling, narrative to skeptical politicians and voters of how public resources were spent in sensible ways in response to a clear and present development challenge.

According to an assessment by leading analysts of the field, however, the actual achievements of legal transplanting are fragile at best. Echoing misgivings dating back to at least the 1970s, a high-profile review in 2008 argued that thinking of law as a readily transferable technology is a serious error—because law consists of institutions deeply embedded in particular political, economic, and social contexts.

Since roughly 2000 an array of different organizations have sought to heed calls to explore a completely different approach to justice reform—an approach that Desai and Woolcock, in a recent article, term “new experimentalism.” For these organizations the aspirational goal has been to explore the experience of justice-seeking from diverse perspectives, incorporating in particular the experiences and aspirations of users (for example, those seeking to access a prevailing justice system), mid-level public authority, sovereign administrative authority, and transnational private interests; to help forge and protect a political space in which locally generated evidence can inform (more) equitable contests between those representing these multiple voices, and to engage in iterative problem-solving (as opposed to solution-selling) in response to concerns nominated and prioritized by these users (as opposed to foreign experts).

New experimentalist approaches to justice reform thus diverge from orthodoxy in two key ways: they steward an inclusive process of decision-making around inherently contentious issues (such as land and natural resources), and they seek to ensure its equitable functioning through the use of regular feedback grounded in locally generated data. New experimentalism incorporates a pragmatic orientation when describing the nature of its participants but also positions the development practitioner as relatively nonideological (with some commitment to liberal process norms), consistently self-critical, and able to produce different kinds of information and translate it into politically salient action for different kinds of audiences. Such practitioners are embedded “organizational entrepreneurs” rather than distant technical specialists.

A leading instantiation of this alternative approach is the World Bank’s Justice for the Poor program (J4P). Now 14 years old, J4P can claim significant achievements in terms of its global impact on the theory and practice of justice reform, seeking more to influence at scale rather than operate at scale (such as through its contribution to numerous *World Development Reports* and the work of other advocacy groups such as the World Justice Project). It remains to be seen whether these initial gains can be more formally routinized into everyday practice within and beyond the World Bank, but doing so will entail remaining true to its own founding principles of regular self-critique.
Estimating International Poverty Lines

Because PovcalNet harmonizes its measures of well-being in per capita terms, the resulting national poverty lines are also in per capita terms. Matching the poverty lines with reported poverty headcounts and harmonizing the lines in per capita terms helps to overcome comparability problems with previous databases of national poverty lines.

The resulting database provides 864 national poverty lines covering 129 countries, more than a tenfold increase over the database of national poverty lines used to estimate the $1.90 line. Most of these 864 national poverty lines, and most of the countries, are bunched together at relatively low values. Of all the poverty lines, 37 percent are less than $3 a day and 52 percent are less than $5 a day. Of those that are less than $5 a day, there is a noticeable mass near $1.90.

To assess concerns about inflation adjustments and the continued relevance of $1.90 as an estimate of basic needs, the authors subsample the set of national poverty lines closest in time to 2011 (the PPP reference year). This results in a sample of national poverty lines from 115 countries, which require on average only one year of inflation data to be expressed in 2011 currency. Following the same guiding principle of basing the international poverty line on a typical value of a subsample of the lowest of national poverty lines, the authors examine two subsamples of national poverty lines—one from countries classified as low income and the other from countries in the bottom quartile (based on a measure of national consumption). The median national poverty line from the bottom quartile is $1.86, and the median from the low-income subsample is $1.91.

Despite the use of different approaches for selecting the reference subsample, and of a much more complete and recent set of national poverty lines, both estimates result in an international poverty line that directly corresponds to the World Bank definition of extreme poverty. This finding suggests that the current international poverty line of $1.90 is robust to measurement concerns and continues to be a relevant marker of extreme poverty in the poorest of countries.

Challenges in Counting the World’s Hungry

The focus so far has been on the HCES method, but the global hunger estimates derived from the FBS method are also subject to the vagaries of cross-country survey design. Recall that in this method, while the mean is taken from the national food balance sheets, the variance of calorie consumption is measured through household consumption and expenditure surveys. There are numerous grounds for questioning the accuracy of the balance sheets, including the degree to which they capture national postharvest stores and losses and the accuracy of their root crop yields. But it is clear that variation in survey design (as seen in table 1) will also affect the FBS-derived estimates: estimates of the prevalence of hunger range from 20 to 26 percent on the basis of survey-design-driven differences in the estimated variance of the calorie distribution.

HCES data are ubiquitous and hold the potential for being a useful complement to existing measures of hunger. Their appropriateness for measuring hunger could be improved through more thoughtful harmonization of survey design. But until more is done to undertake these design changes, and to understand the various sources of error and how they differ between survey methods and, more broadly, between the HCES method and the hybrid FBS-HCES method, caution is warranted in drawing inferences from comparisons of survey-based hunger estimates over time and space.
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