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The Bank periodically evaluates the effectiveness of its adjustment lending and policy reform programs. These evaluations help update the policy advice the Bank provides and ultimately make adjustment lending more effective. The second Report on Adjustment Lending was presented to the Bank’s Board of Executive Directors in April 1990. Its main theme is the link between adjustment programs and restoring growth. As a foundation for the Report, the Macroeconomic Adjustment and Growth Division drew on its ongoing research tasks and added some new research projects. The Report itself summarized many of the findings, but could not discuss all of them nor give adequate attention to the many issues of research methodology that had arisen. Especially when the findings were controversial, it seemed important to have an open discussion of the scholarship that went into the Report.

To provide a forum for such a discussion, we organized a conference on September 13–14, 1990, to present papers describing the background research and to have outside specialists discuss them. We chose experts who enjoy wide respect in their fields and represent diverse opinions on the issues under discussion. Several of them had frequently criticized the Bank’s adjustment lending policies. The varied views of the participants stimulated some lively discussions and helped highlight the issues in the Report and the background papers.

To make the research foundations of the Report available for the wider public and to share some flavor of the debates behind them, we are publishing here the papers and the formal discussion of them at the conference. The authors have revised their chapters to take into account points made at the conference, and each chapter is followed by the comments of the discussants. We hope that the papers and discussions will stimulate further research on the issues raised, for most of them remain far from being settled.
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Overview

The World Bank has been supporting structural adjustment in developing countries since the late 1940s. Initially, the support took the form of preparing and financing projects, especially in the area of infrastructure. By the late 1970s, however, it had become increasingly clear in many countries that correction of inappropriate policies could make a larger contribution to growth than additional investment could. Thus, when the second oil shock came, the Bank introduced adjustment lending, which provided quick-disbursing balance-of-payments support to assist member countries in implementing a less costly adjustment to external shocks. When commercial lending all but disappeared in the second half of 1982 and the urgency of and pay-off from reform increased, the Bank expanded its use of adjustment lending.

The volume has three main parts. Part I, Adjustment Lending Policy and Effects, contains four chapters that deal with the Bank's experience with adjustment lending and the evaluation of its effectiveness in the medium term. Part II, Macroeconomic Foundations for Sustainable Growth, presents four chapters that address the long-term objective of adjustment lending—the restoration of sustainable and equitable growth. Part III, Agenda for Adjustment Lending in the 1990s, consists of the roundtable discussion, which brings together issues from Parts I and II.

Part I. Adjustment Lending Policy and Effects

In chapter 2, "Adjustment Programs and Bank Support: Rationale and Main Results," Vittorio Corbo and Stanley Fischer review the rationale for Bank financial support for adjustment programs. They conclude their paper with a summary of the main findings of the First and Second Reports on Adjustment Lending (RAL-1 and RAL-2) (World Bank 1988 and 1990). Concerning program design and implementation, the authors distinguish clearly between stabilization—defined as both the short-term measures and the structural reforms needed to sustain stabilization—and structural reforms aimed at improving the allocation of resources and achieving equitable growth. This distinction is especially important in countries experiencing acute macroeconomic imbalances (high fiscal deficits, balance-of-payments crises, and high open or repressed inflation). In such countries, reforms should start with policy and institutional changes that address the root causes of the acute macroeconomic imbalances.

Only after progress has been made in reducing inflation and the fiscal and balance-of-payments deficits should the country attempt other structural reforms aimed at improving the mobilization and allocation of resources for sustainable and equitable growth. The latter reforms typically address problems with public sector management, trade and domestic competition policies, labor market institutions and regulations, and policies specific to the agriculture, industry, energy, financial, and social service sectors. The appropriate sequence of the sectoral reforms depends mainly on country-specific characteristics. Hence, there is no escape from the need for a good evaluation of the main limitations to economic growth in each adjustment lending country.

The ultimate success of adjustment depends not only on getting the right policies in place but also on getting political support for the reforms. Political support is more likely when the government actively and honestly explains why the economy has problems and how the adjustment program will address them, why this option has been chosen, and how people will ultimately benefit from the reforms. The explanation phase is especially important in countries where many years of crisis and failed reforms have undermined the credibility of reform efforts. (Chapter 5 elaborates on this issue.)

In chapter 3, "World Bank-Supported Adjustment Programs: Country Performance and Effectiveness," Vittorio Corbo and Patricio Rojas assess the effectiveness of adjustment lending. This evaluation requires a comparison of the performance of countries receiving adjustment lending with estimates of how they would have performed without it but with other conditions the same. Estimation of this counterfactual without-adjustment-lending scenario is central to the assessment of the effectiveness of adjustment lending.

The authors review the main approaches that have been used in the literature to assess the effectiveness of reform programs. They recommend and use a variation of the modi-
fied control-group approach. This approach corrects for the self-selection bias that arises because a government's decision to enter into a Bank-supported program depends on its expectation of better performance for the economy. Most importantly, the approach corrects for the effect of external conditions, terms of trade, and availability of foreign financing. Analysis with this approach leads to the conclusion that adjustment lending contributed to faster growth of gross domestic product (GDP) and higher ratios of exports saving to GDP in the latter 1980s in countries that used adjustment lending intensively, starting in 1985 or earlier. On the other hand, the ratio of investment to GDP decreased on average for these countries.

In some quarters it has been claimed that adjustment programs have negative effects on the poor. In chapter 4, "World Bank-Supported Adjustment Programs and Living Conditions," Anne Maasland and Jacques van der Gaag assess the effect of Bank-supported programs on living conditions. The authors identify three basic problems that make this assessment difficult. First, a counterfactual scenario has to be created (as was done in chapter 3). Second, data on the living conditions of the poor are scarce and often unreliable. Third, in most countries only a brief period has elapsed since the adjustment effort was started, whereas many of the distribution effects of adjustment programs are not expected to appear until several years after the program has been put in place. Nevertheless, interim evaluations can be conducted and are necessary to assess the short-term effects of programs on living conditions.

Maasland and van der Gaag found that living conditions, even in the short run, did not appear to have been systematically related to adjustment lending. Furthermore, most long-run indicators of living conditions continued to improve in early intensive adjustment lending (EIAL) countries. The exceptions were school enrollment ratios and the share of public expenditure in the social sectors; the authors observed a reduction in the share of education expenditures as well as a decrease in school enrollment in some EIAL countries. This phenomenon could affect not only the distribution effect of the programs but ultimately, through its impact on the formation of human capital, the long-run prospects for growth.

In chapter 5, "Designing and Implementing Adjustment Programs," Steven B. Webb and Karim Shariff review in detail the experience with the design and implementation of adjustment programs in the last 10 years. They organize the review according to policy area: macroeconomics; government finances and administration; trade; the agricultural, industrial and financial sectors; public enterprises; and the environment. Macroeconomic issues, for instance, are usually handled in conjunction with the IMF, but the World Bank is including its own conditionality in this area with increasing frequency. Agriculture, industrial and financial sector adjustment programs increasingly call for complementary reforms of institutions and commercial regulations. Another part of the chapter analyzes the way in which the specification of conditions has affected implementation. The chapter concludes with a discussion of how the design and presentation of an adjustment program can build the political support that is essential to sustaining and maximizing the supply response. For instance, moving quickly with reform in the wake of a crisis enhances the probability of political acceptance, because the discomfort of the crisis makes people more willing to try something new. Also, moving quickly makes the dislocations during adjustment more associated in people's minds with the pre-adjustment policies that led to the crisis.

Part II. Macroeconomic Foundations for Sustainable Growth

In chapter 6, "Nominal Anchors, Stabilization and Growth (Some Thoughts on High-Inflation Economies)," Miguel A. Kiguel and Nissan Liviatan use the recent experience of Latin America to explore why, in spite of the potentially high pay-off from successful stabilization, most stabilization attempts in that region have failed. They start their analysis by distinguishing between chronic inflation countries and countries where the high level of inflation is a recent phenomenon. They conclude that it is much more difficult to stop chronic inflation than a sharp inflation with a short history. A chronic-inflation economy develops inflation-mitigation techniques, which make stabilization postponable in the medium run, and therefore less credible. This is one of the sources of the failures of many stabilization programs, in addition to the lack of adequate fiscal adjustment. Even in the successful cases, the stabilization is protracted because of lack of credibility about the resolve of the policy makers to persist with the fiscal effort and the commitment to the nominal anchor of the program, such as the exchange rate or the base-money target.

Chapter 7, "Economic Adjustment and Investment Performance in Developing Countries: The Experience of the 1980s," by Luis Serven and Andrés Solimano, examines the performance and determinants of investment in developing countries. Their central observation, based on a sample of 78 developing countries, is that the rate of investment increased to around 1982, and then took a sharp drop. This overall trend, however, conceals some important variation across regions. The authors examine analytically and empirically how adjustment and reform measures contributed to countries' investment performance, and in particular why the investment response has often been slow and weak. They conclude by pointing out three key reforms that are prerequisites for a vigorous private investment response: macroeconomic stability, adequate provision of infrastructure by the public sector, and sufficient external support for the reform programs.
In chapter 8, “Public Policy and Private Saving,” Klaus Schmidt-Hebbel and Steven B. Webb examine evidence from a variety of studies, including two of their own, on the determinants of private saving. Private saving responds mostly to endogenous variables of the economic environment, such as fluctuations and trends of disposable income. Public policy can therefore induce greater private saving mainly indirectly, in the medium and longer term through policies that raise the growth rate. Reducing the government deficit, although it may lead to a partially offsetting decline of private saving in the short run, generally raises total national saving and contributes to macroeconomic stability, which helps restore growth and private saving in the longer term.

Chapter 9, “Endogenous Growth in Developing Countries with Government-Induced Distortions,” by William R. Easterly, reviews the endogenous growth literature to study how policies can affect growth. In contrast to the neo-classical models of growth, the endogenous growth models imply that removing policy distortions can raise a country’s permanent growth rate, as well as increase the base from which it is growing. Arriving at this intuitive result provides insights into the nature of the growth. One growth model is developed in the chapter, and it shows that large reductions in very high levels of initial distortions have a larger pay-off than either small reductions in large distortions or the elimination of small distortions.

Part III. Agenda for Adjustment Lending in the 1990s

The roundtable discussion of the Agenda for Adjustment Lending in the 1990s was led off by Edmar L. Bacha, Gerald K. Helleiner, and Arnold C. Harberger. Their remarks indicate that adjustment lending will continue as an important component of the Bank’s assistance strategy for developing countries but that it will also need to be modified to achieve its goals. The range of policy problems to address with structural adjustment continues to widen as environmental and social concerns come to the fore and as the former socialist countries rebuild their economies. Old problems, such as macroeconomic instability and agricultural stagnation, are increasingly recognized as symptoms of deeper needs for adjustment. Some of these will be addressed with adjustment lending, others by finding ways to support adjustment with more traditional lending instruments.
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Part I

Adjustment Lending Policy and Effects
Adjustment Programs and Bank Support: Rationale and Main Results

Vittorio Corbo and Stanley Fischer

The World Bank introduced adjustment lending in 1979 to assist member countries to deal with the second oil shock by providing temporary balance-of-payments financing while the necessary stabilization and structural adjustment measures were expected to take effect. Adjustment lending—defined as rapidly disbursing, policy-based lending—grew in importance after the onset of the debt crisis in 1982, which both reduced the availability of financing and brought growing recognition of the need for structural reforms by many Bank member countries. By the end of the 1980s it accounted for about 25 percent of total World Bank lending and for well over 50 percent of lending to some heavily indebted countries.

The typical country initiating an adjustment program supported by the Bank—and in the initial phases usually also supported by the International Monetary Fund (IMF)—faces pressing macroeconomic problems manifest as a large fiscal deficit and unsustainable balance-of-payments deficit and, in many cases, as open or repressed inflation. These problems usually stem from a mixture of expansionary demand policies and large external shocks to the real interest rate, commodity prices, the demand for exports and the availability of external financing. Typically, political and institutional weaknesses limit the capacity of the country to respond to the external shocks.

Structural adjustment programs seek to achieve both a long-term macroeconomic stabilization and structural transformation of the economy by addressing the fundamental causes of the country’s economic crisis. Stabilization measures aimed at restoring macroeconomic balance focus on bringing the level of demand and its composition (tradable relative to non-tradable goods) into line with the level of output and external financing. In most cases a reduction in the fiscal deficit and a real devaluation are required to restore the internal and external balance. The longer term structural reforms focus both on creating more appropriate incentives (by deregulating the domestic goods markets, reforming the public sector, liberalizing the trade regime, removing the constraints on factor employment and mobility, and removing obstacles to saving and investment) and on strengthening institutional elements (including the government’s capacity to implement policies and the framework for private sector development).

In countries with acute macroeconomic problems, structural reforms designed to increase efficiency and restore growth, whose own efficiency depends on a predictable macroeconomic situation, should be initiated only when sufficient progress has been made in reducing the macroeconomic imbalances. However, in some cases substantial reform of the operation of public enterprises and the financial system may be needed to achieve stabilization (Eastern Europe and Chile in 1973-75 being good examples). This type of structural reform is undertaken concurrently with the stabilization program. The importance of this sequence—first reforms oriented mainly toward reducing severe macroeconomic imbalances and then reforms aimed at improving the allocation of resources and the restoration of growth—has become increasingly clear with experience. At the same time, the approach has strong analytical underpinnings: macroeconomic instability in the form of high and variable inflation and of balance-of-payments crises reduces the benefits of structural reforms aimed at improving the allocation of resources through changes in incentives—benefits that generally are transmitted through changes in relative prices (Corbo and de Melo 1987; Fischer 1986; and Sachs 1987).

Because reforms undertaken as part of a Bank-supported adjustment program add to the country’s indebtedness, they should not be attempted unless there is sufficient probability they will succeed. While structural reforms to improve the allocation of resources initiated before stabilization can turn out to be productive, the weight of the evidence suggests that reforms of this type undertaken in highly unstable macroeconomic conditions typically are unsuccessful. Where
consumers and producers do not believe the reforms will be sustained, that is, the credibility of the reforms is low, current relative prices will temporarily move to the right level, but there will be major uncertainty about their future evolution. The result is that the responses of consumers and producers can destabilize the whole reform effort (Calvo 1989). Country studies have also shown that many of the failures of attempts at liberalization have been the result of the absence or failure of accompanying stabilization efforts (Krueger 1978 and 1984; Papageorgiou, Choksi and Michaely 1990; and Corbo and de Mello 1987).

Periodically the Bank evaluates the effectiveness of the adjustment programs it supports, as well as their design and implementation. It also interacts with the research community in carrying out a continuous research program on different aspects of the economic development problems facing developing countries. From these evaluations, this interaction with the research community and the findings of its research program, the Bank derives lessons for the design and implementation of adjustment lending programs. This paper summarizes some of those findings and lessons.

Stabilization Measures

Stabilization includes restoration of the external (current account) and internal (unemployment) balance, as well as control of inflation. The success rate of stabilization programs in countries that have experienced a prolonged period of high inflation is very poor: typically they make many attempts to stabilize, but success is often only temporary, and longer term advances are elusive (Kiguel and Liviatan 1988). Short-term success can be obtained by a temporary fiscal adjustment with a restrictive monetary policy and/or a fixing of the exchange rate. Longer term success, however, cannot be achieved without enduring reductions in the public sector deficit (broadly defined). In some countries, income policies can also play an important supporting role in stabilizing expectations, braking the inflationary momentum and increasing the political support for stabilization programs (Bruno and Piterman 1988; Dornbusch 1989; Kiguel and Liviatan 1990; and Soliman 1989).

If the country does not undertake the necessary fiscal adjustments, income policies are useless—and may be counter-productive. Fiscal adjustment not only removes the underlying cause of inflation but also helps reduce absorption and thus decrease the non-interest current account deficit toward a level that is compatible with a sustainable level of external financing and interest payments on the external debt. A real devaluation that increases competitiveness is also a key component in the restoration of external and internal balance. If the reduction in absorption is not accompanied by a real devaluation, then the demand for both tradable and non-tradable goods will be reduced. Lower demand for tradable goods contributes directly to a decline in the non-interest current account deficit. Lower demand for non-tradable goods, without a real devaluation, will reduce the output of non-tradable goods, and unemployment and excess capacity will result (Corden 1981; Dornbusch 1980).

Short-Term and Structural Reforms for Stabilization

Rapid success with stabilization usually requires a mixture of cuts in government spending (especially subsidies), reductions in public enterprise losses, tightening of credit, and tax increases, typically undertaken with existing institutions because there is no time to change them. Frequently central bank losses, which result from the provision of credit subsidies to particular sectors, often through the exchange rate system, are an important source of inflationary pressure that has to be eliminated immediately.

Structural reforms are needed to cement the stabilization as well as to lay the basis for the renewal of growth. These reforms include tax measures, substitution of quantitative restrictions with tariffs, reduction in protection, public enterprise reforms and/or privatization aimed at reducing the non-financial public sector deficit, labor market reforms aimed at increasing labor mobility, and changes in the financial system and the central bank’s role in it. Generally these reforms need to be phased in, as institutions have to be put in place and regulatory frameworks established (World Bank 1988). Institutional weaknesses and political factors sometimes make it difficult to carry out these structural reforms.

Bank Support for Structural Reforms in Support of Stabilization

When the World Bank begins to support an adjustment program, it expects that the country will undertake a phased program of structural adjustments. While a first structural adjustment loan may support mainly short-term stabilization measures, which the IMF also supports, government actions called for under the terms of the loan typically include the early stages of some longer term structural adjustment. Subsequent loans, often in the form of sectoral adjustment loans, have a strong focus on structural adjustment measures per se. Among these measures are tax reforms, the restructuring of public expenditures, measures to increase the efficiency or to support the privatization of state-owned enterprises, trade reforms, financial market reforms and other sectoral reforms.

Adjustment lending facilitates the phased reduction of the current account. By providing financing to help maintain the level of expenditure, it potentially reduces the short-run adjustment costs to output, employment and consumption. By providing sustained support over a significant period, the Bank hopes to give the country time to undertake reforms with long implementation periods.
Because the availability of additional financing could lead governments to postpone urgently needed reforms by reducing the immediate pressure, structural adjustment loans contain conditionalities. Accordingly, analyses of adjustment lending have carefully examined the rate of implementation of the loan conditions.

**Structural Reforms to Improve Resource Allocation, Increase Growth and Reduce Poverty**

Once inflation has been reduced in a credible way and progress has been achieved in reducing the non-interest current account deficit, the potential benefits of structural reforms aimed at improving the allocation of resources and achieving sustainable growth are increased. For each country, economic research and country-specific economic and sector work are required to identify the most important distortions hindering the allocation of resources and limiting growth. After the largest distortions have been identified, a central question is the sequencing and speed of reforms, as discussed below.

**Sequencing of Reforms**

Where there are multiple distortions, identifying the optimal sequence for the reforms is difficult because policy is working in a world of second (or higher) best. Under these conditions, the welfare benefits of the reforms are case-specific and depend on initial conditions and interrelations across markets (Edwards 1989; and the papers in Choksi and Papageorgiou 1986).

Despite the popularity of the concept of sequencing, the notion is to some extent misleading. Some reforms should be undertaken in simultaneous packages rather than in strict sequence. Further, it is necessary to distinguish between the time at which decisions on reforms are taken and the time at which they are implemented.

Some general recommendations on the sequencing of reforms have emerged. First, reforms are best initiated with large reductions in big distortions. Second, in economies with restrictive trade regimes, widespread price controls and domestic practices that constrain domestic competitiveness, reform of the goods market should precede reform of the asset market. In particular, the liberalization of the current account should precede the liberalization of the capital account. This recommendation is based on two arguments. First, the speed of adjustment in the asset markets is much faster than in the commodity markets. To avoid large movements in capital flows and the real exchange rate, controls on capital should limit the flows of capital to the rate at which the goods markets adjust to domestic deregulation and foreign trade liberalization (Frenkel 1982 and 1983). Second, because the prices of assets are determined by the expected present value of future income streams, distortions in the prices of goods and factors result in assets being traded at distorted prices. The consequence is a misallocation of investment. The potential gains from trade liberalization can also be severely curtailed in countries where private initiative is severely curtailed by regulatory practices, where there are major impediments to labor mobility, and where domestic financial markets are underdeveloped. For such economies, reforms of the regulatory framework and the labor market and development of a domestic financial market should accompany trade reforms.

**Speed of Reform**

Politicians and some economists are attracted to the gradual implementation of stabilization and adjustment measures. For politicians the attraction lies in the possibility of avoiding painful measures and reducing opposition; for economists, gradual, smooth adjustments appear likely to reduce the overall costs of adjustment. For instance, in considering a tariff reform, politicians phase in the reduction in tariffs to reduce the intensity of opposition from powerful domestic producer interests; economists argue that domestic producers who might in the short run be driven out of business by foreign competition can become internationally competitive given temporary but inexorably declining protection.

Gradual stabilization is unlikely to be a real option when inflation is very high and the balance-of-payments deficit unsustainable. Gradual reductions of inflation have rarely been achieved where the rates of inflation have been in excess of 100 percent per annum, possibly because several forces tend to push inflation higher under those conditions. Further, a government that promises a gradual reduction in the fiscal imbalances over time faces not only a severe credibility problem but also does not achieve much change at the beginning. If, as is typically the case, the country also faces a balance-of-payments crisis, a comprehensive and immediate stabilization package may be the only realistic and credible stabilization option.

Structural adjustment measures that require the development of institutions and appropriate human capital (e.g., financial and tax reform) have to be introduced more gradually, if only because they take time to plan and implement. General economic arguments suggest that, where possible, as in the case of tariffs, distortions be removed quickly so that a reallocation of resources can take place at the right prices sooner rather than later (Mussa 1982; and Edwards 1989). However, given market imperfections, including the possibility of bankruptcy, rapid changes in relative prices can increase the costs of adjustment. Calculation of the right speed at which to introduce changes in relative prices thus requires a balancing of the greater credibility of rapid reforms against the likelihood that rapid changes will increase the costs of adjustment. Adjustment lending can help mitigate the costs of adjustment and thereby sustain an adjust-
ment effort; in addition, the conditionality can increase the credibility of the program.

While rapid stabilization is usually essential, the appropriate timing of the longer term structural reforms depends on country-specific political and economic conditions. Depending on country circumstances, gradual introduction of structural reforms may be preferable to an attempt to remove all major distortions extremely rapidly (Michaely 1987).

**Sectoral Reforms**

Four areas of sectoral reform are studied here in detail: the public sector; trade/domestic competition; the financial sector; and the labor market. Most reform efforts have centered on these four areas. Of them, labor market reforms have, for political reasons, been very difficult to carry out.

**Public sector reform.** Public sector reform is at the center of the problems with the macroeconomy and resource allocation in many countries in need of adjustment. It is therefore not surprising that public sector reform is a central component of most adjustment programs. These reforms include macroeconomic measures aimed at reducing the public sector deficit and microeconomic reforms aimed at increasing the efficiency of public sector policies. Fiscal reforms to improve the collection of revenue and to reduce the level and enhance the efficiency of public expenditures, and actions to reduce the losses of public enterprises, are the typical actions included in macroeconomic reform of the public sector. Microeconomic reforms include the reshaping of institutions, restructuring of public enterprises and/or privatization. In many countries public sector reform also includes improvements in the capacity of the public sector to provide basic primary services in health and education.

**Reform of trade/domestic competitiveness.** Small countries with very distorted trade regimes and non-competitive markets for goods should, over time, reap large benefits from reducing non-competitive practices and liberalizing trade. Although familiar, the arguments against distorted trade regimes bear repetition: they generate a misallocation of resources within import-competing sectors; they tend to repress exports and contribute to socially unproductive rent-seeking activities; and, by reducing competitive pressures, they also tend to slow technical progress. Structural reforms in the trade area aim at reducing the average level and variance of tariff rates, with the ultimate objective of moving toward a more uniform tariff structure. As a practical rule, incentives should not discriminate against export-oriented activities and should promote the development of broadly uniform, across-the-board effective incentives for import-competing activities (Little, Scitovsky and Scott 1970; Corden 1974; Balassa 1976; Thomas, et al. 1991).

On the basis of this analysis, the Bank has supported trade reform as a central element of adjustment programs under both structural and sectoral adjustment loans (Thomas, et al. forthcoming). Bank-supported trade reforms have been phased in gradually.

The recommended reforms of trade policy derive from the standard theory of commercial policy and from the empirical work on commercial policy referred to above. It could be claimed, however, that new developments in trade theory call these recommendations into question and provide a new foundation for differentiated tariffs and, in a more general sense, for an active industrial policy. The new trade theory holds that competition in the international markets is typically imperfectly competitive and that trade is, to a considerable degree, driven by economies of scale rather than comparative advantage (Helpman and Krugman 1985). A policy implication of this theory is that governments should favor industries that generate externalities.

The policy recommendations that seem to follow from the new trade theory—and that are buttressed by the view that well-designed government interventions enhanced growth in East Asian countries—have been strongly criticized on both economic and political-economic grounds. On the economic side, the policy recommendations tend not to be robust to changes in the specifications of the models. On the political economic side, it has been argued that the work on rent-seeking and tariff formation clearly indicates that actual tariff structures are driven more by the pressures of interest groups than by considerations of efficiency.

On the basis of such considerations, Krugman (1987, p. 143) concludes that

the gains from intervention are limited by uncertainty about the appropriate policies....(and) by the general equilibrium effects that insure that promoting one sector diverts resources from others....Once the expected gains from intervention have been whittled down sufficiently, political economy [factors] can be invoked as a reason to forego intervention altogether. Free trade can serve as a simple principle with which to resist pressures of special-interest politics.

Helpman (1989, p. 213), while showing that the new theories have had several empirical successes in explaining trade phenomena, similarly concludes that "free trade remains a good rule of thumb." (See also Corden 1990; Helpman and Krugman 1989; Krugman 1990; and Srinivasan 1989).

**Financial sector reforms.** Financial sector reforms aim to improve the efficiency of intermediation and the use of resources, including the allocation of investment. The reforms attempt to reduce distortions in the allocation of credit,
typically in part through the removal of controls on interest rates, with the intention of allowing them to become market-determined. In addition, appropriate information and prudential supervision systems need to be put in place.

Initial conditions play a central role in the design and implementation of financial reforms. If a large proportion of the assets of financial institutions are held at below market rates or are non-performing, then financial reform will create difficulties for existing institutions. In particular, if deposit and lending rates are deregulated simultaneously and free entry into the financial system is allowed, existing banks will be forced to pay market interest rates and will suffer substantial losses, jeopardizing the banking system’s solvency and macroeconomic stability. In such cases it may be necessary to allow for a transition phase, during which the lending rates are deregulated first, with deposit rates following only gradually (World Bank 1989). In other cases, where most banks may become insolvent before the financial reforms are implemented, the banks have to be recapitalized, a measure that creates a potential fiscal problem. In countries where domestic financial systems are practically non-existent, the creation of a financial system that provides at a minimum the financing for working capital should be a high priority, although it is not one that can be realized very rapidly. This point could be especially relevant for Eastern Europe (Calvo and Coricelli 1991).

Reform of the financial sector is among the most difficult to undertake, because running the institutions requires a great deal of specific business knowledge and experience. It is also difficult to evaluate, in particular because recapitalized institutions can run for some time without problems becoming evident.

**Labor market reforms.** Labor market regulations and institutions may play a key role in the efficiency and ultimate success of a structural adjustment program. In countries that require a large real devaluation to accompany policies to reduce absorption, obtaining an initial decline in real wages could make a major difference between a large recession with massive unemployment (as in Chile in 1982) or macroeconomic adjustment without a major change in unemployment (Mexico in 1983-89). Labor legislation or conventions in the form of rigid wage indexation rules are often a major impediment to successful macroeconomic adjustment and the ultimate success of structural reforms aimed at improving the allocation of resources in the goods markets.

Success can also be hindered by rigid labor practices that restrict the mobility of labor. Large severance payments, lack of flexibility in the real wage structure, the attachment of substantial non-wage benefits, such as housing, utilities and education, to employment, and other institutional rigidities to labor mobility are typical impediments to successful adjustment. These impediments, which need to be addressed early on in the structural adjustment program, in practice are very difficult for a government to tackle.

**Promoting Economic Growth**

Structural reforms that contribute to the reduction of macroeconomic imbalances and the improvement of resource allocation create the foundation for the recovery of growth (Fischer 1987). Sustained growth generally has four main requirements: stable macroeconomic conditions; an appropriate system of incentives and resource allocation; an adequate level of saving; and efficient institutions to turn saving into productive physical and human investment. Some of the elements necessary for achieving the first two requirements have already been discussed.

Since most indebted countries are likely to be making net transfers abroad rather than receiving net foreign resources, they need to make a major effort to increase national saving. The weight of the empirical evidence suggests that private saving rates are not very sensitive to policies and, in particular, to interest rates (Giovannini 1985; and Schmidt-Hebbel, Webb and Corsetti 1990). However, negative real interest rates probably discourage saving—certainly they reduce the efficiency of financial intermediation—and encourage capital flight. Private saving rates are very sensitive to the economic cycle as a result of consumption smoothing. If there is no leakage through lower private saving, public saving can contribute to an increase in national saving. Empirical evidence presented in Corbo and Schmidt-Hebbel (1991) shows that public saving can make a major contribution to an increase in national saving (see also Summers 1985). The evidence on saving again highlights the central importance of a fiscal balance.

The last factor—an increase in the rate and efficiency of private investment—is much affected by a stable macroeconomic framework and clear and predictable tax rules and property rights (Rodrik 1989; and Serven and Solimano 1991a and 1991b). Economists have long expressed a belief that economic policy and the investment rate are major determinants of economic growth. However, it is only very recently that models have been able to capture the links among policy, investment and long-term growth. The new endogenous growth literature, pioneered by Romer (1986 and 1990) and Lucas (1988), has created a class of theoretical models in which economic policy can affect investment, the accumulation of human capital, innovation and resource allocation in ways that alter long-run, steady-state rates of growth. The ideas underlying these models—economies of scale, externalities and public goods—and the argument that the removal of distortions promotes growth have been familiar for a long time and are the foundation of over three decades of World Bank programs. At a minimum,
the new models provide a framework that may improve understanding of the growth-promoting policies that have been suggested and implemented in the past (Easterly and Wetzel 1989). Possibly they will also improve the quality of growth-promoting policies in the future.

This literature highlights a number of channels through which public policies can affect growth. Recent World Bank papers by Arrau (1989), Romer (1989) and Rebelo (1990) show that promoting the accumulation of human capital, for example, by providing adequate nutritional levels and basic educational skills and by investing in research and development, can foster growth. Along these lines, Becker, Murphy and Tamura (1990) show that economies may become stuck in a poverty trap—a situation where low income and low levels of human capital create incentives for high population growth and low investment in human capital that perpetuate the state of poverty. Policies that stimulate investment in human capital can break the economy out of this stagnant situation.

The new models also stress the importance of trade, fiscal and financial policies, a confirmation of earlier empirical work. The World Bank has been at the forefront of empirical studies of trade policy and growth. In addition to large multi-country case studies, recent work by Feder (1983), Balassa (1985), Easterly and Wetzel (1989), de Melo and Robinson (1989), Nishimizu and Page (1991), Dollar (1990), and Levine and Renelt (1990) has carefully examined the cross-country evidence on trade policy and growth. This empirical work indicates that, after adjusting for factor accumulation, countries with more open economies had higher rates of growth.

Governments are capable of policies that enhance growth and also of policies that hinder it. In Easterly (1990) and Barro (1990), it is shown that governments may promote positive growth effects by providing essential public goods, and they may create negative growth effects by wasting funds on worthless projects and bloated bureaucracies or by imposing taxes and regulations that distort decisions on saving and investment. It is thus necessary to conduct a detailed study of the composition of government expenditures and the structure of taxes to evaluate the effects of any country’s fiscal stance on growth. The likely finding will be that higher government consumption has a negative effect on growth. However, the complexity of the relationship between fiscal policy and growth is borne out by recent empirical work in Levine and Renelt (1990). They find that broad macroeconomic indicators of fiscal policy are not robustly related to growth in a cross-section of countries.

The role of financial policy in growth has also been the focus of World Bank scrutiny. Gelb (1989) and Easterly and Wetzel (1989) present preliminary evidence suggesting that, after controlling for factor accumulation, financial deregulation from severely distorted initial positions has a positive effect on growth.

**Alleviation of Poverty**

The ultimate objective of Bank lending is to contribute to economic development and the eradication of poverty. Indeed, the reduction of poverty is the central objective of most Bank country assistance. The strategy to reduce poverty enunciated in the 1990 World Development Report (World Bank 1990b) has two components: first, it encourages broad-based economic growth and in this way promotes the use of the poor’s most abundant asset, labor; and second, it attempts to improve the provision of social services to the poor—especially primary education, social infrastructure and basic health care. The second component is desirable not only for its own sake but also because it enhances the productivity of the poor. In addition, the World Development Report recommends the adoption of targeted interventions to reach those people such as the elderly and those living in especially poor regions who are not helped by the basic two-part strategy.

Adjustment from an unsustainable economic situation, following policy mismanagement or adverse external shocks, often has significant short-run social costs. The poor, who already have low levels of welfare, may find it very difficult to absorb the short-term losses. Therefore, adjustment programs also include an assessment of the short-term effects of policies on the poor as well as specific measures to protect them during the transition (Maasland and van der Gaag 1990).

Attention to the impact of adjustment on the poor is not only desirable in its own right, but it also helps assure the sustainability of adjustment programs. Whereas, as a logical matter, the costs of adjustment should be calculated by comparing the economic performance with adjustment against the likely outcome without adjustment, the politically relevant perceptions are usually based on a comparison of the post-adjustment outcomes with the (typically unsustainable) pre-adjustment situation.

Why Is World Bank Support Needed?

If the results of the reforms are as favorable as the World Bank claims, why do countries require financial support from the Bank to undertake them? The answer is that even very beneficial reforms may have important transitional adjustment (and distributional) costs that could make their implementation difficult. At a time when countries are restricted from borrowing in the international capital markets, Bank lending, conditional on the implementation of a program, can make an important contribution to the sustainability and ultimate success of the reforms by reducing the need to cut expenditures and imports while the reforms are being implemented.

As to the rationale for balance-of-payments support for the different types of reforms discussed above, in the case of public sector reforms, quick-disbursing balance-of-payments
support can contribute to temporary financing of the budget deficit while the structural reforms of the revenue system and of government expenditures are being put in place. Since large budget deficits typically underlie current account deficits, these fiscal reforms usually also make a direct contribution to a sustainable reduction in the current account deficit.

In the case of trade reforms, balance-of-payments support can make an important contribution to the financing of a transitory increase in imports while the reforms take time to result in increased exports. Since people expect this difference in response times, the availability of financing can also contribute to the credibility and sustainability of the reforms. External financing can further help bridge some of the short-term adjustment costs incurred in industries that need to restructure or to disappear altogether. Similarly, reductions of distortions in the goods markets that are likely to be beneficial in the long run can result in temporary unemployment of resources. The costs of this unemployment can be reduced through adjustment lending.

In the case of financial sector reforms, balance-of-payments support can contribute to financing transitory increases in government expenditures as a result of the recapitalization of banks and the reduction in taxation of financial intermediaries.

In each case, the World Bank’s financial support for adjustment programs can cushion some of the short-term adjustment costs and in this way contribute to their sustainability and ultimate success. Furthermore, to the extent the Bank brings its expertise to bear, its lending helps member countries to design and implement more effective programs and, in this way, to adjust more successfully.

For the Bank itself, successful adjustment programs help restore a country’s growth and improve its creditworthiness. Furthermore, the benefits of project lending are severely curtailed in highly distorted economies, and adjustment lending can therefore contribute to the success of project lending. Indeed, with distorted incentives, increased investment financing may increase capital accumulation in the “wrong” activities, a situation that exacerbates the misallocation of resources. In the extreme, taking into account the need to service the debt, inefficient investment could even make the country poorer.

Main Conclusions of RAL-1 and RAL-2

As noted, two recent comprehensive evaluations of the Bank’s experience with adjustment programs are discussed in RAL-1 and RAL-2 (World Bank 1988 and 1990a). The main conclusions are summarized below.

RAL-1

The main conclusions of the first report are as follows.

Economic performance. Adjustment lending was moderately successful in improving aggregate economic performance. Despite still more serious shocks, the 30 countries that received adjustment loans before 1985 on average had higher rates of growth than did the 63 that did not receive the loans. Performance in the 12 countries with three or more adjustment loans before 1987 and in countries that were substantial exporters of manufactured goods was even better. Adjustment lending appeared to have been relatively less successful in the highly indebted countries and in Sub-Saharan Africa. Detailed country studies corroborated the statistical findings. The report cautioned, however, that the conclusions were tentative because it was difficult to isolate the effects of adjustment lending from the effects of the initial conditions and external shocks.

Implementation of conditions. The overall rate of implementation of conditions was good, with the likelihood of implementation greater where the conditions were spelled out precisely in the loan agreement. In a sample of about 50 adjustment loans to 15 countries, 60 percent of the conditions were met fully during the loan period and another 24 percent were substantially fulfilled.

Adequacy of external financing. Although the sudden cut-off of external financing made some type of adjustment essential, at the same time orderly adjustment required adequate external financing. In some countries unanticipated underfunding of the program reduced or delayed the benefits. In some instances, access to external adjustment assistance simply delayed implementation of adjustment measures.

Commitment to the reform program. The governments that “owned” the program from the start sustained their commitment to reforms the best. Although international agencies often assisted in preparing the programs, the governments were convinced of their own accord that the operations were the most appropriate way to address the problems their countries faced.

RAL-2

The main conclusions of the second report are as follows.

Aggregate effects of the structural reforms. Countries that adopted adjustment programs on average grew faster than did other countries. After adjusting for the effects of initial conditions, external shocks and the amount of external financing, the countries that initiated full-fledged adjustment programs (called early-intensive adjustment lending, or EIAl, countries) experienced a larger increase in the average rate of GDP growth than did other countries. In some of these countries—such as Nigeria, the Philippines,
Malawi, Côte d'Ivoire and Mexico—growth was, however, slower than their country characteristics predicted. In other countries—such as Korea, Mauritius, Morocco, Ghana and Thailand—the programs the Bank supported appear to have stimulated growth by more than the initial conditions, external shocks and external financing suggested. Exports in constant prices as a share of GDP in constant prices increased substantially in the EIAL countries, both before and after adjusting for other factors.

The picture was less positive in the case of investment. After adjusting for the same factors, investment fell on average as a share of GDP in the EIAL countries. At the same time, it seems that the relative efficiency of investment in EIAL countries must have risen in that they achieved higher growth with less investment.

The decline in investment was found in both the public and private sectors. Often a decline in public investment was desirable since its level was unsustainable and some of it had been misdirected. Nevertheless, in the countries that had made major progress in reducing their macroeconomic imbalances, distortions and institutional weaknesses, resumption of public investment in infrastructure was important to stimulating private investment and restoring growth. The reduction of private investment in the initial years of an adjustment program was predictable because incentives were being changed and the credibility of the program was building.

The counterpart of the temporary decline in the investment ratio was that adjusting countries were able to boost higher private consumption more than they might have otherwise. This situation should have helped sustain the reforms.

Need for a supportive macroeconomic environment. A stable macroeconomic framework contributes to the success of structural adjustment in every major area of the economy. Adjustment programs had a higher failure rate when a stable macroeconomic framework was not in place, even when the adjustment package focused mainly on microeconomic and sectoral policies. Based on experience, a country that starts with high inflation and a large current account deficit initially should focus its structural adjustment program on the reduction of inflation and the current account deficit. The resultant improved macroeconomic situation—a reasonably low and predictable rate of inflation, appropriate interest rates, a competitive and predictable real exchange rate, public sector saving rates compatible with the resource mobilization requirements of the program and a balance of payments that is perceived as viable—will support the adjustment program.

The effect of adjustment on poverty and living conditions. Adjustment to adverse external shocks or the effects of previous policy mismanagement inevitably carries some short-run social costs. The poor who lose from adjustment suffer greatly since they are already at a subsistence level. Although the situation of the poor during adjustment offers no reason for complacency, the report did not find evidence that adjustment lending was associated with an increase in the overall misery of the poor. To the contrary, orderly adjustment supported by Bank lending seems to have been less costly for most of the poor and for the general populace than disorderly adjustment without Bank support was.

The changes in the socioeconomic indicators of living conditions do not appear to have been systematically related to adjustment lending. The rate of growth of private consumption in the EIAL countries increased in 1985-86 in total and on a per capita basis in comparison with other country categories and when controlling for other factors. Current consumption appears to have been protected—relative to that in other countries—by a reduction in investment expenditures. Other short-run indicators, such as nutrition and immunization, also improved in the EIAL countries. The long-run indicators of living conditions, such as infant and child mortality, continued to improve in most countries, with or without adjustment lending. However, the poor quality and the aggregate nature of the data do not permit unqualified conclusions on these issues.

While the socioeconomic indicators showed continued improvement, the share of central government expenditures for the social sector fell slightly on average in the countries with adjustment lending. Per capita social expenditures by the central governments also declined in some adjusting countries. It is possible that part of the impact of the declines in health and education expenditures on lower income groups was offset by increased contributions from local governments and better targeting of government spending. The declines in education expenditures were accompanied in the EIAL countries by drops in the ratios of primary school enrollment. To prevent declines in their socioeconomic indicators, most adjusting countries need to raise the level of expenditures for the social sector targeted toward the poor.

Since adjustment is taking longer in most countries than originally expected, recent adjustment operations supported by the Bank include more detailed analyses of the social impacts of adjustment programs and more measures to alleviate the short-run costs of adjustment to the newly unemployed and the poor. Such measures include a reallocation of social expenditures toward services used by the poor, severance payments and retraining for newly unemployed workers, as well as for public works and employment schemes for unskilled workers. In some cases, several targeted interventions have been assembled into multi-sector compensatory programs.

Raising efficiency. Greater increases in the efficiency of investment can reduce the need for more saving. Distortionary
policies, such as trade restrictions and financial repression, constrain the efficiency of investment and thus the rate of growth for a given level of investment. Removing these distortionary policies does the reverse: it increases the efficiency of investment and the growth rate of GDP for a given level of investment. Furthermore, analysis indicates that reform efforts must reach a critical mass to be effective: small decreases in extremely high distortions do not have much effect on growth. To have significant pay-offs, reform programs usually must focus on large reductions in the large distortions.

*Increasing investment.* To sustain adjustment and restore growth, countries must not only reduce distortions, they must also create the conditions for an eventual increase in investment. Some countries, especially in Africa, need more domestic saving and external financing to reach investment levels consistent with the restoration of growth. In many countries, however, the prevalence of capital flight indicates that the stagnant rate of investment is the result of inadequate demand for investment rather than the unavailability of saving. In highly indebted countries, the debt overhang often creates uncertainties about the sustainability of the balance of payments and macroeconomic stability and thus may thwart the recovery of private investment. Reductions in debt and debt service in the context of adjustment programs can help reduce these uncertainties.

The eventual recovery of investment requires an appropriate and credible economic environment. Investment does not respond well when investors, foreign and domestic, doubt the government will sustain its reforms and when legal and bureaucratic impediments are left untouched. Private investors often wait before making irreversible investment decisions, keeping their assets elsewhere. Providing appropriate public investments that complement private investment, and persuading some private investors to commit themselves, usually help overcome the doubts of the majority.

There is, however, no simple way to bring this situation about. The obvious remedy of specific investment subsidies is likely to be expensive and at odds with the objectives of leaving decisions to market forces and restoring fiscal balance. An appropriate strategy for increasing investment would contain four elements:

- The establishment and maintenance of macroeconomic stability, including a predictable and competitive real exchange rate, small budget deficit and low rates of monetary growth and inflation
- Removal of the legal and bureaucratic impediments to investment by domestic and foreign firms and the provision of clear rules for taxation, property rights and the regulation of production and trade
- Expansion of public investment in a manner complementary to private investment
- Assurance of sufficient external financing to support a sound program in both the medium and the long terms. In highly indebted middle-income countries committed to sustaining a reform effort, the Brady initiative and other debt reduction schemes should help improve the viability and credibility of adjustment programs.

*Raising saving rates.* To sustain desirable rates of investment and growth, the saving rates in most adjusting countries have to increase, especially in the many African countries that started the 1980s with very low rates. The most effective way to increase saving in the initial years of an adjustment program is to raise public saving. Private saving, because it is responsive mainly to an increase in the rate of growth of GDP, starts to rise after growth gets under way. Once real interest rates are positive, further increases in these rates on deposits and special tax treatment for saving are unlikely to cause any large rise in the rate of saving.

*Refinements.* The findings of RAL-2 confirm and extend some of the conclusions of RAL-1. The sequencing and packaging of reform measures are crucial aspects of adjustment programs. In countries that start with high inflation and a large current account deficit, the first step is to implement stabilization measures. Structural reforms aimed at maintaining macroeconomic balance are emphasized next. Sectoral reforms are sequenced in a way that takes into account the linkages among sectors. For instance, trade liberalization is likely to improve efficiency more if accompanied by measures to improve the functioning of the domestic markets for goods and credit, provide needed infrastructure and reduce the controls over domestic investment and the impediments to the mobility of labor. In some low-income countries, barriers to the integration of the domestic economy—poor roads, inappropriate infrastructure for domestic transport, lack of domestic financial markets and so on—are major constraints on economic growth that should be tackled early.

The data on conditionality and implementation from the much expanded sample of loans approved in FY79-88 showed most of the same patterns found in RAL-1, as well as some new ones. Progress with implementation was measured by the share of conditions in the loan agreements that were implemented by the time of release of the final tranche. Of all conditions in the loan agreements in the sample, 84 percent were implemented at least substantially—better than the rate cited in RAL-1—and 66 percent were implemented fully or more than fully by the time of release of the final tranche.

Implementation rates increased during the 1980s, both for countries that had received adjustment loans since the early 1980s and countries that started more recently. For the
loans in the sample whose final tranche was released in FY89, i.e., since the first report, 99 percent of the conditions were implemented at least substantially, and 80 percent of the conditions as originally written were implemented fully or more. In the rare cases where a condition as originally written did not seem necessary, the Bank waived the condition, with approval from the Board. If the one loan in the sample for which this situation occurred in FY89 is excluded, the proportion of fully implemented conditions rises from 80 percent to 88 percent. Essentially, the final tranches were released only when all conditions in the loans were at least substantially fulfilled.

As to political economic factors in the implementation of adjustment programs, governments were more frequently able to develop and maintain political support for structural adjustment when that need was taken into account in the design of the program and when the government was active in explaining the source of the problems addressed by the program, how it planned to tackle them, why this option was the best one and how people would benefit from the new policy environment. Mobilization of beneficiaries to become political supporters usually followed. While technical considerations sometimes caused unavoidable delays in program implementation, more prompt implementation almost always increased the chances of political support. Awareness of the economic problems that motivated the initial decision for reform was strongest at the beginning, with the authorities then having maximum latitude for reform. Support for sustaining the new status quo then developed as the structural reform paid off in growth and higher living standards.

A final conclusion of the two reports is that adjustment programs need to give greater attention to reforming and developing institutions in several areas: in Sub-Saharan Africa, the agricultural sector; in many countries, financial sector and fiscal management; and in almost all countries, public enterprises. Although adjustment programs often call for a reduction in the resources going to the public sector, it is equally important to strengthen public institutions through improved policies, organization and management. Institutional development is essential for both the implementation and ultimate success of many of the reforms the Bank supports.

Concluding Remarks

In the last 10 years, countries have been struggling to adjust policies and institutions in response to their poor economic performance. Design and implementation of adjustment programs are not easy tasks. Nor are they tasks that can be carried out successfully unless each program is tailored to the specific circumstances of the adjusting country. Nevertheless, some lessons have emerged from the analysis of adjustment problems and programs that are of much interest to policy-makers in developing countries. These lessons have also been incorporated in Bank-supported programs. They are repeated here.

In countries experiencing acute macroeconomic imbalances manifest as high fiscal deficits, balance-of-payments crisis and high open or repressed inflation, adjustment should start with policy and institutional reforms that deal in a credible and permanent way with the large public sector deficit that is the ultimate cause of the macroeconomic crisis. Once enough progress has been achieved in reducing inflation and the fiscal and balance-of-payments deficits, other structural reforms aimed at improving the allocation of resources and achieving sustainable and equitable growth can be attempted. Among the latter reforms the most common address: the public sector; trade/domestic competition; and the financial sector. Reform of the labor market, although attempted in many cases, has not been as common as it should be.

What impact can the Bank’s adjustment lending have on borrowing countries? The Bank can assist adjustment by providing both financing and policy advice. Furthermore, the Bank can help countries mobilize other sources of financing. In RAL-2 it was found that, after adjusting for non-program factors, adjustment lending had a positive effect on growth and on export and saving rates in constant prices. However, it had a negative effect on the investment ratio.

With respect to the effects of adjustment lending on social indicators, the evidence shows that changes in living conditions in the short run do not appear to have been systematically related to the presence or not of adjustment lending.

The rate of implementation of programs rose during the 1980s both for countries that had received adjustment loans since the early 1980s and for countries that had started more recently. The rates were lower for countries with higher rates of inflation and for countries that suffered higher negative external shocks. Successful stabilization and appropriate adjustment to external shocks (including contingency financing) helped to increase the implementation rate of programs. Both RAL-1 and RAL-2 underline the importance of a good diagnosis of the development problems facing a country and of the need to build a consensus around the adjustment program. While external financing can help implementation of a government-owned program, ultimately it will not be effective if the government is not convinced of the need for adjustment. To be successful, the government has to own the program.

Governments have more frequently been able to develop and maintain political support for structural adjustment when they designed the programs with this aim in mind and were active in explaining the sources of the problems addressed by the program, how they planned to tackle them, why this option was the best one, and how people would benefit from the new policy environment. Mobilization of beneficiaries
to become political supporters usually followed. While technical considerations sometimes caused unavoidable delays in program implementation, more prompt implementation almost always increased the chances of political support. Awareness of the economic problems that motivated the initial decision for reform were strongest at the beginning, at which time the authorities had maximum latitude for reform. Support for sustaining the new status quo then developed as the structural reform paid off in growth and higher living standards.

Although adjustment programs often called for a net reduction in the resources going to the public sector, it was equally important to strengthen public institutions through improved policies, organization and management. Institutional development was essential for both the implementation and ultimate success of many of the reforms the Bank supported.

The ultimate success of the adjustment programs depended not only on getting the right policies in place but also on increasing investment, including efficient public investment, and saving and growth. Public policy has contributed much to these objectives by mobilizing saving and providing a macroeconomic framework supportive of investment and efficient growth.

Notes

1. When the first draft of this paper was written, Stanley Fischer was vice president, Development Economics, and chief economist of the World Bank. The authors are grateful to Edmar Baeha, Bela Balassa and John Williamson for their comments and to William Easterly, Ross Levine and Klaus Schmidt-Hebbel for their comments and suggestions.

2. For the origins of adjustment lending, see Stern (1983).

3. Adjustment lending is sometimes also defined as balance-of-payments support lending; since all capital inflows support the balance of payments, the emphasis is more accurately placed on the rapidly disbursing feature.

4. For instance, some of the reforms undertaken before stabilization in Mexico appear to have been long-lasting.

5. Two recent comprehensive reviews are presented in the first and second Reports on Adjustment Lending (World Bank 1988 and 1990a).


7. Webb and Shariff (1990) also discuss some of the political-economic aspects that affect the speed of reforms.

8. Attention to the effects of adjustment measures on the poor increased during the 1980s as it became clear that adjustment would not be effected quickly.

9. Another interesting point brought out in RAL-2 is that some countries began implementing their structural adjustment program before the adjustment loans became effective and frequently broadened their coverage after disbursement ended.
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Edmar L. Bacha

There is much to agree with in the paper by Vittorio Corbo and Stanley Fischer. In my role as devil’s advocate, however, I will focus my observations on points of disagreement.

Sequencing

The World Bank’s doctrine on sequencing for economic reform in developing countries is, first, stabilization, then liberalization (first the markets for goods, then the financial markets), and finally investment and growth. A variant is, first, carry out the macroeconomic adjustments, then the structural reforms, and finally the investment growth.

The Bank’s doctrine seems to have resulted from reflection on the economic policy fiascos in Latin America, where such a sequence was not followed. On the one hand, there were the Southern Cone open monetarist experiments of the late seventies—in Argentina, Chile and Uruguay—where (financial) liberalization preceded a balancing of the budget and de-indexation of the markets for labor and goods. These experiments all ended in major financial and economic crises in the early eighties. On the other hand, there were the heterodox expansionary stabilization experiments of the mid-eighties—in Argentina, Brazil and Peru—where price freezes replaced fiscal and monetary adjustment. These efforts all ended recently in price explosions and acute recessions.

The successful stabilization experiences of Bolivia, Israel and Mexico teach that there is more to stabilization than the augmented Phillips curve IS-LM framework. To cope with mega-inflation, major structural reforms must accompany fiscal austerity and the establishment of monetary anchors. In fact, it is arguable that in each of these countries it was the reform-mindedness of the new governments that carried the day for stabilization, rather than their short-term achievements in the fiscal or monetary spheres.

The same observation may apply to the recent liberalization experiments in Eastern Europe—structural reforms are a prerequisite for effective stabilization.

Public Sector Reform

The issue here is how the Bank defines structural reform—it seems to mean only deregulation, privatization and liberalization, i.e., reducing the degree of government intervention in the private markets.

It is easy to agree that such liberalization reforms will be credible only if the macroeconomic environment is stable. To create this environment, however, structural reforms must be initiated in the way the government operates and interacts with private economic agents. The rules of the game of a statist, soft budget economic regime of the Latin American or Eastern European variety are such that all the costs of risk-taking activities tend to be shifted to the government budget, whereas sectoral interest groups appropriate all the benefits. A thorough reform of this system of publicly sponsored private privileges is required if the government is to make ends meet and thus open the way for lasting stabilization.

Thus, when considering the need for a thorough public sector reform, it is not just an improved allocation of resources that is at issue as a prerequisite for effective stabilization. The real goal is to suppress the potential budget deficit that lies behind all the commitments—contingent liabilities, in fact—the government has built over the years with different private groups both inside and outside the government. The need for reforms involving divestiture, deregulation, tax changes, debt consolidation, changed personnel policies, and an incentives-focused administrative framework for the public sector is the context within which a hardening of the government budget constraint, aimed at guaranteeing effective stabilization, needs to be considered. That change in the inflationary policy regime will give a clear sign to the economic agents and create the favorable expectations necessary for stabilization.

Unfortunately, the Bank has emphasized the need for public sector reforms much less than it has emphasized the need for liberalization. It has done so even though, time and again, experience has shown the need for “reregulation” every time a liberal crusade extends beyond its limits. As a consequence, little has been learned about how, in societies where the need for public goods is blatant, to make a public sector more effective. Chile post-1984 seems to be the best example of how to correct the excesses of liberalism without falling prey to inconsequent interventionism. In addition, the positive role that state interventionism played in Taiwan, China and Korea has been little studied, even though these two cases seem to illustrate that “rent-seeking behavior” can be avoided even in closely regulated markets, provided that government regulation is performance-based and subject to a hard budget constraint.

The relative lack of attention to these themes is indicated in the original version of the Corbo and Fischer paper, where
the sectoral reforms chosen for analysis involved goods and factor markets: trade, finance and labor. This selection is almost like performing Hamlet without the prince, in that only a reformed public sector will be capable of dealing productively with the complex issues involved in these sectoral reforms.

**Sectoral Reforms**

Again, there is much to agree with the authors about the sectoral reforms they discuss. My disagreements center on the following points:

1. In the case of trade reforms, I do not understand why the authors did not take the conclusions from the “new trade theories” as seriously as they did those from the “new endogenous growth theories.” Both sets of theories conclude that carefully designed policy interventions can significantly improve on market-based results because externalities and economies of scale are so pervasive. Rather than presuming that politicians are not ever to be trusted and that if allowed to intervene they will always choose a bad policy course, the economist’s conclusion should be that there is much need for research on the design and implementation of policy interventions, including the “political economy” aspects of those interventions.

2. On the matter of reform of the financial market, the emphasis was on market-oriented reforms under prudent regulation. This position is a big advance over the frequent advice of Bank missions in the field simply to liberalize goods markets. Long-term labor contracts, with tenure systems and the like, are an important characteristic of well-functioning labor markets, as Japan and IBM prove. Perhaps the objective should be better insurance mechanisms than the ones so often legislated into labor contracts. The apparently successful experience of Chile with the privatization of social security is an example that deserves further study; it confirms that, to succeed in removing a bad insurance mechanism, it may be necessary to offer a policy alternative capable of delivering a better service at a smaller cost.

**John Williamson**

The main thrust of the paper by Vittorio Corbo and Stanley Fischer is a defense of the rationale of the conditions that have been attached to adjustment loans. I agree with most of what the authors say on this topic. Much of it falls under the heading of what, in a phrase I now slightly rue, I have described as the “Washington consensus” (Williamson 1990), hardly surprising given that the World Bank is a central actor in Washington. Where Corbo and Fischer go beyond the Washington consensus, notably in the attention they pay to equity issues, I welcome the evidence that the Bank no longer neglects an area so regrettably ignored by the Washington of the early 1980s.

My one substantive disagreement with Corbo and Fischer concerns their proposition that stabilization should always precede adjustment. It is important that stabilization be achieved promptly and convincingly. However, I join Edmar Bacha in questioning whether it should always precede all supply-side reforms. Mexico, for one, undertook a great many of those reforms before it achieved stabilization. Although Turkey’s initial efforts at stabilization were limited, it was still able to accomplish a massive opening up of its economy. In Eastern Europe, I suspect that successful stabilization will require a greater ability to respond to changed incentives than the centrally planned economies now possess.

The implication is that at least some supply-side reforms should precede stabilization efforts. The principal problem with the Ryzhkov Plan (March 1990) is that it proposes to increase prices in the interest of stabilization before doing anything to change the structure of the economy. Failed stabilizations are not without costs: every failure makes the next attempt more difficult. Economists have so far found very few robust generalizations about the optimal sequencing of economic reform. “Stabilization first,” always and everywhere, is another one that does not work.

Rather than dwell on quibbles with the Corbo-Fischer paper, it may be more constructive to explore a complemen-
tary theme: the rationale for the Bank to make adjustment loans at all. There seem to be four such rationales:

(1) **Traditional Bank doctrine.** Traditionally Bank lending took the form of project loans, which had the incidental effect of relieving the foreign exchange and savings constraints. That is, they permitted the financing of a larger current account deficit than would otherwise have been possible. This effect was particularly valuable when the foreign exchange constraint was binding, as the two-gap model explained.

A decade ago many of the Bank’s clients fell on hard times. One consequence was a lack of counterpart local currency financing for projects (a problem sometimes aggravated by International Monetary Fund [IMF] conditionality). Those developments increased rather than diminished the borrowing countries’ need for foreign exchange (especially in conjunction with the build-up of debt service obligations due the Bank). In many cases the foreign exchange constraint became binding, following a lengthy period when it had not been. Under such circumstances the obvious way for the Bank to serve its clients was to introduce a program of fast-disbursing non-project lending. Doublet, adherents of public choice theory would also point out that this program kept the Bank in business at a time when its activities might otherwise have been curtailed.

(2) **Traditional Fund doctrine.** The IMF seems to have the paradoxical view that lenders lend to countries to stop deficits rather than to finance them. Actually, the Fund’s position is quite rational. Deficits originate from some combination of bad management and bad luck. Whatever their cause, the optimal response is prompt initiation of adjustment, but at a pace sufficiently measured to limit the loss of output during the process. That pace requires financing for the interim deficit, which the IMF aims to provide.

(3) **Support for reform.** From time to time in a developing country a new political team that understands what makes the world tick takes office. Typically the team will include one or two key senior economic officials with experience in the Bank and/or the Fund. The team wants to implement a set of reforms along the lines of my “Washington agenda.” These reforms promise long-run benefits—at the expense of short-run costs. Adjustment loans enable the international community to provide a sweetener that will help the reformers retain political support during the difficult and perhaps lengthy period before the reforms start to bear fruit.

(4) **Bribes for reform.** Even after the welcome recent developments in Latin America, Asia and Eastern Europe, the world contains many regimes that most of us would rather not live under. These governments are typically part of the problem rather than the solution. Loans may be used to bribe these governments to get off the backs of their long-suffering citizens.

**Which Rationale?**

In his early explanation of adjustment lending, Stern (1983) strongly emphasized the first of the four rationales while also mentioning the second. Corbo and Fischer place primary emphasis on the third, while also acknowledging the second. The remarks by Wilfried Thalwitz during the conference related to the third rationale. Bacha, in contrast, appealed to the first. I have never heard the fourth mentioned in public, and it is unreasonable to expect it to feature in the rhetoric of officials, but that absence does not necessarily mean it is unimportant.

**Implications for Conditionality**

Any of the four rationales might be relevant and legitimate, depending on the country in question and its circumstances. The point of distinguishing among the motives is that the one which is relevant in a particular case may and should influence the conditions attached to the extension of loans.

Rationale one and even more so three are the ones that seem to call for conditions bearing on the full range of the “Washington consensus,” that is, that cover liberalization and the opening up of the economy as well as stabilization, plus equity. The critical question here is very much that on which Corbo and Fischer focus, namely, whether the set of policies to be embodied in a program that the government “owns” is the best that can be conceived. The emphasis on equity, tax reform and spending on basic education and health in the Corbo-Fischer paper suggests the Bank is remedying some of the areas it has been charged with neglecting in the past decade. However, land reform is conspicuously absent from the list.

Where rationale one is concerned, the question is whether it is appropriate to condition loans on adjustment—on changes in policies—rather than on policies being appropriate. Alejandro Foxley made the point, when visiting Washington, D.C. in November 1990, that Chile was expecting to have some difficulty in continuing to borrow from the Bank in coming years, despite its big debt-service obligations, because it had already made all the policy adjustments the Bank typically rewarded with adjustment loans, including privatizing most of the state sector, a change that meant there were few public sector enterprises eligible for project loans. Under such circumstances the Bank should be prepared to continue non-project lending, even if it has to call it non-adjustment lending, with the condition that the country maintain the policies unchanged.

In the case of rationale two, the conditions essentially have to be those typical of IMF conditionality: an appropriate mix of demand restraint, chiefly by fiscal consolidation; and devaluation aimed at achieving a competitive real exchange rate. The Bank has come to emulate the Fund in preaching the necessity of such policies. However, it is
hoped the Bank will exhibit more finesse in its relations with member countries than the Fund has, so that it does not also become a popular bogeyman.

Where rationale three is applicable, it is certain the country "owns" the program. Accordingly, it is least necessary to truss the country up in a long list of niggling conditions. Conditions that serve to provide a basis for policy dialogue, strengthen the hand of the technocratic element within the government and retain the right to terminate the program if the government falls or backs too far away from its initial good intentions are the only type of conditionality needed.

The fourth rationale is by far the most problematic. One approach is to refuse non-project lending to unenlightened governments. This approach is pretty much Bank policy: it is presumably no coincidence that the remarks on which I based my description of that rationale were uttered by a staff member of the Fund rather than the Bank. At the same time, it may on occasion be difficult to deny non-project loans to some governments with ambiguous credentials. Hence, it may be worth thinking about the sorts of conditions that are appropriate under these circumstances.

It is no good hoping that such a government will "own" the program. The policy measures included have to be ones that are easily policed and preferably difficult to reverse. To the extent those criteria permit, desirable reforms would be trade liberalization, deregulation and privatization, or, especially, "improved governance," although pushing for the latter may be asking for the moon. A reform that would not be particularly appropriate is tax reform, since it would give the government more money to mishandle.

Success of Adjustment Lending

I have little to say on this topic. I doubt if the case made in the paper will convince a determined skeptic that adjustment lending has been an enormous success, but those of us who approve of the sorts of conditions on which the Bank has focused are relieved to find there is some evidence of a positive record. Adjustment lending is not yet, however, nurturing a new generation of newly industrialized countries. At least, the paper does not say so.

References


World Bank-Supported Adjustment Programs: Country Performance and Effectiveness

Vittorio Corbo and Patricio Rojas

The purpose of a structural adjustment program is to restore sustainable economic growth and make lasting progress in alleviating poverty. The process is lengthy, however, often with requirements to control inflation, achieve a sustainable external balance, change incentives, create or strengthen institutions, mobilize savings and increase investment. Control of inflation and reduction of the external deficit are usually attempted at the beginning of the program, to lay the foundation for credible macroeconomic and institutional reform. When enough progress has been achieved with inflation and the current account, structural reforms to improve the allocation of resources and lift other impediments to growth are initiated.

Given the length of the process, examination of performance indicators one or two years after initiation of an adjustment effort reveals little about its effectiveness and benefits in the medium and long terms. Rather, it likely picks up the short-term costs of adjustment. A more complete evaluation of adjustment programs is best carried out through case studies of countries where enough time has passed since initiation of the adjustment effort. Even then, the evaluations need to look beyond the characteristics of the program to take into account, as well, initial conditions in the country (e.g., GDP growth and the ratios of investment, saving and exports to GDP in the period before the program) and both internal (e.g., the policy environment) and external (e.g., the terms of trade, international real interest rates and access to external financing) factors in assessing effectiveness.

Another key point about the evaluation of performance in adjusting countries is the necessity of measuring the marginal contribution of adjustment programs while controlling for other factors that affect performance. The contribution of an adjustment lending program can be calculated as the difference between actual performance and an estimated counterfactual scenario of what would have happened in the absence of the program, given initial conditions in the country, the external environment facing it and policies in the period before the program was initiated. In the present study, three alternative statistical approaches were used in constructing the counterfactual scenario: the standard before-and-after comparison; the standard control-group comparison; and the modified control-group comparison, in which the effects of adjustment lending are assessed using techniques to control not only for conditions that influence the effectiveness of adjustment measures but also for country characteristics that help determine the decision to participate in an adjustment program. In sum, the initiation of an adjustment program with World Bank support is seen as an endogenous decision that is based on the benefits the country expects from the program.1

These three approaches were used to assess if countries that undertook adjustment programs with the World Bank performed better than they would have in the absence of the program. Performance and the effectiveness of adjustment lending were evaluated using four indicators: rate of growth of GDP; ratio of saving to GDP; ratio of investment to GDP; and ratio of exports to GDP. The value of the performance indicators in 1985–88—a period after adjustment was initiated—was compared with performance in two base periods, 1970–80 and 1981–84, for three groups of countries:

- Early-intensive adjustment lending (EIAL) countries, which received two or more structural adjustment loans (SALs) or three or more adjustments loans (SALs or sectoral adjustment loans [SECALs]) starting in 1985 or before
- Other adjustment lending (OAL) countries, which started a program after 1985 or received fewer than two SALs or fewer than three adjustment loans in 1985 or before
- No adjustment lending (NAL) countries, which received no adjustment loans.2
Initial Conditions, External Shocks, Policy Stance and a First Look at Performance

Initial conditions and external shocks are important determinants of performance as well as of the demand for adjustment lending. Similarly, the domestic policies before and during adjustment are also important. In fact, countries receiving adjustment lending are supposed to follow policies aimed at reducing the current account deficit to a level compatible with normally available financing while minimizing losses in output and employment and creating the conditions for sustainable growth. Fiscal, monetary and exchange rate policies are the key macroeconomic ones used for adjustment (most of the time as part of an International Monetary Fund [IMF] program), while the most common types of Bank-supported structural reforms involve institutional and incentive measures in the public sector, trade policy and the financial system.

When other factors are controlled for, the importance of initial conditions in the performance of a country when it undertake a program is evident. A country with better initial conditions (e.g., higher saving, investment and export to GDP ratios, a lower debt to GDP ratio, a lower fiscal deficit to GDP, less inflation, and so on) has a better chance of improving its performance under a given adjustment program than does a country with worse initial conditions.

As table 3–1 shows, in the 1970–80 base period the EIAL countries had, relative to OAL countries, higher saving and investment ratios. In contrast, they had the highest debt to GDP ratios and the highest rates of inflation. In the case of the ratios of debt to exports and exports to GDP, rate of growth of GDP and fiscal deficit to GDP, the EIAL countries fell between the OAL and NAL countries. The OAL countries had the highest debt to export ratios and the lowest saving to GDP ratio and rate of growth of GDP. In contrast, the NAL countries had the most favorable ranking for eight of the nine indicators. In the 1981–84 period, in general, the indicators of initial conditions showed a similar ranking as before, except for the rate of growth of GDP, which was lowest in the EIAL countries (see tables 3–2 and 3–3). However, in absolute terms the indicators for inflation and GDP growth were worse for the three groups, especially the EIAL countries. Thereafter, based on a review of initial conditions in each group of countries, it appears that on average the NAL countries did not need adjustment, while the EIAL countries did quite well in the 1970s except in the case of debt indicators. However, in the 1981–84 period, the demand for adjustment lending by the EIAL countries seems to have been the result of a mixture of debt problems and the worst indicators in terms of inflation and GDP growth.

Even if initial conditions had been the same in the various country groups, the differences in the intensity with

| Table 3-1. Initial Conditions (period average, 1970-80) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | 1               | 2               | 3               | 4               | 5               | 6               | 7               | 8               | 9               |
|                | Debt as % of GDP | Debt as % of GDP | Real effective | Fiscal deficit as | Annual avg. | Rate of | Domestic saving as | Domestic | Investment | Exports as |           |
|                |                 |                 | rate of exch.  | % of GDP        | rate of inflation | growth as | saving as % of GDP | saving as % of | as % of GDP | as % of GDP |           |
| EIAL average   | 41.5 (3)        | 204.7 (2)       | 98.3 (3)       | 6.4 (2)         | 23.2 (3)       | 4.6 (2)    | 18.7 (1)        | 24.3 (3)       | 24.7 (2)    |           |
| Median         | 46.5            | 199.6           | 96.6           | 6.9             | 13.5           | 5.6         | 19.2            | 23.8           | 22.3        |           |
| 1st quartile   | 24.2            | 116.3           | 94.4           | 9.2             | 9.8            | 2.5         | 14.5            | 19.8           | 15.5        |           |
| 3rd quartile   | 49.3            | 277.0           | 101.7          | 3.5             | 19.8           | 6.3         | 22.1            | 28.2           | 29.4        |           |
| OAL average    | 39.6 (2)        | 206.2 (3)       | 97.9 (1)       | 7.0 (3)         | 21.3 (2)       | 3.9 (3)     | 13.9 (3)        | 23.6 (2)       | 24.7 (3)    |           |
| Median         | 34.9            | 150.1           | 99.1           | 5.2             | 11.8           | 3.6         | 14.3            | 21.8           | 20.4        |           |
| 1st quartile   | 22.3            | 116.0           | 95.1           | 7.1             | 8.9            | 2.7         | 2.9             | 15.7           | 12.0        |           |
| 3rd quartile   | 45.6            | 320.8           | 101.2          | 2.1             | 16.9           | 4.9         | 24.0            | 30.8           | 34.4        |           |
| NAL average    | 29.7 (1)        | 146.6 (1)       | 97.8 (1)       | 4.4 (1)         | 12.2 (1)       | 5.5 (1)     | 14.6 (2)        | 22.6 (1)       | 29.9 (1)    |           |
| Median         | 26.1            | 112.6           | 97.6           | 3.5             | 11.4           | 4.6         | 15.4            | 21.6           | 29.1        |           |
| 1st quartile   | 16.9            | 76.8            | 94.2           | 7.7             | 9.1            | 3.6         | 10.0            | 16.8           | 16.3        |           |
| 3rd quartile   | 37.0            | 128.8           | 100.5          | 1.4             | 13.3           | 7.0         | 19.6            | 25.8           | 36.6        |           |

Note: The numbers in parentheses are the rankings of the country groups for that indicator ("best" is one).

a. The ratios are computed using data in current US dollars; the period covered is 1975–80. The data include total disbursed guaranteed and non-guaranteed debt.
b. Exports of goods and non-factor services are obtained from balance-of-payments statistics in the World Bank files.
c. This column considers only the average for the period 1976–80 and is based on International Monetary Fund data; Algeria, Bolivia, Indonesia and Jamaica only have data available since 1979, Guinea-Bissau and Morocco since 1978, and Brazil, Burkina Faso, China, Congo, Greece, Niger and Portugal since 1977.
d. The ratios are calculated with data in constant local currency.

Source: World Bank data.
Table 3-2. Country Performance

<table>
<thead>
<tr>
<th></th>
<th>Ratio of growth *</th>
<th>Ratio of domestic saving to GDP</th>
<th>Ratio of investment to GDP</th>
<th>Ratio of exports to GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>4.6 (2) 1.3 (3) 4.2 (1)</td>
<td>18.7 (1) 14.8 (1) 17.2 (1)</td>
<td>24.3 (3) 19.9 (1) 18.6 (1)</td>
<td>24.7 (2) 25.1 (2) 28.1 (1)</td>
</tr>
<tr>
<td>Median</td>
<td>5.6 0.6 3.7</td>
<td>19.2 14.7 15.8</td>
<td>23.8 19.0 16.5</td>
<td>22.3 20.8 24.6</td>
</tr>
<tr>
<td>1st quartile</td>
<td>2.5 -0.5 2.0</td>
<td>14.5 10.9 9.1</td>
<td>19.8 15.8 12.0</td>
<td>15.5 13.2 14.4</td>
</tr>
<tr>
<td>3rd quartile</td>
<td>6.3 2.7 6.0</td>
<td>22.1 19.0 19.1</td>
<td>28.2 21.0 20.4</td>
<td>29.4 30.1 31.0</td>
</tr>
<tr>
<td>OAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>3.9 (3) 2.3 (2) 3.0 (2)</td>
<td>13.9 (3) 12.7 (2) 13.3 (3)</td>
<td>23.6 (2) 22.0 (2) 29.1 (3)</td>
<td>24.7 (3) 24.4 (3) 23.6 (3)</td>
</tr>
<tr>
<td>Median</td>
<td>3.6 1.9 3.1</td>
<td>14.3 12.0 12.2</td>
<td>21.8 19.2 18.1</td>
<td>20.4 19.4 17.9</td>
</tr>
<tr>
<td>1st quartile</td>
<td>2.7 0.6 0.5</td>
<td>2.9 12.1 1.6</td>
<td>15.7 14.7 12.2</td>
<td>12.0 9.0 9.6</td>
</tr>
<tr>
<td>3rd quartile</td>
<td>4.9 3.9 3.9</td>
<td>24.0 21.1 16.6</td>
<td>30.8 25.8 23.2</td>
<td>34.4 25.3 29.9</td>
</tr>
<tr>
<td>NAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>5.5 (1) 3.1 (1) 2.7 (3)</td>
<td>14.6 (2) 14.0 (3) 14.4 (2)</td>
<td>22.6 (1) 24.1 (3) 20.0 (2)</td>
<td>29.9 (2) 26.1 (1) 24.6 (2)</td>
</tr>
<tr>
<td>Median</td>
<td>4.6 2.6 2.2</td>
<td>15.4 14.1 13.9</td>
<td>21.6 22.7 21.8</td>
<td>29.1 25.3 22.8</td>
</tr>
<tr>
<td>1st quartile</td>
<td>3.6 -1.2 0.7</td>
<td>10.0 7.9 7.5</td>
<td>16.8 17.7 13.0</td>
<td>16.3 14.9 14.9</td>
</tr>
<tr>
<td>3rd quartile</td>
<td>7.0 5.7 3.9</td>
<td>19.6 20.0 19.2</td>
<td>25.8 27.3 23.2</td>
<td>36.6 32.1 43.8</td>
</tr>
</tbody>
</table>

Note: The figures in parentheses indicate the rankings of the country groups for that indicator ("best" is one).

Table 3-3. Selected Indicators of Policy Stance

<table>
<thead>
<tr>
<th></th>
<th>Real effective exchange rate *</th>
<th>Ratio of fiscal deficit to GDP *</th>
<th>Annual average rate of inflation</th>
<th>Ratio of resource balance to GDP *</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>99.3 (3) 110.7 (3) 103.6 (2) 79.0 (1)</td>
<td>-6.4 (2) -7.6 (3) -6.2 (1)</td>
<td>4.6 (3) 23.2 (3) 27.5 (3) 59.8 (3)</td>
<td>150.4 (3) 5.1 (1) 7.1 (1) 3.2 (1) 1.4 (1)</td>
</tr>
<tr>
<td>Median</td>
<td>96.6 105.7 98.2 78.3</td>
<td>6.9 -7.6 -6.1 -3.8</td>
<td>13.5 14.3 17.9 13.4</td>
<td>5.0 6.1 1.9 0.7</td>
</tr>
<tr>
<td>1st quartile</td>
<td>94.4 97.6 88.6 69.7</td>
<td>-9.2 -10.5 -7.1 -5.9</td>
<td>9.8 11.5 6.5 4.8</td>
<td>2.1 3.9 0.2 -2.6</td>
</tr>
<tr>
<td>3rd quartile</td>
<td>101.7 112.3 107.9 86.3</td>
<td>-3.5 -4.3 -3.3 -2.2</td>
<td>19.8 31.2 31.2 26.5</td>
<td>8.4 10.2 5.6 4.3</td>
</tr>
<tr>
<td>OAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>97.9 (2) 104.2 (1) 103.4 (1) 81.1 (2)</td>
<td>-7.0 (3) -7.3 (2) -7.6 (3)</td>
<td>8.4 (3) 21.3 (2) 22.3 (2) 44.6 (2)</td>
<td>37.6 (1) 7.3 (3) 10.9 (2) 7.7 (2) 6.8 (3)</td>
</tr>
<tr>
<td>Median</td>
<td>99.1 104.0 96.9 80.8</td>
<td>-5.2 -5.8 -5.7 -5.7</td>
<td>11.8 14.3 11.1 10.1</td>
<td>5.5 9.5 5.0 2.1</td>
</tr>
<tr>
<td>1st quartile</td>
<td>95.1 96.3 89.3 64.5</td>
<td>-7.1 -8.0 -9.6 -11.0</td>
<td>8.9 9.8 7.8 3.7</td>
<td>2.1 1.3 -0.7 -0.0</td>
</tr>
<tr>
<td>3rd quartile</td>
<td>101.2 112.5 106.8 97.2</td>
<td>-2.1 -3.6 -3.3 -3.1</td>
<td>16.9 25.1 39.8 33.9</td>
<td>9.4 13.9 12.8 11.2</td>
</tr>
<tr>
<td>NAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>97.8 (1) 106.7 (2) 116.7 (3) 115.0 (3)</td>
<td>-4.4 (1) -6.7 (1) -7.0 (2)</td>
<td>-6.4 (2) 12.2 (1) 13.5 (1) 15.2 (1) 135.7 (2)</td>
<td>6.7 (2) 12.6 (2) 7.7 (2) 5.6 (2)</td>
</tr>
<tr>
<td>Median</td>
<td>97.6 107.4 113.0 101.1</td>
<td>-3.5 -6.2 -7.1 -6.4</td>
<td>11.4 10.4 9.2 9.0</td>
<td>3.6 7.5 6.1 5.5</td>
</tr>
<tr>
<td>1st quartile</td>
<td>94.2 102.1 98.0 87.4</td>
<td>-7.7 -10.4 -9.8 -10.3</td>
<td>9.1 7.6 6.0 4.4</td>
<td>2.0 3.0 1.9 -0.9</td>
</tr>
<tr>
<td>3rd quartile</td>
<td>100.5 115.7 128.6 122.8</td>
<td>-1.4 -2.4 -3.7 -3.0</td>
<td>13.3 13.8 15.9 20.1</td>
<td>8.4 17.2 10.4 8.9</td>
</tr>
</tbody>
</table>

Note: The figures in parentheses indicate the rankings of the country groups for that indicator ("best" is one).

a. The real effective exchange rates are taken from the International Monetary Fund data base. The first column considers only the average of the 1978-80 period. A decrease in the index (1980 = 103) indicates a real depreciation.
b. International Monetary Fund data. The ratios are computed using data in current local currency. Algeria, Bolivia, Indonesia and Jamaica only have data available since 1979, Guinea-Bissau and Morocco since 1978, and Brazil, Burkina Faso, China, Congo, Niger and Portugal since 1977. The data for 1976 and 1988 for Greece are missing.
c. The ratios are calculated with data in constant local currency.
Table 3-4. External Shocks

A. Effects of external shocks overall and on the terms of trade and real interest rate (percent of GDP)

<table>
<thead>
<tr>
<th></th>
<th>1981-84 relative to 1970-80</th>
<th>1985-88 relative to 1970-80</th>
<th>1985-88 relative to 1981-84</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Terms of trade</td>
<td>Real interest rate</td>
<td>Total shock</td>
</tr>
<tr>
<td>EIAL</td>
<td>-10.5</td>
<td>-1.9</td>
<td>-12.4</td>
</tr>
<tr>
<td>OAL</td>
<td>-2.9</td>
<td>-2.0</td>
<td>-4.9</td>
</tr>
<tr>
<td>NAL</td>
<td>-10.4</td>
<td>-1.2</td>
<td>-11.6</td>
</tr>
</tbody>
</table>

B. Total external shocks with median and first and third quartile figures

<table>
<thead>
<tr>
<th></th>
<th>1981-84 relative to 1970-80</th>
<th>1985-88 relative to 1970-80</th>
<th>1985-88 relative to 1981-84</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EIAL average</td>
<td>-12.4</td>
<td>-9.2</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>-13.6</td>
<td>-10.1</td>
</tr>
<tr>
<td></td>
<td>1st quartile</td>
<td>-17.1</td>
<td>-13.3</td>
</tr>
<tr>
<td></td>
<td>3rd quartile</td>
<td>-8.9</td>
<td>-3.3</td>
</tr>
<tr>
<td></td>
<td>OAL average</td>
<td>-4.9</td>
<td>-7.0</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>-6.3</td>
<td>-6.9</td>
</tr>
<tr>
<td></td>
<td>1st quartile</td>
<td>-16.8</td>
<td>-13.1</td>
</tr>
<tr>
<td></td>
<td>3rd quartile</td>
<td>-1.9</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>NAL average</td>
<td>-11.6</td>
<td>-15.9</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>-10.8</td>
<td>-11.2</td>
</tr>
<tr>
<td></td>
<td>1st quartile</td>
<td>-20.6</td>
<td>-25.0</td>
</tr>
<tr>
<td></td>
<td>3rd quartile</td>
<td>-2.1</td>
<td>-5.2</td>
</tr>
</tbody>
</table>

Note: The total effect of the external shocks as a percent of GDP is computed as the sum of the real interest rate and terms of trade effects. The interest rate effect is calculated as \(\frac{r - r_{ave}}{(r + dp/p)}\), where \(r\) is the real interest rate, computed as \((i - dp/p)/(1 + dp/p)\); \(r_{ave}\) is the average real interest rate in base period (1975-80) or (1981-84); \(i\) is the ratio of interest payments to total debt; interest payments are calculated by adding public and private interest payments; private interest payments are proxied by multiplying private debt by \(L \) (\(L\) equals a three-month annualized LIBOR plus 1 percent); private debt is estimated by subtracting public and publicly guaranteed debt from total debt; \(dp/p\) is "world" inflation (proxied by the percentage change in the GNP deflator of the United States); and \((deb/GDP)_{ave}\) is the ratio of debt to GDP in the year preceding the beginning of the end period. The debt data correspond to total disbursed guaranteed and non-guaranteed debt. Debt and interest rate information is available starting in 1975 only. Therefore, the average for the period 1970-80 is estimated using information for the period 1975-80.

The effect of the terms of trade is computed as \((X/GDP)_{ave} - (PMW/PM_{ave})_{ave}\), where \(X\) and \(M\) are exports and imports of GNFS; and \((X/GDP)_{ave}\) and \((M/GDP)_{ave}\) are the ratios of \(X\) and \(M\) to GDP respectively, at the year preceding the beginning of the end period. All the variables are denominated in current US dollars.

Source: World Bank data.

average annual loss of close to 12 percent of GDP in 1980, while for the OAL countries it was about 5 percent. In contrast, when comparing the period 1985-88 with the period 1981-84, the EIAL countries were the only group that experienced a positive external shock. However, this positive shock followed a much larger deterioration in the early 1980s.

External financing from non-official sources to the EIAL and OAL countries dropped substantially after the 1981-82 period, just when they were being hit by large terms of trade and interest rate shocks. If the negative external shocks of the early 1980s had been judged as temporary, the EIAL and OAL—principally middle-income—countries could have pursued the standard—and proper—option of using foreign reserves and foreign borrowing to avoid adjustment. However, with the exception of IMF and World Bank borrowing—which was conditional on the adoption of an adjustment program—foreign borrowing was difficult to obtain after August 1982. Moreover, once it became clear the adverse external environment would continue for some time, countries had to adjust. For countries that were ready to initiate adjustment programs, the access to financing from international financial institutions allowed them to make progress toward achieving internal and external balance by gradually implementing structural adjustment policies, assisted by foreign commercial borrowing.³ Table 3-5 shows
Table 3-5. Non-Official External Financing before and during Adjustment—Net Flow as a Percent of GDP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>1.8</td>
<td>3.3</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>OAL</td>
<td>3.0</td>
<td>1.1</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>NAL</td>
<td>1.1</td>
<td>3.1</td>
<td>2.2</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

Note: The net capital flows correspond to the net long- and short-term capital flows obtained from the balance of payments minus net flows (disbursements minus amortizations) provided by official (bilateral and multilateral) creditors. All variables are denominated in current US dollars. Panama is not included in the data to avoid the distortions that the enormous capital flight causes in the aggregate.

Source: World Bank data.

that EIAL countries suffered severe reductions in non-official flows of external financing after 1982, while NAL countries continued to receive an important amount in terms of GDP. That fact helps explain why the NAL countries did not use adjustment lending even when the total external shock they faced in 1981–84 was also major.

Country Performance

As noted, to compare the performance of the EIAL, OAL and NAL countries, four indicators of progress on macroeconomic adjustment—real GDP growth and the ratios of domestic saving to GDP, investment to GDP and exports to GDP—in three periods, 1970–80 (first), 1981–84 (second) and 1985–88 (third), were used. Although judgment about the effectiveness of an adjustment program cannot be based on a simple comparison of observed performance, nevertheless the before-and-after approach is useful in highlighting what happened in the country groups. 

Table 3-2 shows that for the EIAL countries the rate of growth of GDP dropped substantially from 1970–80 to 1981–84 but then recovered in 1985–88. In the OAL and NAL countries, the rate of growth dropped on average between the first and second periods and then between the second and third increased a little for the OAL countries and showed a small decrease for the NAL countries. A drastic reduction in the rate of growth of GDP between the first and second periods was common to all the country groups but was greatest for the EIALs.

The ratio of investment to GDP in the EIAL and OAL countries on average decreased continuously from the first to the third periods. For the NAL countries, the ratio rose between the first and second periods and fell between the second and third.

Domestic saving as a share of GDP in the EIAL countries dropped by 3.9 percentage points between the first and second periods and then recovered 2.4 percentage points between the second and third periods. In contrast, in the NAL countries, the drop between the first and second periods was smaller, but the recovery was only 0.4 percent of GDP.

The export to GDP ratio of the EIAL countries improved continuously from the first to the third periods, increasing by almost 4 percentage points on average.

To assess the effect of extreme observations, indicators of rank (first quartile, median and third quartile) were also used. There is no evidence that extreme observations distorted the information provided by the central tendency measures except in the case of the ratio of exports to GDP.

Policy Stance

To see how the policy stance changed in the EIAL countries, four indicators—the real exchange rate, the inflation rate and the fiscal and resource balance deficits as shares of GDP (table 3-3)—were used. Although a government cannot directly control the real effective exchange rate or inflation rate, its fiscal, monetary and exchange rate policies affect the evolution. For countries that had to reduce their current account deficits, a substantial real devaluation was an important component of successful adjustment. For many countries after 1982, it was available financing rather than policies that determined the evolution of their resource balance. Therefore, the resource balance in the post-1982 period was more a constraint than a policy variable.

The comparison of 1981–82 with 1970–80 shows that the EIAL countries experienced an increase in the fiscal deficit as a share of GDP, appreciation of their currencies, increase in their average inflation rates, and increase in their average resource balance deficits. After 1981–82, in general the EIAL countries improved their fiscal situation and achieved a continuous real depreciation. Nevertheless, average inflation rose constantly, the result of the greater monetization of their (smaller) fiscal deficits. The middle-income EIAL countries with large external public debts adjusted their budgets in response to the sharp drop in their capacity to borrow abroad, but at the same time their interest payments on external debt were increasing, and government revenues were suffering from the worsened terms of trade. The resource balance deficit as a share of GDP fell in the EIAL countries by more than half on average between 1981–82 and 1983–84.

To deal with the fiscal crisis starting in 1981–82, the typical EIAL country cut its public expenditures (usually by drastically reducing investment), increased its revenue and relied more on domestic financing of the budget deficit (via domestic interest-bearing debt or credit from the central bank). Bail-outs of firms hit hard by the large devaluations and the recession complicated the fiscal situation further. Fiscal adjustment, usually a prerequisite for improving internal macroeconomic stability, typically was at the heart of the structural adjustment programs. For the EIAL countries, the resource balance deficit as a share of GDP declined continuously after 1981–82.

The OAL countries also showed a mild deterioration in all four policy indicators between 1970–80 and 1981–82.
Then, between 1981–82 and 1983–84, there was an increase in the rate of inflation without much change in the real exchange rate and the fiscal situation. The countries nevertheless made progress between 1983–84 and 1985–88 in achieving real devaluations and in reducing their resource balance deficits as a share of GDP.

Economic policy before 1980 was better in the NAL countries than in other countries. After 1981–82, however, their real exchange rates appreciated substantially and their policy indicators and real growth of GDP worsened (table 3–3).

Statistical Analysis of Country Performance

The Before-and-After Approach

This approach consists of comparing a given indicator of performance after a specific program was put in place with performance on that indicator prior to the program. The before-and-after estimator is simply the mean change in the target variable over some relevant period. With \( \Delta y \) the change in the target variable between the program period and the previous period, the simple before-and-after estimator (6) involves calculating the mean change across the group of program countries for each of the macroeconomic outcome variables to be analyzed:

\[
(3-1) \quad \Delta y_i = \beta \quad \text{for all } i \in P
\]

where \( P \) denotes the set of program countries. Thus, any change in a target variable in a program country (or in a group of program countries) is attributed exclusively to the program. The significance of this estimator, \( \beta \), is usually tested through the standard t-test and, in some cases, through non-parametric statistical tests.

Although the before-and-after approach has been the most popular in the literature on the effects of programs, the results are likely to be biased and inconsistent. The main problem is that this approach embodies the implicit assumption of "other things being equal," which is highly implausible. Specifically, it is difficult to determine whether observed changes in, say, the GDP growth rate can be ascribed to a Bank-supported program or to other non-program factors that have not been held fixed in the analysis. This point is crucial because in the present period of analysis, the non-program determinants, especially terms of trade and international interest rates, changed widely from year to year and country to country. If the effectiveness of a program is defined as the difference between the actual macroeconomic performance observed under a program and the performance that would have been expected in the absence of the program, the before-and-after approach is a poor estimator of this counterfactual scenario, because the situation prevailing before the program is not likely to be a good predictor of what would have happened in the absence of a program, given that non-program determinants are changing from year to year.

Control-Group Approach

The control-group approach is designed to overcome, in part, the inability of the before-and-after approach to distinguish between program and non-program determinants of macroeconomic outcomes. This procedure basically uses the behavior of a control group (a group of non-program countries) to estimate what would have happened in the program group in the absence of programs. It implicitly assumes that the only difference between the program and non-program groups is that countries in the former are undertaking a program. The control-group approach still assumes, however, that program and non-program countries are subject to the same non-program determinants, i.e., they face the same external environment, and the effect on performance of these other determinants is the same for both groups of countries. This approach also ignores the effects of pre-program characteristics on performance.

The control-group estimator is calculated by running the following regression for the sample of program and non-program countries:

\[
(3-2) \quad \Delta y_i = \beta_0 + \beta_1 d_i \quad \text{for all } i \in Q
\]

where \( Q \) denotes the set of program and non-program countries and \( d_i \) is a dummy variable with a value of one for program countries. The estimated value of \( \beta_1 \) is equal to the difference in the mean changes in the target variables for program and non-program countries. Thus, a statistically significant value for \( \beta_1 \) would indicate that the change in the target variable for the program country was different from the corresponding change in non-program countries (the control group).

This approach controls for the effect of changes in the global economic environment, but it assumes that such global factors affect program and non-program countries equally. This assumption introduces a bias whenever program countries differ systematically from non-program countries.

This point is important for performance evaluation. If the determinants of program selection are positively correlated with the non-program determinants of change in the macroeconomic target variables that would have occurred in the absence of a program, the control-group estimate of the program's effects will overstate the actual program ones. In short, if the program countries are more likely to have experienced negative temporary shocks in the pre-program period, a comparison of the changes in mean macroeconomic outcomes between program and non-program countries will most likely overstate the true independent effect of the program. A negative shock in the pre-program period simulta-
neously increases the probability of participation in the program and the probability of a positive change in the target variable, \( y_i \), in the program period. Thus, attributing all the improvement in \( y_i \) to a program overstates its real effect.

This kind of bias, known in the literature as sample-selectivity bias, will be zero if the determinants of program selection are uncorrelated with the determinants of macroeconomic performance or when the program group has been randomly selected. Only in these cases will the control-group approach estimator be an unbiased indicator of the program effect.

**A Modified Control-Group Estimator**

There are several estimators that resolve the sample-selectivity bias. One is obtained from the modified control-group approach. The basic idea is to accept the non-random selection of program countries, to identify the differences between program and non-program countries in the pre-program period and then to control for these differences in the comparison with subsequent economic performance. Furthermore, the modified control-group approach also controls for world economic conditions and the stance of country policies without a program.

The modified control-group approach starts from the basic equation for the macroeconomic target variable in country \( i \) in level form (equation 3-3) instead of using the first difference form that was applied in the before-and-after and control-group approaches. Thus, in the third period the following equation is found:

\[
(3-3) \quad y_i = x_i'\omega + W_i'\alpha + \beta_i d_i + e_i
\]

where \( x_i \) is a \( K \)-element vector of the macroeconomic policy instruments that would have been observed in the absence of a program in country \( i \); \( W_i \) is an \( M \)-element random vector of world non-program variables relevant to country \( i \); and \( d_i \) is a dummy variable that takes a value of unity if country \( i \) has a program and a value of zero otherwise. Equation (3-3) says that the level of the targeted results will be a function of four factors: (1) the value of selected policy instruments that would have occurred in the absence of a program, \( x_i \); (2) the change in selected world economic conditions, \( W_i \); (3) the total effects of a Bank-supported program if the country has a program in place, \( d_i \); and (4) a range of unobservable shocks that are specific to country \( i \).

The complete policy vector \( x \) can be generated by estimating equation 3-4, the policy reaction function:

\[
(3-4) \quad \Delta x_i = \gamma(y^d - (y_i) - 1) + u_i
\]

where \( y^d \) is the desired value of the vector \( y_i \) and \( u_i \) is the unobservable error term. This equation says that policymakers display a systematic policy reaction to perceived disequilibria in their macroeconomic target variables. More specifically, it says that the change in country \( i \)'s macroeconomic policy instruments between the current and previous periods will be a function of the difference between the desired value of the macroeconomic target variables in this period and their actual value in the preceding period. \( y_i \) is the vector of the coefficients that indicates the responsiveness of the policy instruments to such target disequilibria.

In practice, as Goldstein and Montiel (1986) mention, an important limitation of the modified control-group estimator is that such a reaction function may be highly unstable both across countries and in a given country over time so that, in the extreme case of instability, the problem of estimating the counterfactual scenario becomes insoluble.

The model is completed with equations (3-5) to (3-7):

\[
(3-5) \quad z_i = [y^d_i - (y_i)_-] + \Delta + \pi_i
\]

\[
(3-6) \quad d_i = 1, \quad \text{if } z_i > z^*
\]

\[
(3-7) \quad d_i = 0, \quad \text{if } z_i \leq z^*
\]

where \( z_i \) is a random variable that serves as the index of country-specific characteristics that determines the probability of country \( i \) having a program during a given period; \( z^* \) is the threshold value of the \( z \) that divides program from non-program countries; and \( \pi_i \) is an unobservable error term.

The first step in estimating \( x_i \) for the program countries is to fit the reaction function to observable data for the non-program countries. The only unobserved variable in equation (3-4) is the country-specific vector of desired macroeconomic outcomes, \( y^d_i \). As Goldstein and Montiel (1986) maintain, if this variable can be assumed to be constant over time, it can be captured by a set of country-specific constants \( (\gamma_{i}) \) so that equation (3-4) is now

\[
(3-8) \quad \Delta x_i = y^d_i - \gamma(y_i) - 1 + u_i
\]

If both the setting of the policy instruments in equation (3-8) and the acceptance by a country of a program as specified in equation (3-5) reflect policy decisions of the government, any unobservable factors, \( \pi_i \), that make a given country more likely to resort to official assistance, such as a specific program, may also lead it to adopt a different policy package in the absence of the program, in contrast to another country facing similar observable circumstances. Thus, if the model presents a correlation between the error terms \( \pi_i \) in equation (3-5) and \( u_i \) in equation (3-4), the behavior of the non-program countries would not be a good guide to the counterfactual scenario in the program countries. If such a correlation is present, then equation (3-8) will provide a biased estimate of \( \Delta x_i \) for the program countries, unless something is assumed with respect to the errors \( \pi_i \) and \( u_i \). The method of estimation used in this paper does not require
any extra assumption with respect to the relationship between the error terms of equations (3–4) and (3–5) (more on this point below) (see Heckman 1979).

By subtracting $(y_i)_i$ from both sides of equation (3–3) and substituting $x_i$ with equation (3–8), the model for estimating the effects of a specific program is:

\[
\Delta y_i = \beta_0 + \beta_1 (y_i)_i + \beta_2 (x_i)_i + \beta_3 W_i + \beta_4 d_i + e_i
\]

However, the dummy variable included on the right-hand side of the equation that measures the effect of the program in country $i$ is endogenous. The choice of countries to undertake a specific program depends principally on their expectation of better performance with respect to the target macroeconomic variables, $y_i$. Thus, it is expected that the coefficient of the effect of the program should be biased and inconsistent in the model used by Goldstein and Montiel (1986). This kind of bias can also be called self-selectivity, because the data are generated by the self-selection of the countries.

To resolve this selectivity bias, Barnow, Cain and Goldberger (1981) discuss several consistent estimators for this situation. The method used here essentially treats $d_i$ as an endogenous variable and uses instrumental variables to correct for the bias (see also Heckman 1978). The first stage consists of estimating a status equation that determines whether or not the country should undertake a program. The following equation is estimated using the probit ML method:

\[
P(d_i = 1) = \Phi(\delta_0 + (y_i)_i + \delta + (x_i)_i + \theta)
\]

where $\Phi(.)$ denotes the standard normal cumulative distribution, $W_i$ is an $M$-element random vector of world non-program variables, and $R_i$ is an $N$-element vector of individual country characteristics, such as if the country is low-income, has a recurrent program with the IMF, has had an important internal shock and so on. In the second stage, the value of the probability that the country will undertake a program with the World Bank, calculated with equation (3–10), is used as an instrument for $d_i$ in the estimation of equation (3–9). The probability of the country undertaking a specific program, calculated by the probit model, is

\[
\hat{d}_i = \Phi(V_i, \theta).
\]

Thus, use of an instrumental variables technique in the estimation of equation (3–9), with $\hat{d}_i$ as an instrument of $d_i$, allows a consistent estimate of $\beta_3$, the coefficient of the effectiveness of the program, to be obtained.\(^\text{16}\)

**Overview of the Data**

All the data used in the analysis were taken from the World Bank’s ANDREX data base except the real exchange rate, which came from IMF calculations. A sample that contained observations from 77 developing countries during the 1970–88 sample period was used. The countries were the ones for which data were available for all relevant macroeconomic variables for the period 1970–88.

Data were used in both current and constant prices. Because most EIAL countries carried out a real depreciation in 1985–88, the relative price of investment goods and exports rose relative to the early 1980s. Therefore, to measure the contribution of growth in the supply response of exports, it was better to work with the investment to GDP and export to GDP ratios in constant prices. For completeness and to satisfy the adding-up condition, saving ratios in constant prices were also used.

For purposes of this analysis, the countries were grouped into three categories: EIALs; program countries; and the “control” group—the non-program countries—which consisted of OALs and NALs. The OALs were considered non-program countries because they had received too few adjustment loans during the period analyzed.

The sample period was, as noted, divided into three periods: 1970–80 (first), 1981–84 (second) and 1985–88 (third), with the latter corresponding to the adjustment period. Performance in the third period in the program countries was compared with a counterfactual scenario of what would have happened in the absence of an adjustment program. Four indicators were studied: rate of growth of GDP and the ratios of gross domestic saving, gross investment and total exports to GDP. Simple averages in each period were calculated for each of these indicators. Thus, for each country $j$, there were observations for variable $i$ in periods one, two and three. (A complete list of the variables used in the analysis is presented in appendix 2.)

**The Empirical Results**

In both the control-group and modified control-group approaches, the performance of the four indicators in 1985–88 was compared with performance in 1970–80 and 1981–84 for the program and non-program groups of countries.\(^\text{17}\)

Table 3–6 reports the results of the control-group estimates. Given the criteria for program evaluation and with current prices, the coefficients of the program effects are statistically significant for the rate of growth of GDP and the ratio of exports to GDP: they show an improvement in the program period (1985–88) relative to periods one and two. In contrast, the other two indicators do not show significant improvement with respect to either of the previous periods (table 3–6). With constant prices, only the change in the average rate of growth is positive and statistically signifi-
The ratio of investment to GDP shows a substantial decrease with respect to the period 1970–80. In contrast, the changes in the ratios of savings to GDP and exports to GDP are not significant. Thus, if only the results from the control-group approach were used to evaluate the adjustment lending program, the conclusion would be that it led to improvements in the rate of GDP growth and the current price ratio of exports to GDP.

In the case of the constant price ratios, the investment ratio decreased with respect to the period 1970–80, while the change in the other ratios was not statistically significant.

As mentioned earlier, the control-group estimates are an inconsistent estimator of the program’s effects unless the determinants of program selection are uncorrelated with the determinants of macroeconomic performance or the program group is selected randomly. There are good a priori reasons for believing that the assignment of countries to the program and non-program groups was not random.

The inconsistency of the control-group estimates is overcome here by using the modified control-group estimates described earlier. Table 3–7 presents the maximum likelihood probit estimates of the coefficients of the participation status function, equation (3–10). If a country decided to participate in an adjustment program in the period 1981–84, it was assumed that the only important variables in that decision were: the value of the external shock during the period 1981–84 (period two), SHOCK1; the change in the ratio of the current account surplus to GDP between periods one and two, CACC6; the change in the ratio of non-official external financing to GDP between periods one and two, NETF6; the level of investment in period two, INV2; the level of the real exchange rate in period two, RER2; and a group of dummy variables—if the country had a program with the IMF, D1, if it was an African country, D2, if it was a Latin American country, D3, if it was a middle-income country, D6, and if it had a rate of inflation of over 60 percent per year in period two, DINFLAC.8* All the coefficients of the participation equation (3–10) have the expected signs except the coefficient of change in the ratio of non-official external financing to GDP between periods one and two, NETF6. It was expected that a positive change in this variable would decrease the probability that a country would undertake an adjustment program with the World Bank. However, the coefficient is not significant. The rest of the coefficients are significant except for dummy variables D2 and D6. Table 3–7 also presents the pseudo-$R^2$, defined by McFadden (1974) as a measure of the goodness of fit of the ML probit estimation.

### Table 3–6. Control-Group Estimates of the Program Effects

<table>
<thead>
<tr>
<th>Periods compared</th>
<th>Change in GDP growth</th>
<th>Change in investment/GDP</th>
<th>Change in saving/GDP</th>
<th>Change in exports/GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985–88</td>
<td>0.017</td>
<td>-0.015</td>
<td>0.014</td>
<td>0.042</td>
</tr>
<tr>
<td>with 1970–80</td>
<td>(2.402)</td>
<td>(-1.108)</td>
<td>(0.839)</td>
<td>(2.023)</td>
</tr>
<tr>
<td>1985–88</td>
<td>0.028</td>
<td>0.017</td>
<td>0.021</td>
<td>0.042</td>
</tr>
<tr>
<td>with 1981–84</td>
<td>(3.141)</td>
<td>(1.498)</td>
<td>(1.438)</td>
<td>(3.070)</td>
</tr>
</tbody>
</table>

**Note:** As measured by the coefficient of the program dummy, $\beta$, of equation (3–2). The t-values are in parentheses.

### Table 3–7. Maximum Likelihood Probit Estimates of the Status Participation Equation

<table>
<thead>
<tr>
<th>Variable *</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>t-statistic</th>
<th>2-tail significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-3.338</td>
<td>1.881</td>
<td>-1.775</td>
<td>0.081</td>
</tr>
<tr>
<td>CACC6</td>
<td>-15.269</td>
<td>6.685</td>
<td>-2.284</td>
<td>0.026</td>
</tr>
<tr>
<td>NETF6</td>
<td>7.731</td>
<td>5.183</td>
<td>1.491</td>
<td>0.141</td>
</tr>
<tr>
<td>RER2</td>
<td>0.020</td>
<td>0.012</td>
<td>1.667</td>
<td>0.101</td>
</tr>
<tr>
<td>SHOCK1</td>
<td>-3.156</td>
<td>1.583</td>
<td>-1.994</td>
<td>0.051</td>
</tr>
<tr>
<td>DEBT6</td>
<td>2.652</td>
<td>1.525</td>
<td>1.738</td>
<td>0.087</td>
</tr>
<tr>
<td>INV2</td>
<td>-8.692</td>
<td>4.574</td>
<td>-1.900</td>
<td>0.062</td>
</tr>
<tr>
<td>D1</td>
<td>2.045</td>
<td>0.715</td>
<td>2.858</td>
<td>0.006</td>
</tr>
<tr>
<td>D2</td>
<td>0.266</td>
<td>0.672</td>
<td>0.396</td>
<td>0.693</td>
</tr>
<tr>
<td>D3</td>
<td>-2.469</td>
<td>1.033</td>
<td>-2.389</td>
<td>0.020</td>
</tr>
<tr>
<td>D6</td>
<td>0.725</td>
<td>0.637</td>
<td>1.138</td>
<td>0.259</td>
</tr>
<tr>
<td>D7</td>
<td>3.540</td>
<td>1.008</td>
<td>3.511</td>
<td>0.001</td>
</tr>
<tr>
<td>DINFLAC</td>
<td>-1.465</td>
<td>0.658</td>
<td>-2.223</td>
<td>0.030</td>
</tr>
</tbody>
</table>

**Note:** Log likelihood = -24.99; pseudo $R^2$ = 0.50. Number of observations = 77. The pseudo $R^2$ measure is equal to $(1-\log L_2/\log L_0)$, where $L_0$ denotes the maximum of the likelihood function when maximized with respect to all the parameters and $L_2$ is the maximum when maximized with respect to the constant term only.

* a, CACC6: change in the current account deficit between period 1981–84 and period 1970–80

**Source:** Authors’ calculations.
Consistent estimates of the coefficients of the target equation (3–9) were obtained using instrumental variables, with \( d \) as an instrument for \( d \). Since grouped data were used, the robust White standard errors that were consistent under the possibility of heteroscedasticity were calculated. The results are presented in table 3-8A and B.\(^{10}\)

After explicitly controlling for the size of the external shock, initial conditions and the policies followed in the pre-program period by each country, it was found that the adjustment programs had a positive and significant effect on the rate of growth of GDP.\(^{20}\) This finding is verified when comparing performance in 1985–88 with 1970–80 and 1981–84. The change in the annual average rate of GDP growth in the EIAL countries was 1.6 percentage points higher than that in all the other countries when measuring changes with respect to 1970–80. When measuring differences with re-

### Table 3-8. Modified Control-Group Estimates of the Program Effects

(constant prices)


<table>
<thead>
<tr>
<th>Variables</th>
<th>Constant</th>
<th>GDP1</th>
<th>INV1</th>
<th>SAVDOM1</th>
<th>EXP1</th>
<th>RER1</th>
<th>FISC1</th>
<th>SHOCK2</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in</td>
<td>0.004</td>
<td>-0.613</td>
<td>0.032</td>
<td>-0.014</td>
<td>-0.034</td>
<td>0.000</td>
<td>-0.052</td>
<td>-0.026</td>
<td>0.016</td>
</tr>
<tr>
<td>GDP growth</td>
<td>(0.133)</td>
<td>(5.164)</td>
<td>(0.693)</td>
<td>(0.425)</td>
<td>(-1.198)</td>
<td>(-0.003)</td>
<td>(-0.742)</td>
<td>(-1.358)</td>
<td>(1.988)</td>
</tr>
<tr>
<td>Change in</td>
<td>0.009</td>
<td>0.854</td>
<td>0.014</td>
<td>0.021</td>
<td>0.000</td>
<td>-0.086</td>
<td>0.037</td>
<td>-0.035</td>
<td></td>
</tr>
<tr>
<td>investment/GDP</td>
<td>(0.128)</td>
<td>(3.339)</td>
<td>(5.590)</td>
<td>(0.173)</td>
<td>(0.427)</td>
<td>(0.699)</td>
<td>(-0.764)</td>
<td>(0.724)</td>
<td>(-1.725)</td>
</tr>
<tr>
<td>Change in</td>
<td>-0.094</td>
<td>1.336</td>
<td>0.011</td>
<td>0.004</td>
<td>0.000</td>
<td>0.079</td>
<td>-0.101</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>saving/GDP</td>
<td>(-0.972)</td>
<td>(3.975)</td>
<td>(0.084)</td>
<td>(0.065)</td>
<td>(0.707)</td>
<td>(0.513)</td>
<td>(-0.187)</td>
<td>(0.542)</td>
<td></td>
</tr>
<tr>
<td>Change in</td>
<td>-0.092</td>
<td>-0.412</td>
<td>0.634</td>
<td>-0.295</td>
<td>-0.179</td>
<td>0.001</td>
<td>0.621</td>
<td>-0.074</td>
<td>0.065</td>
</tr>
<tr>
<td>exports/GDP</td>
<td>(-0.700)</td>
<td>(-0.753)</td>
<td>(3.746)</td>
<td>(-1.816)</td>
<td>(-2.005)</td>
<td>(0.487)</td>
<td>(2.852)</td>
<td>(-0.833)</td>
<td>(2.023)</td>
</tr>
</tbody>
</table>

#### B. 1985–88 relative to 1981–84

<table>
<thead>
<tr>
<th>Variables</th>
<th>Constant</th>
<th>GDP2</th>
<th>INV2</th>
<th>SAVDOM2</th>
<th>EXP2</th>
<th>RER2</th>
<th>FISC2</th>
<th>SHOCK3</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in</td>
<td>0.009</td>
<td>-0.750</td>
<td>0.057</td>
<td>-0.030</td>
<td>-0.015</td>
<td>0.000</td>
<td>0.028</td>
<td>0.026</td>
<td>0.020</td>
</tr>
<tr>
<td>GDP growth</td>
<td>(0.625)</td>
<td>(-11.480)</td>
<td>(1.521)</td>
<td>(-0.989)</td>
<td>(-0.708)</td>
<td>(0.643)</td>
<td>(0.883)</td>
<td>(0.459)</td>
<td>(2.561)</td>
</tr>
<tr>
<td>Change in</td>
<td>0.027</td>
<td>0.006</td>
<td>-0.343</td>
<td>0.092</td>
<td>-0.022</td>
<td>0.000</td>
<td>-0.052</td>
<td>0.081</td>
<td>0.001</td>
</tr>
<tr>
<td>investment/GDP</td>
<td>(0.908)</td>
<td>(0.063)</td>
<td>(-4.986)</td>
<td>(1.635)</td>
<td>(-0.662)</td>
<td>(0.360)</td>
<td>(-0.860)</td>
<td>(0.806)</td>
<td>(0.039)</td>
</tr>
<tr>
<td>Change in</td>
<td>-0.026</td>
<td>0.116</td>
<td>0.095</td>
<td>-0.238</td>
<td>0.069</td>
<td>0.000</td>
<td>-0.029</td>
<td>0.128</td>
<td>0.037</td>
</tr>
<tr>
<td>saving/GDP</td>
<td>(-0.702)</td>
<td>(0.860)</td>
<td>(0.795)</td>
<td>(-2.714)</td>
<td>(1.249)</td>
<td>(0.306)</td>
<td>(-0.312)</td>
<td>(1.199)</td>
<td>(2.186)</td>
</tr>
<tr>
<td>Change in</td>
<td>-0.006</td>
<td>0.086</td>
<td>0.035</td>
<td>0.027</td>
<td>0.069</td>
<td>-0.000</td>
<td>0.000</td>
<td>0.063</td>
<td>0.025</td>
</tr>
<tr>
<td>exports/GDP</td>
<td>(-0.219)</td>
<td>(0.817)</td>
<td>(0.494)</td>
<td>(0.508)</td>
<td>(1.522)</td>
<td>(-0.849)</td>
<td>(0.006)</td>
<td>(0.688)</td>
<td>(1.640)</td>
</tr>
</tbody>
</table>

Note: The \( t \)-values are in parentheses.

- INV1: ratio of domestic investment to GDP, period 1970–80
- SAVDOM1: ratio of domestic saving to GDP, period 1970–80
- EXP1: ratio of total exports to GDP, period 1970–80
- RER1: real exchange rate index, period 1970–80
- FISC1: ratio of fiscal deficit to GDP, period 1970–80
- GDP2: average rate of GDP growth period 1981–84
- INV2: ratio of domestic investment to GDP, period 1981–84
- SAVDOM2: ratio of domestic saving to GDP, period 1981–84
- EXP2: ratio of total exports to GDP, period 1981–84
- RER2: real exchange rate index, period 1981–84
- FISC2: ratio of fiscal deficit to GDP, period 1981–84
- b. Estimation of equation (3–9), using \( d \) as instrument of \( d \).
- c. \( d = 1 \) for EIAL countries (program countries), 0 otherwise.
- d. Statistically significant at the 5 percent level.
- e. Statistical significance at the 7.5 percent level.
- f. Statistically significant at the 2.5 percent level.
- g. Statistically significant at the 10 percent level.
- Source: Authors’ calculations.
pect to 1981–84, the adjustment programs are estimated to have boosted the rate of GDP growth by about 2 percentage points. In other words, adjustment does seem to have caused an increase in the growth of GDP relative to the early 1980s.

Note, however, that this average result for the EIAL countries involves an aggregation of successful and unsuccessful adjustment programs. Typically, the successful adjustment programs improved the rate of growth as a result of higher export growth, which more than offset the effects of the contractionary policies. In other countries, resources did not shift rapidly enough from non-tradable to tradable activities to increase growth, probably because of market distortions and institutional weaknesses.21

The estimations of equation (3–9) for the ratio of domestic saving to GDP find a positive and significant coefficient of program effects in the case of the comparison with the period 1981–84 but an insignificant effect with the period 1970–80. When comparing 1985–88 with 1981–84, the increase was 3.7 percentage points of GDP more for the EIAL than for the other countries.

In the case of the ratio of investment to GDP, the adjustment programs appear to have led to a statistically significant drop of 3.5 percentage points of GDP between 1970–80 and 1985–88, whereas the effect between 1981–84 and 1985–88 was small and not significant. The impact of the programs on investment should, however, be interpreted carefully. Since adjustment is not estimated to have reduced growth, it must have increased the average efficiency of investment and utilization of capital. For countries where an integral component of their adjustment programs was to curtail low-efficiency public (and private) investment programs, a decrease in the investment rate was part of adjustment. The result is nonetheless worrisome, since in most countries achievement of sustainable higher growth paths is likely to require an increase in investment in physical (and human) capital above the average levels of the eighties.

Finally, when controlling for other factors, the coefficients of the program effects indicate that the programs also had a positive and significant effect on the ratio of exports to GDP equal to about 6.5 percentage points of GDP between 1970–80 and 1985–88 and 2.5 percentage points of GDP between 1981–84 and 1985–88.

From this analysis it can be concluded that the adjustment lending programs in the EIAL countries contributed to higher GDP growth and higher ratios of exports to GDP, while the ratio of saving to GDP improved with respect to the values reached in the early 1980s. However, the ratio of investment to GDP decreased on average for program countries over the level reached in the seventies.22

Conclusions

Simple comparisons of the growth rates of the countries that had at least two SALs or at least three adjustment loans, with the first one in 1985 or before, show that their performance improved relative to that of the other countries. However, simple comparisons of the performance of groups of countries are poor estimators of the effectiveness of adjustment programs. The reason is that the performance of an adjusting country results from (1) the policies that would have been in place in the absence of adjustment lending from the Bank, (2) world economic conditions, (3) the effects of the Bank-supported program and (4) shocks to the economy (such as droughts and earthquakes). To isolate the net contribution of Bank-supported programs, it is necessary to “control” for non-program determinants of performance.

When the external shocks and conditions that determine the demand for adjustment programs are explicitly controlled for, the evidence shows that adjustment lending programs usually increased the rate of growth of GDP and the ratio of exports to GDP and the ratio of savings to GDP with respect to the level reached in the early 1980s. They decreased the average ratio of investment to GDP over the level reached in the seventies.23

The drop in the share of investment in GDP in the initial years of adjustment has, however, to be interpreted carefully. In many countries their economic crisis resulted from a level of public investment, reached in the 1970s, that was unsustainable. Part of the needed adjustment was a reduction in those high levels of inefficient public investment. For private investment, the initial uncertainty that occurs when an adjustment program is started most likely will result in a slowdown of investment. Moreover, despite their disappointing investment performance, the EIAL countries experienced an increase in their rates of GDP growth in 1985–88 relative to 1981–84 and 1970–80. This result must reflect an increase in the efficiency of investment combined with an increase in capacity utilization. However, countries that have reduced most of their policy inefficiencies will need to reach investment rates higher than those of early eighties if they are to achieve a sustainable and acceptable rate of growth in the 1990s. The challenge of the 1990s is to create the conditions needed to generate a rise in the ratio of investment to GDP.24
## Appendix 1. Information Tables

### Table 3-1-1. Country Classification

<table>
<thead>
<tr>
<th>I. EIAL (early intensive adjustment lending) 25 countries*</th>
<th>III. NAL (no adjustment lending) 28 countries*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolivia*</td>
<td>Korea, Republic of</td>
</tr>
<tr>
<td>Brazil</td>
<td>Madagascar*</td>
</tr>
<tr>
<td>Chile</td>
<td>Malawi*</td>
</tr>
<tr>
<td>Colombia</td>
<td>Mauritania*</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>Mauritius</td>
</tr>
<tr>
<td>Côte d’Ivoire</td>
<td>Mexico</td>
</tr>
<tr>
<td>Ghana*</td>
<td>Morocco</td>
</tr>
<tr>
<td>Jamaica</td>
<td>Nigeria*</td>
</tr>
<tr>
<td>Kenya*</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>II. OAL (other adjustment lending) 25 countries3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>Guinea*</td>
</tr>
<tr>
<td>Bangladesh*</td>
<td>Guinea-Bissau*</td>
</tr>
<tr>
<td>Burkina Faso*</td>
<td>Guyana*</td>
</tr>
<tr>
<td>Burundi*</td>
<td>Honduras</td>
</tr>
<tr>
<td>Central African Rep.*</td>
<td>Hungary</td>
</tr>
<tr>
<td>China*</td>
<td>Indonesia</td>
</tr>
<tr>
<td>Congo, People’s</td>
<td>Mali*</td>
</tr>
<tr>
<td>Republic of the</td>
<td>Niger*</td>
</tr>
<tr>
<td>Ecuador</td>
<td>Panama</td>
</tr>
</tbody>
</table>

### Note:
- Low-income countries are IDA countries; middle-income countries are non-IDA countries.
- a. EIAL are countries that have received two Structural Adjustment Loans (SALs) or three or more adjustment operations, with the first adjustment operation in 1985 or before.
- b. OAL are other adjustment lending countries.
- c. NAL are countries that did not receive adjustment loans in the period 1980 to 1989.

**Source:** World Bank.

### Table 3-1-2. Indicators of Performance: EIAL Countries

<table>
<thead>
<tr>
<th>Country</th>
<th>GDP1</th>
<th>GDP2</th>
<th>GDP3</th>
<th>INV1</th>
<th>INV2</th>
<th>INV3</th>
<th>SAVDOM1</th>
<th>SAVDOM2</th>
<th>SAVDOM3</th>
<th>EXP1</th>
<th>EXP2</th>
<th>EXP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolivia</td>
<td>0.048</td>
<td>-0.027</td>
<td>0.000</td>
<td>0.223</td>
<td>0.108</td>
<td>0.091</td>
<td>0.208</td>
<td>0.174</td>
<td>0.091</td>
<td>0.294</td>
<td>0.261</td>
<td>0.250</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.084</td>
<td>-0.005</td>
<td>0.048</td>
<td>0.238</td>
<td>0.178</td>
<td>0.176</td>
<td>0.210</td>
<td>0.190</td>
<td>0.221</td>
<td>0.079</td>
<td>0.119</td>
<td>0.128</td>
</tr>
<tr>
<td>Chile</td>
<td>0.024</td>
<td>-0.007</td>
<td>0.053</td>
<td>0.161</td>
<td>0.139</td>
<td>0.149</td>
<td>0.145</td>
<td>0.109</td>
<td>0.173</td>
<td>0.158</td>
<td>0.231</td>
<td>0.265</td>
</tr>
<tr>
<td>Colombia</td>
<td>0.059</td>
<td>0.020</td>
<td>0.045</td>
<td>0.186</td>
<td>0.209</td>
<td>0.171</td>
<td>0.192</td>
<td>0.171</td>
<td>0.211</td>
<td>0.167</td>
<td>0.215</td>
<td>0.275</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>0.058</td>
<td>0.003</td>
<td>0.037</td>
<td>0.182</td>
<td>0.166</td>
<td>0.226</td>
<td>0.215</td>
<td>0.214</td>
<td>0.350</td>
<td>0.275</td>
<td>0.301</td>
<td>0.310</td>
</tr>
<tr>
<td>Côte d’Ivoire</td>
<td>0.062</td>
<td>-0.002</td>
<td>0.014</td>
<td>0.200</td>
<td>0.164</td>
<td>0.096</td>
<td>0.217</td>
<td>0.161</td>
<td>0.158</td>
<td>0.350</td>
<td>0.356</td>
<td>0.350</td>
</tr>
<tr>
<td>Ghana*</td>
<td>-0.001</td>
<td>-0.016</td>
<td>0.053</td>
<td>0.072</td>
<td>0.048</td>
<td>0.060</td>
<td>0.071</td>
<td>0.042</td>
<td>0.045</td>
<td>0.132</td>
<td>0.073</td>
<td>0.082</td>
</tr>
<tr>
<td>Jamaica</td>
<td>-0.011</td>
<td>0.013</td>
<td>0.008</td>
<td>0.264</td>
<td>0.190</td>
<td>0.165</td>
<td>0.188</td>
<td>0.097</td>
<td>0.119</td>
<td>0.493</td>
<td>0.503</td>
<td>0.712</td>
</tr>
<tr>
<td>Kenya*</td>
<td>0.058</td>
<td>0.022</td>
<td>0.062</td>
<td>0.306</td>
<td>0.214</td>
<td>0.187</td>
<td>0.261</td>
<td>0.191</td>
<td>0.178</td>
<td>0.371</td>
<td>0.261</td>
<td>0.255</td>
</tr>
<tr>
<td>Korea, Rep. of</td>
<td>0.095</td>
<td>0.088</td>
<td>0.106</td>
<td>0.288</td>
<td>0.310</td>
<td>0.322</td>
<td>0.320</td>
<td>0.290</td>
<td>0.391</td>
<td>0.242</td>
<td>0.370</td>
<td>0.421</td>
</tr>
<tr>
<td>Madagascar</td>
<td>0.003</td>
<td>0.031</td>
<td>0.020</td>
<td>0.198</td>
<td>0.101</td>
<td>0.108</td>
<td>0.107</td>
<td>0.000</td>
<td>0.010</td>
<td>0.155</td>
<td>0.099</td>
<td>0.096</td>
</tr>
<tr>
<td>Malawi</td>
<td>0.063</td>
<td>0.014</td>
<td>0.023</td>
<td>0.320</td>
<td>0.193</td>
<td>0.120</td>
<td>0.168</td>
<td>0.148</td>
<td>0.094</td>
<td>0.227</td>
<td>0.208</td>
<td>0.231</td>
</tr>
<tr>
<td>Mauritania</td>
<td>0.017</td>
<td>0.004</td>
<td>0.037</td>
<td>0.282</td>
<td>0.375</td>
<td>0.257</td>
<td>0.078</td>
<td>-0.012</td>
<td>0.172</td>
<td>0.372</td>
<td>0.469</td>
<td>0.533</td>
</tr>
<tr>
<td>Mauritius</td>
<td>0.066</td>
<td>0.040</td>
<td>0.089</td>
<td>0.297</td>
<td>0.208</td>
<td>0.328</td>
<td>0.295</td>
<td>0.197</td>
<td>0.395</td>
<td>0.527</td>
<td>0.470</td>
<td>0.580</td>
</tr>
<tr>
<td>Mexico</td>
<td>0.052</td>
<td>0.019</td>
<td>0.005</td>
<td>0.227</td>
<td>0.210</td>
<td>0.154</td>
<td>0.207</td>
<td>0.244</td>
<td>0.191</td>
<td>0.098</td>
<td>0.142</td>
<td>0.167</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.056</td>
<td>0.027</td>
<td>0.056</td>
<td>0.251</td>
<td>0.241</td>
<td>0.242</td>
<td>0.248</td>
<td>0.144</td>
<td>0.202</td>
<td>0.214</td>
<td>0.180</td>
<td>0.187</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.065</td>
<td>-0.047</td>
<td>0.027</td>
<td>0.194</td>
<td>0.159</td>
<td>0.079</td>
<td>0.207</td>
<td>0.196</td>
<td>0.119</td>
<td>0.089</td>
<td>0.223</td>
<td>0.112</td>
</tr>
<tr>
<td>Pakistan</td>
<td>0.047</td>
<td>0.066</td>
<td>0.067</td>
<td>0.190</td>
<td>0.190</td>
<td>0.187</td>
<td>0.096</td>
<td>0.147</td>
<td>0.178</td>
<td>0.129</td>
<td>0.132</td>
<td>0.144</td>
</tr>
<tr>
<td>Philippines</td>
<td>0.063</td>
<td>0.004</td>
<td>0.020</td>
<td>0.264</td>
<td>0.254</td>
<td>0.146</td>
<td>0.230</td>
<td>0.205</td>
<td>0.164</td>
<td>0.183</td>
<td>0.207</td>
<td>0.260</td>
</tr>
<tr>
<td>Senegal</td>
<td>0.025</td>
<td>0.031</td>
<td>0.044</td>
<td>0.184</td>
<td>0.158</td>
<td>0.146</td>
<td>0.038</td>
<td>0.103</td>
<td>0.025</td>
<td>0.268</td>
<td>0.298</td>
<td>0.246</td>
</tr>
<tr>
<td>Tanzania</td>
<td>0.051</td>
<td>0.006</td>
<td>0.036</td>
<td>0.256</td>
<td>0.208</td>
<td>0.200</td>
<td>0.162</td>
<td>0.110</td>
<td>0.075</td>
<td>0.194</td>
<td>0.131</td>
<td>0.102</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.072</td>
<td>0.062</td>
<td>0.068</td>
<td>0.273</td>
<td>0.261</td>
<td>0.241</td>
<td>0.221</td>
<td>0.209</td>
<td>0.221</td>
<td>0.217</td>
<td>0.250</td>
<td>0.317</td>
</tr>
<tr>
<td>Togo</td>
<td>0.034</td>
<td>-0.017</td>
<td>0.032</td>
<td>0.338</td>
<td>0.248</td>
<td>0.215</td>
<td>0.267</td>
<td>0.201</td>
<td>0.124</td>
<td>0.269</td>
<td>0.453</td>
<td>0.433</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.059</td>
<td>0.047</td>
<td>0.062</td>
<td>0.220</td>
<td>0.204</td>
<td>0.140</td>
<td>0.142</td>
<td>0.150</td>
<td>0.072</td>
<td>0.154</td>
<td>0.212</td>
<td>0.346</td>
</tr>
<tr>
<td>Zambia</td>
<td>0.007</td>
<td>0.002</td>
<td>0.029</td>
<td>0.411</td>
<td>0.149</td>
<td>0.148</td>
<td>0.447</td>
<td>0.113</td>
<td>0.145</td>
<td>0.466</td>
<td>0.367</td>
<td>0.342</td>
</tr>
</tbody>
</table>

**Note:**
- GDP1: rate of growth of GDP; INV1: ratio of gross domestic investment to GDP; SAVDOM1: ratio of gross domestic saving to GDP; EXP1: ratio of total exports to GDP.

**Source:** Authors’ calculations.
Appendix 2. Variables Used in the Analysis

All the data used in the analysis were taken from the World Bank’s ANDREX data base except the real exchange rate, which came from IMF statistics. The sample consists of 77 developing countries, which are listed in appendix 1, table 3-1-1 by group and by middle- and low-income. The sample period is 1970-88.

The variables are defined for three periods: 1970-80 (first); 1981-84 (second); and 1985-88 (third). The number following the variable is the period, i.e., GDP1 is the rate of GDP growth in period one. Variables with a number 4 mean period 4 relative to period 1, with number 5, period 5 relative to period 2, and with number 6, period 6 relative to period 1.

Following is a description of the variables:

(1) For periods 1, 2 and 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP_</td>
<td>rate of GDP growth</td>
</tr>
<tr>
<td>INV_</td>
<td>ratio of domestic investment to GDP</td>
</tr>
<tr>
<td>SAVDOM_</td>
<td>ratio of domestic saving to GDP</td>
</tr>
<tr>
<td>EXP_</td>
<td>ratio of total exports to GDP</td>
</tr>
</tbody>
</table>

(2) For periods 1 and 2

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RER_</td>
<td>real exchange rate index</td>
</tr>
<tr>
<td>FISC_</td>
<td>ratio of the fiscal deficit to GDP</td>
</tr>
</tbody>
</table>

(3) Others

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHOCK1</td>
<td>total external shock (positive), period 2 relative to period 1</td>
</tr>
<tr>
<td>SHOCK2</td>
<td>total external shock (positive), period 3 relative to period 1</td>
</tr>
<tr>
<td>SHOCK3</td>
<td>total external shock (positive), period 3 relative to period 2</td>
</tr>
<tr>
<td>NETF6</td>
<td>change in the ratio of non-official external financing to GDP, period 2 relative to period 1</td>
</tr>
</tbody>
</table>

(4) Dummy variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>1 for EIAL countries (program countries), 0 otherwise</td>
</tr>
<tr>
<td>D1</td>
<td>1 if a country had a recurrent program with the IMF, 0 otherwise</td>
</tr>
<tr>
<td>D2</td>
<td>1 if a country was African, 0 otherwise</td>
</tr>
<tr>
<td>D3</td>
<td>1 if a country was Latin American, 0 otherwise</td>
</tr>
<tr>
<td>D6</td>
<td>1 if a country was middle-income, 0 otherwise</td>
</tr>
<tr>
<td>D7</td>
<td>1 if a country was highly indebted, 0 otherwise</td>
</tr>
<tr>
<td>DINFLAC</td>
<td>1 if a country had a rate of inflation over 60 percent in period 2, 0 otherwise</td>
</tr>
</tbody>
</table>

Notes

1. Econometric or CGE-type models are usually used to study program effectiveness in individual countries. See, for example, Corbo and de Melo (1989), Condon, Corbo and de Melo (1990), and Bourguignon, Morrisson and Suwa (1990).

2. Table 3-1-1 in appendix 1 lists the countries in each group.

3. The World Bank introduced adjustment lending in 1980 to facilitate this adjustment. The main rationale was that a substantial adjustment could be made easier and its cost reduced by spreading it over time. In particular, to expand exports requires time to build an export capacity and develop markets. (See Corbo and Fischer 1990.)

4. As explained earlier, the before-and-after comparison is a very poor measure of program effects. However, it does provide measures of actual changes in given indicators.

5. Table 3-1-2, which presents the performance of each EIAL country in the three periods, shows that only 13 of the 25 EIAL countries had a higher average rate of growth in the third period than in the first period. This table also shows wide differences in performance, indicating that a variety of factors seem to have been determining performance. A comparison of the rates of growth of GDP for the second and third periods indicates that 22 out of 25 EIAL countries improved their performance. Often the improvement in the external environment accounted for part of this improvement, but the effect of the programs could have been just as important.

6. When comparing 1985-88 with 1970-80, the investment share in GDP decreased or stayed constant in every country but Korea, Costa Rica and Mauritius. Between 1981-84 and 1985-88, the ratio of investment to GDP increased in only 7 of the 25 EIAL countries.

7. As shown in table 3-1-2, between the first and third periods the rate of saving in 10 of the 25 EIAL countries rose. When comparing periods two and three, the domestic saving rates increased in 16 of the 25 EIAL countries.

8. In 15 of the 25 EIAL countries, the export to GDP ratio improved between the first and third periods. Between 1985-88 and 1981-84, it increased in 17 of the 25 EIAL countries.

9. This definition was used in Goldstein and Montiel (1986) and Khan (1988).

10. Goldstein and Montiel (1986) outline a procedure for removing the sample-selectivity bias from control-group estimates of the effects of the program when the selection of program countries is non-random.

11. To avoid a potential specification error, a predetermined dummy that takes a value of one for countries with an IMF program in 1985 or before was also included in the estimation. Of the sample of 25 EIAL countries, 23 undertook a program with the IMF before that they undertook one with the World Bank. Of the other two, only one, Nigeria, undertook a program with the IMF after 1985—during 1987—while Colombia did not undertake a program with the IMF in 1985, nor has it since.

12. As x represents the counterfactual scenario—the policies that would have been undertaken in the absence of the program—it is directly observable only for non-program countries and must be estimated for program countries.
In their estimations of the model, Goldstein and Montiel (1986) assume that both error terms are uncorrelated.

Equation (3–9) is the reduced form used by Goldstein and Montiel (1986) to estimate the effects of the IMF program.

This solution to the selectivity-bias problem of an instrumental variable method means that there is no need to assume that the error terms of equations (3–4) and (3–5) are uncorrelated.

The instrumental variables method used here is more efficient than the two-stage least squares method suggested by Barrow, Cain and Goldberger (1981), principally because the robustness of the two-stage method depends on the proper specification of the status equation and on the distribution assumption made in the estimation of equation (3–10) more than the instrumental variables procedure does. In addition, with the instrumental variables estimation, there is no need to correct the standard errors obtained from equation (3–9), while the standard errors obtained from a two-stage least squares estimation must be corrected. Because $d$ has been estimated, the standard errors underestimate the true standard errors.

The relevant period of comparison would be the period before the program was put in place, but as some programs were initiated in the early 1980s, the 1970–80 was a better base period. In any case, results are reported for both base periods.

The dummy variable DINFLAC was defined with a value of one if a country has a rate of inflation over 60 percent per year in period two. Countries with high levels of inflation were expected to be less likely to undertake a program, because before receiving a loan from the World Bank, they would have to have achieved a certain level of progress in reducing their internal disequilibrium.

For the modified control-group approach the results for the ratios are reported in constant prices only.

Only the identification of the effect of Bank programs was of interest in the results (shown in table 3–8A and B). Some of the coefficients for the other variables on the right-hand side are not statistically significant most of the time, in part because of high collinearity.

Because IMF programs were also in place in many of the countries in the sample, a dummy was used for the presence of those programs. However, the dummy was never significant, and the results for the effectiveness of Bank-supported programs were practically identical to the ones without the dummy.

When working with ratios at current prices, the changes in GDP growth and the ratios of saving to GDP and exports to GDP are statistically significant with respect to both periods. In contrast, the change in the ratio of investment to GDP was negative but not statistically significant with respect to both base periods.

Conway (1990), using another statistical approach for a sample of 76 developing countries, also concluded that there was a significant association between participation in the World Bank adjustment lending program on the one hand and more rapid real economic growth, improved current account as a percentage of GNP and lower ratio of domestic investment to GNP on the other.

References


World Bank-Supported Adjustment Programs: Country Performance and Effectiveness

Comment

Paul Mosley

I regard this chapter as an excellent econometric reinforcement of the conclusions reached more informally by the Bank's first Report on Adjustment Lending (RAL-1) (World Bank 1988), namely, that such lending has a tendency to improve exports and the balance of payments, depress investment and marginally raise income. I am naturally encouraged that these results broadly parallel those our own research team reached using a different methodology (Mosley, Harrigan and Toye 1990). However, the experience of that research suggests to me that it may be possible to extend the analysis of this paper at the levels of both method and interpretation. I will take those possibilities in sequence.

Method

After briefly discussing, and leaving to one side, the before-and-after and simple control-group approaches to policy evaluation, the paper settles for a modified control-group approach in which the policy instruments are the independent variables in a regression containing world economic conditions, policy variables that would apply in the absence of a program, policy variables associated with the program, and random disturbances. Although I am sure this is the right general approach, I have two worries about the way it has been applied here. The first concerns the representation of "policy variables associated with the program" as a one-zero dummy variable (EIAL countries/others). This representation makes the program (EIAL) countries look as though they were all responding to an identical stimulus, whereas in fact the compliance of recipient governments with the policy conditions attached to Bank adjustment loans varied enormously across countries, from nearly 100 percent in Turkey (an example from among the EIAL countries) to close to zero in Kenya, with a vast spread in between. In other words, what "program countries" were responding to was in some cases a flow of money plus very substantial policy reform, in some cases a flow of money plus mild or unsustained policy reform, and in some cases, de facto, a flow of money only. Given this situation, I believe the right specification is to have the size of the financial flow attached to a program and the degree of implementation of that program as separate independent variables in the estimating equation. If this step is taken, then what results for the period 1980-86 (Mosley, Harrigan and Toye 1990, table 7.1) is the following: a weak positive coefficient of Bank programs on GDP growth emerges (as in the study) as a result of a significant positive (and lagged) coefficient on program compliance; however, it is almost canceled out by a significant negative (and unlagged) coefficient on program finance (I stress this result is out-of-date and not directly comparable with the results from 1986-88). Our tentative interpretation is that those adjustment-lending countries that bit the bullet and implemented the conditions did indeed benefit, but those that accepted the money and did not implement the conditions were thereby enabled to postpone the reform, so that on balance the impact of adjustment lending was to buy time rather than to transform the economy structurally (relevant cases are Guyana, Jamaica and Ecuador pre-1988). I am by no means sure that these results will hold up over time or that we have got the lag structure right, but I do insist that the money and conditions attached to adjustment lending have to be separated out as determinants of performance if we are to understand what is going on.

My second worry concerns the direction of causation. In a previous Bank/Fund symposium on growth-related adjustment (whose proceedings were also edited by Vittorio Corbo [Corbo, Goldstein and Khan 1987, p. 91]), the president of the Korea Development Institute opined that "in the case of South Korea at least it is not clear whether liberalization is the result of good economic performance or vice versa." By the same token it is not clear to me whether the fairly significant estimated effects of the "program dummy" variable in table 3-8A represent the influence of liberalization on growth (as they appear to) or the influence of growth on liberalization. In principle, the simultaneous causation is captured by using an instrumental variables technique for the estimation of the policy impact in which the program dummy is endogenous; however, the list of variables included in the estimating equation listed in table 3-7 does not include growth of GNP or of exports. Hence I am skeptical that the estimation properly took into account the feedback from growth to liberalization. As the exploratory research of Fei and Ranis (1988) on the political economy of policy change has indicated, this feedback is complex and possibly non-linear, and may be difficult to model.

The Results and Their Interpretation

As can be seen from table 3-1, the results obtained from the Mosley, Harrigan and Toye study of adjustment lending (1990), using not only the simple and modified control-group methods found in this chapter but also the single-country models of Malawi and Morocco simulated with and without adjustment lending, are very similar to those obtained here, with the exception that the impact of Bank
programs on GDP is just significant (at the 7.1 percent level) in this study (table 3-8A) and not significant in ours. Our additional findings are that the impact of Bank adjustment lending on both inward flows of commercial finance and on the distribution of income appear to be neutral. However, we have a difference of interpretation with Vittorio Corbo and Patricio Rojas concerning the universally reported negative coefficient of adjustment on investment. Their argument is that

Part of the needed adjustment was a reduction in those high levels of inefficient public investment. For private investment, the initial uncertainty that occurs when an adjustment program is started most likely will result in a slowdown of investment.

The Second Report on Adjustment Lending (RAL-2) (World Bank 1990) cites other possible reasons for the decline in investment levels, including deterioration in government fiscal conditions, increased economic instability and the debt overhang. There is little reason why these should apply principally to the EIAL countries, which had the greatest decline in investment.

Both the chapter and RAL-2 leave out three crucial elements in the investment story in adjustment lending countries. In chronological sequence they are:

(1) Compression of the government development budget: in the initial stages of adjustment, when the Fund insists on a reduction in the government budget deficit, governments almost always choose cuts in public investment as the means toward this goal, since all other options—cuts in recurrent expenditures, tax increases and increases in user charges—are either politically unfeasible or take a long time even to have an impact in the short term.

(2) Expenditure switching: program lending countries, whose own financial inflows, particularly from the Bank, were progressively switched from project to program assistance during the 1980s, thereby received more latitude to switch the utilization of those flows from investment to consumption, a temptation that was only resisted by the stronger adjusting countries such as Korea and Thailand. Most of the weaker adjusting economies gratefully surrendered to the temptation, in particular in Sub-Saharan Africa.

(3) Private sector knock-on effects: in many developing countries, a reduction in public investment, instead of encouraging private investment through a crowding-in mechanism, has been associated with a decline in private investment, probably through a Keynesian income transmission mechanism. Again, this decline is more pronounced in the poorer developing countries. Between these effects have not just eliminated the fat of ill-conceived investment projects, they are also cutting into the bone, as I believe the Bank is well aware.

The first of these three effects is a response not to the Bank but to the Fund, so that the Bank should not take the blame. In terms of explanation, I think the right response is to model Bank and Fund inflows as separate independent variables. When we did so (Mosley, Harrigan and Toye 1990, chapter 7), our finding was that investment fell further in those adjusting countries that had repeated Fund pro-

### Table 3-C-1. All Evaluation Methods: Summary of Results

<table>
<thead>
<tr>
<th>Evaluation method</th>
<th>Indicators of performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real GDP growth</td>
</tr>
<tr>
<td>Tabular comparisons with control</td>
<td>Weak</td>
</tr>
<tr>
<td>This study (^a)</td>
<td>Neutral</td>
</tr>
<tr>
<td>World Bank (^b)</td>
<td>Weak</td>
</tr>
<tr>
<td>Multiple regression</td>
<td>Weak + (finance only weak -)</td>
</tr>
<tr>
<td>This study (^c)</td>
<td>Ambiguous</td>
</tr>
<tr>
<td>Model-based simulations (^d)</td>
<td>Malawi</td>
</tr>
<tr>
<td>(from present chapter)</td>
<td>Morocco</td>
</tr>
</tbody>
</table>

Note: .. Not measured. Weak means statistically not significant. Neutral means that impact produces a change of less than 10 percent.

\(^a\) Chapter 6, Mosley, Harrigan and Toye (1990).
\(^b\) World Bank (1988).
\(^c\) Chapter 7, Mosley, Harrigan and Toye (1990).
\(^d\) Chapter 8, Mosley, Harrigan and Toye (1990).

Source: Mosley, Harrigan and Toye (1990, table 8.8).
grams through the 1980s than in those that had only one at the beginning of the decade.

In summary, then, I am confident that all the arithmetic signs on the coefficients are correctly assigned. However, I feel that a disaggregation among the varieties of adjustment experiences would have exposed a lot of differences in effectiveness that do not emerge from the analysis by Corbo and Rojas. Those findings might in turn prompt the Bank to reassess the conditionality it prescribes, particularly in the poorer developing countries.

Notes

1. Balance of payments on the current account, share of non-official external financing in GDP, real exchange rate, ratio of debt to GDP, interest rate, country dummies.
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Countries adopt structural adjustment programs to raise the economy's rate of growth and the living standards of their people. There is, however, a lag before the response to the programs emerges, and policies designed to improve living standards in the future may, in the short term, reduce and redistribute consumption.

This chapter addresses whether World Bank-supported adjustment lending programs have had an adverse short-run impact on living conditions. It first looks at how workers fared during adjustment by examining wages, employment and other sources of labor income during the seventies and eighties. Next, it examines the evolution of various indicators of social welfare, along with the expenditures for and delivery of health care, education and other social services, in countries undertaking Bank-supported adjustment programs.

In assessing the relationship between adjustment policies and the income and welfare of individuals, the focus must, for the most part, be on the empirical evidence. While theory provides a framework for the assessment, it has its limitations. Often theory predicts counteracting effects, so that determination of the net effect must be empirically-based. Theory may predict the direction of change, but the magnitude again is an empirical matter. Furthermore, theory often abstracts from some possibly relevant empirical situations. Thus, the focus here is on empirical evidence derived from indicators of living conditions.¹

Even the empirical studies, however, offer conflicting conclusions. The United Nations International Children's Emergency Fund (UNICEF), in its study Adjustment with a Human Face, drew attention to the possible negative social implications of adjustment policies that focused solely on macroeconomic indicators (Comia, Jolly and Stewart 1987). Others have suggested that UNICEF may have overstated the case. For example, a critical review of UNICEF's work concluded that in most of the countries studied, infant and child mortality had declined while the indicators of nutritional status and school enrollment had risen, sometimes despite decreased government expenditures on health and education (Preston 1986). A recent study commissioned by the Bank's Operations Evaluation Department (OED) assessed the analytical base underlying UNICEF's conclusions and stated that it is possible that adjustment programs may have had deleterious effects on health and nutrition but that the empirical evidence presented to date was not very convincing because of confusion among levels, trends, deviations from the trends and questionable interpretations of the data.²

The conclusions are contradictory for at least three reasons. First, there is the problem of identifying a counterfactual scenario. It is inherently difficult to determine what would have been the distributional outcome in the absence of adjustment policies. However, a counterfactual scenario is needed to determine whether alternative policies would have done better or worse, to isolate the effects of adjustment programs from other factors, and to establish causality. Second, socioeconomic and income data on living conditions are scarce and often of dubious quality. This limitation is particularly true of data on the poor; many of the poor work in the informal sector, whereas official statistics usually do not include data on output and other aspects of the informal sector. Third, adjustment programs are relatively new, and their long-run positive impact could take longer to emerge than the experience with adjustment has run so far. Nevertheless, while a complete analysis of adjustment programs needs to cover the entire adjustment period, interim evaluations, such as those here, are necessary.

With these difficulties in mind, this paper looks at the status of welfare indicators during the 1980s and compares it with that in the 1970s. It also examines whether trends in these indicators differed for countries that received Bank-supported adjustment lending and countries that did not. The
welfare indicators examined included both labor and social conditions. There was only limited data on distributional changes over time, but the data on average living standards still shed some light on major changes in the status of the middle class and the poor. Of necessity, the analysis looked at the short-run impact, since many countries did not have data past 1987.

The analysis used a categorization of countries based on the World Bank’s adjustment lending operations. The analysis compares means and medians for the four country groupings (EIAL, OAL, NAL+ and NAL-) for the time period 1985–88 relative to 1970–80 and 1981–84. This comparison is simplistic in that it does not account for country-specific external shocks and domestic policies that would have been implemented without adjustment lending. For a few of the variables, econometric estimation was used to control for these factors. In addition, growth regressions were estimated for some variables to test whether there were significant deviations from trend growth during the loan years.

The EIAL countries were of interest because they were the ones in which the Bank had invested heavily, with the expectation of policy reform. They were also the ones that implemented loans and policies early on, so that the lags in responses may be over and data may have accumulated. While all EIAL countries attempted some policy reform, some were more successful than others. Thus the EIAL averages reflect the outcome for countries that received Bank-supported policy advice and adjustment lending, rather than the outcome for countries that were successful adjusters.

The evidence from the labor indicators did not reveal a systematic relationship between Bank-supported adjustment programs and short-run effects on labor conditions. Overall, it appears that rural incomes improved on average in the EIAL countries but those of urban labor suffered. In the case of the economy-wide compensation of employees as a share of gross domestic product (GDP), the EIAL median was the same in 1985–87 as in the 1970s, and in 13 of the 16 countries there were no significant changes in the employee share during the loan years. In the rural sector, the average and median rates of growth of real rural incomes per capita in the EIAL countries were higher in 1985–87 than in the 1970s, and agricultural wages improved for about half the EIAL countries. In the urban sector, there was slightly more evidence that formal labor in the manufacturing sector suffered: 7 of 20 countries experienced negative shifts in the share of the wage bill in manufacturing value added during the loan years, and both the averages and medians in the EIAL countries were lower in 1985–87 than in the 1970s. It is unclear whether the adjustments for manufacturing labor were from an unsustainably high position or if they suffered more than other groups did.

The evidence from the social indicators shows that the short-run changes were not systematically related to Bank-supported adjustment lending. The short-run indicators for living conditions did not deteriorate in the EIAL countries, and the long-run indicators continued to improve because of past investments. However, there were declines in government social expenditures in some EIAL countries, a trend that may have negative effects in the future. The specific findings are that adjustment lending programs appear to have raised the rate of growth of per capita consumption in EIAL countries relative to non-EIAL countries. For all country groups, nutrition status improved after 1983, the coverage of immunizations increased, and there was continued progress in reducing mortality rates. However, the shares of health and education in overall expenditures declined on average in the EIAL countries, as was true with the average rates of primary school enrollment.

**Labor Indicators**

Negative shocks to an economy often imply a reduced standard of living for the population. During adjustment, real incomes relative to the rest of the world have to adjust if the economy is to remain competitive. Conflicts between labor and the owners of capital and, within labor, between the different income classes or socioeconomic groups arise over which incomes will have to adjust.

Since data on incomes within labor are lacking, the focus here is on how formal labor fared relative to other income earners. The effect of adjustment on labor is an important political issue because the impact of adjustment programs on wage earners has implications for the sustainability of the program. Wage earners in manufacturing can be a politically powerful group, especially if labor is unionized and represented by a political party. Wage earners in the government sector are also potentially important political actors.

The official data on labor indicators generally refer, as noted, only to labor in the formal sector. As such, they provide information on the living standards of the middle class and contribute only limited information on the incomes of the poor, who are in the informal or the agricultural sectors and are often self-employed. There is, however, other direct evidence about the earnings of the lower income population. Wage earners in construction and agriculture are usually lower income earners since their labor is often unskilled, and wage movements in these areas may reflect some changes in poverty. In addition, there are data on the real incomes of the rural sector where most of the poor reside.

This section on labor indicators looks first at the economy-wide compensation of employees, at real wages and at unemployment. It then examines data for the rural and urban sectors separately.

**Economy-Wide Employee Compensation**

Data for the average and median economy-wide compensation of employees as a share of GDP for three time periods...
and three country groups are displayed in table 4–1. The
data do not reveal whether changes in the share received by
labor resulted from changes in employment or in wages.
Instead, they combine both and reveal the amount of total
available production that organized labor receives. This vari-
able is appropriate for an analysis of the equity impact.
Aggregate demand will contract following a stabilization
program, and if this contraction leads to lower GDP, the
question is whether labor’s share of the burden is excessive,
that is, whether its share of GDP declines.
The data in table 4–1 are from a decomposition of GDP
into its cost components, which consist of net indirect taxes,
consumption of fixed capital, compensation of employees
and operating surplus. Employee compensation measures
the total cost of labor to employers, including wages and
salaries before deductions and employers’ contributions to
social security, pensions, insurance and similar schemes. It
is calculated directly from sources such as government and
sectoral surveys (sometimes updated by wage and employ-
ment indices), social security tax payments and so on, de-
dpending on the country. The operating surplus is the residual
item.
Table 4–1 shows that the overall wage share of total
GDP received by labor was low. This phenomenon reflects
the fact that in many developing countries the majority of
people were not employees receiving wages but instead
were self-employed in the informal or agricultural sectors.
The incomes of the latter are included in the residual operat-
ing surplus category, which then becomes a mix of the
incomes of both rich and poor; the operating surplus in-
cludes both profits on capital and returns to small-scale
enterprises and smallholders. For this reason, total compen-
sation of employees is not a relevant indicator for issues
involving the size distribution of income. Instead, it should
be viewed as an indicator of living standards for one seg-
ment of the middle class. It may also be revealing about the
political sustainability of policy changes. Wage labor in the
formal sector can be more easily organized because the
workers are often located in urban areas and in large firms,
and they can become a politically vocal group that is more
likely to take action against income losses.
The average compensation for 30 countries for which
there were data declined in the 1985–87 period relative to
the 1970–80 and 1981–84 periods (table 4–1). The decline
in the latter period was attributable to trends in the 10 EIAL
countries: their average wage share was 38.0 percent in the
1970s and 38.2 percent in 1981–84, but in 1985–87 it de-
clined to 35.2 percent. Labor was able to maintain its share
during the recession in 1981–84 but experienced declines
thereafter. The average share of labor for the OAL countries
decreased in the second period, while the NAL group had
continual increases.
Averages can be affected by significant underperformers
or overperformers. An examination of the number of coun-
tries with increases and decreases in the share of employee
compensation in GDP shows that 6 of the 10 EIAL countries
experienced a decrease between 1981–84 and 1985–87 (and
had sustained increases over all three time periods, whereas
Jamaica, Mauritius, Mexico and Tanzania had continual
declines. In the NAL countries, 5 of 13 had decreases in the
share of employee compensation from 1981–84 to 1985–87
Several tests can be used to compare the changes in
the share of labor following adjustment. The simple before-and
after approach looks at the average for EIAL countries be-
fore and after adjustment. The control-group approach
compares the average change in the EIAL countries over two
time periods with the average change in non-EIAL coun-
ctries.7 When comparing the average for 1981–84 with that
a decline of 3.1 (2.8) percentage points in the share of
income going to labor. These results are statistically signifi-
cant at the 5 percent level for the change from 1981–84 to
1985–87 but are insignificant for the change from 1970–80
to 1985–87. Further, after controlling for pre-program and
external economic conditions (the modified control-group
approach), adjustment lending programs still led to negative
changes in labor’s share of GDP.
These changes suggest that EIAL countries experienced
a worsening in labor’s position in the 1985–87 period com-
pared with 1970–80 and 1981–84 and compared with the
average experience of non-EIAL countries. However, an
examination of the medians did not yield so clearcut a
conclusion, and comparing medians to averages can reveal
changes in the distribution of labor’s share across countries.
In the 10 EIAL countries, the medians and averages were
equal in 1970–80, indicative of a relatively even distribution

### Table 4–1. Compensation of Employees as a Share of Total GDP (percent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>38.0</td>
<td>38.2</td>
<td>35.2</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>38.0</td>
<td>41.5</td>
<td>38.1</td>
<td></td>
</tr>
<tr>
<td>OAL</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>34.9</td>
<td>31.7</td>
<td>31.5</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>38.3</td>
<td>28.4</td>
<td>32.3</td>
<td></td>
</tr>
<tr>
<td>NAL</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>36.0</td>
<td>37.5</td>
<td>37.7</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>40.0</td>
<td>40.1</td>
<td>37.5</td>
<td></td>
</tr>
<tr>
<td>All countries</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>36.4</td>
<td>36.4</td>
<td>35.4</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>38.3</td>
<td>39.1</td>
<td>37.4</td>
<td></td>
</tr>
</tbody>
</table>

Source: United Nations (various issues, b).
around the mean for labor’s share across countries (see table 4–1). During the recession period 1981–84, the medians increased, whereas the means stayed about the same, an indication that the distribution of countries became skewed to the left: more countries were to the right of the mean, but some outliers with low shares pulled the average down. Closer examination shows that labor’s share for countries in the middle of the distribution shifted up, whereas at the two extremes it fell, so that the average remained the same. In the 1985–87 period, both the means and medians were lower than in 1981–84, and the whole distribution shifted to the left. This latter result supports the conclusion that labor’s position deteriorated from 1981–84 to 1985–87. However, a comparison of 1970–80 with 1985–87 shows that the median returned to its original value and that the fall in the mean was the result of declines in the extremes (Tanzania and Jamaica). Most of the countries were clustered between 35 percent and 40 percent in both 1970–80 and 1985–87. It can be argued that the period 1981–84 was one of disequilibrium, with unsustainably high shares of labor, and that adjustment led to a return to the more sustainable values of the 1970s. At any rate, examination of the medians points out that an analysis of averages alone can be misleading.

The medians for the NAL countries show that the distribution of countries was initially skewed to the left but that as the averages increased and the medians fell, the countries became more evenly distributed around the mean by the 1985–87 period. Closer examination shows that the middle of the distribution in 1985–87 fell relative to the distributions of 1970–80 and 1981–84 but that both the low and high extremes increased, a situation that raised the average.

The median may reflect better what was happening to the typical country in each group. If so, the experience of the EIAL countries reveals that the typical EIAL country was doing as well in 1985–87 as in 1970–80. However, there were countries at the extremes that did much worse, and their performance pulled the EIAL average down. The typical NAL country experienced a worsening of its position in 1985–87 in terms of the median, while countries at the extremes raised the average. In short, examination of the medians leads to opposite conclusions from those of the analysis of the averages.

Table 4–2 presents regressions to explain changes in the share of employee compensation. The employee share of GDP—a combination of wages and employment—should depend on productivity and investment levels, in addition to policy variables. A change in the share of employee compensation between two periods was assumed to depend on the following variables: a change in the ratio of the fiscal deficit to GDP and the real exchange rate (policy variables associated with adjustment programs), GDP growth rates in the initial period, the ratio of investment to GDP in the initial period, and the total external shock (terms of trade and interest rate shocks) between the 1970s and early 1980s.

### Table 4–2. Regressions for the Change in the Share of Employee Compensation Between Two Periods


<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>t-statistic</th>
<th>2-tail significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-10.966</td>
<td>4.869</td>
<td>-2.252</td>
<td>0.034</td>
</tr>
<tr>
<td>GDP1</td>
<td>105.338</td>
<td>46.812</td>
<td>2.250</td>
<td>0.034</td>
</tr>
<tr>
<td>INV1</td>
<td>18.815</td>
<td>18.363</td>
<td>1.025</td>
<td>0.316</td>
</tr>
<tr>
<td>SHOCK1</td>
<td>-0.568</td>
<td>6.711</td>
<td>-0.085</td>
<td>0.933</td>
</tr>
<tr>
<td>FISC4</td>
<td>-39.496</td>
<td>21.479</td>
<td>-1.839</td>
<td>0.078</td>
</tr>
<tr>
<td>RER4</td>
<td>0.110</td>
<td>0.046</td>
<td>2.370</td>
<td>0.026</td>
</tr>
</tbody>
</table>

R²: 0.409

Adjusted R²: 0.286

Standard error of regression: 5.800

Durbin-Watson statistic: 2.123

Log likelihood: -72.616

F-statistic: 3.324

**Note:** Least squares/dependent variable is COMP4. Number of observations = 30.

#### B. 1985–87 versus 1981–84

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>t-statistic</th>
<th>2-tail significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-1.565</td>
<td>2.323</td>
<td>-0.674</td>
<td>0.507</td>
</tr>
<tr>
<td>GDP2</td>
<td>-1.055</td>
<td>18.407</td>
<td>-0.057</td>
<td>0.955</td>
</tr>
<tr>
<td>INV2</td>
<td>13.524</td>
<td>9.187</td>
<td>1.472</td>
<td>0.154</td>
</tr>
<tr>
<td>SHOCK1</td>
<td>6.755</td>
<td>3.181</td>
<td>2.123</td>
<td>0.044</td>
</tr>
<tr>
<td>FISC5</td>
<td>0.435</td>
<td>14.681</td>
<td>0.030</td>
<td>0.977</td>
</tr>
<tr>
<td>RER5</td>
<td>0.122</td>
<td>0.037</td>
<td>3.270</td>
<td>0.003</td>
</tr>
</tbody>
</table>

R²: 0.569

Adjusted R²: 0.479

Standard error of regression: 3.044

Durbin-Watson statistic: 3.041

Log likelihood: -72.616

F-statistic: 6.340

**Note:** Least squares/dependent variable is COMP5. Number of observations: 30.

The variables are defined as follows:

- INV2: Investment to GDP ratio in 1981–84.

**Source:** Authors’ calculations.

Several specifications were tried. The one variable that consistently emerged as significant was the real exchange rate. Real devaluations (decreases in the real exchange rate)
were associated with falls in the share of employee compensation. The dependent economy model predicts that the real wage will fall with devaluations if it is assumed that non-tradables are relatively labor-intensive. Since non-tradables consist largely of services, this assumption may be realistic. In the present analysis, the share of employee compensation fell with the devaluations, the implication being that changes in employment did not compensate for any real declines in wages. Other variables had the following effects. High rates of growth of GDP in the initial period were associated with positive changes in the employee share (regression for 1970-80 versus 1985-87); as countries grew, more labor moved into the formal sector. High investment ratios in the initial period had a slightly significant positive association (1981-84 versus 1985-87), since productivity and employment increase as capital deepens and widens. The strong negative external shocks of the early 1980s had a significant negative impact on the share of labor (that is, a positive coefficient for 1981-84 versus 1985-87). Finally, an improvement in the fiscal deficit (a positive change) was associated with a worsening in the share of labor (1970-80 versus 1985-87), since, in the short run, a smaller government deficit often means lower wages and employment for formal labor.

Finally, the time series for each country was examined to determine whether the share of employee compensation deviated significantly during the loan years from overall trend values (table 4-3). The declines in the 1980s could be part of a long-term negative trend that started earlier, in which case they should not be attributed to adjustment lending programs. For each country, the growth in the share of employee compensation over time was estimated and deviations during the loan years tested. This procedure does not establish causality: if the loan years are associated with significant declines in the share of employee compensation, the reason could be that some external event triggered the declines in wages that subsequently led to an adjustment program, rather than that the adjustment programs caused the declines. However, if the loan years are not significantly different from the trends, it is unlikely the share of employee compensation was adversely affected by the adjustment programs.

Table 4-3 shows that the share of employee compensation declined significantly (at the 10 percent level) for two EIAL countries (Colombia and Mexico) during the loan years and for one OAL country (Sierra Leone). None of the other 13 adjustment lending countries for which data were available experienced a significant shift in the share of employee compensation during the loan years. This result suggests that in most countries this variable was not systematically affected by World Bank adjustment programs during the disbursement years.

The EIAL countries had to make increasingly larger interest payments to the rest of the world, which may explain why labor's share of production fell in those countries. Interest payments were included as part of production in the denominator, but they did not accrue to domestic residents. An examination of the compensation of employees as a share of national disposable income shows that the trends for the averages and medians of labor's share of national disposable income were similar to those of labor's share of GDP. Thus, interest payments did not affect the results.

The average decline in labor's share of national disposable income in the EIAL countries was 2.4 percentage points from 1970-80 to 1985-87, about the same as the decline of 2.8 percentage points for labor's share of GDP. Similarly, the EIAL median in 1985-87 returned to the same level as that in 1970-80, the same pattern as was found with labor's share of GDP.

Employee compensation is a combination of wages and employment. If the decline in labor's share is the result of declines in employment, the effect on the distribution of income of the population will likely create greater inequality, since some people would be making zero wage income. Table 4-4 reports general unemployment rates for 22 countries. Of the EIAL countries, two-thirds had a decrease in the rate of unemployment during 1985-87 compared with 1981-84 (Chile, Costa Rica, Ghana, Jamaica, Korea and Mexico). The exceptions were Bolivia, Colombia and the Philippines. Four of five NAL countries—Greece, Peru, Trinidad and Tobago, and Venezuela—had an increase in their unemployment in 1985-87 compared with 1981-84, but in all except Trinidad and Tobago there were recent signs of a recovery. Although the sample is too small for generalizations, it is notable that more than half the EIAL countries experienced improvements in the rate of unemployment to the levels that prevailed in the late 1970s.

To sum up, the averages show that labor's share of production and income fell in the EIAL countries in comparison with the NAL countries in the period 1985-87 compared with 1970-80 and 1981-84. On the other hand, the medians show that in the typical EIAL country in 1985-87 labor regained the share of GDP it held in the 1970s, while

Table 4-3. Significant Deviations in Employee Compensation as a Share of GDP from Trend Growth during the Loan Years (percent shift from trend growth)

<table>
<thead>
<tr>
<th>Country</th>
<th>Percent Shift</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colombia</td>
<td>-16.7</td>
</tr>
<tr>
<td>Mexico</td>
<td>-15.8</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>-30.9</td>
</tr>
</tbody>
</table>

Note: Countries with insignificant shifts
EIAL: Costa Rica, Jamaica, Kenya, Korea, Mauritius, Tanzania, Thailand, Zambia.
OAL: Burundi, Ecuador, Hungary, Panama, Uruguay.
Source: United Nations (various issues, b) for the share of employee compensation; World Bank (1990b, annex table 5.5) for the loan years.
Table 4-4. Unemployment Rates (percent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bolivia</td>
<td>5.6</td>
<td>12.4</td>
<td>19.5</td>
</tr>
<tr>
<td>Chile</td>
<td>12.5</td>
<td>14.9</td>
<td>9.6</td>
</tr>
<tr>
<td>Colombia</td>
<td>8.9</td>
<td>10.4</td>
<td>12.4</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>5.0</td>
<td>8.0</td>
<td>6.2</td>
</tr>
<tr>
<td>Ghana</td>
<td>1.0</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>Jamaica</td>
<td>25.8</td>
<td>26.4</td>
<td>24.3</td>
</tr>
<tr>
<td>Korea</td>
<td>4.0</td>
<td>4.2</td>
<td>3.6</td>
</tr>
<tr>
<td>Mexico</td>
<td>6.3</td>
<td>5.3</td>
<td>4.9</td>
</tr>
<tr>
<td>Philippines</td>
<td>4.2</td>
<td>5.7</td>
<td>7.2</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.9</td>
<td>2.5</td>
<td>n.a.</td>
</tr>
<tr>
<td>OAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>2.5</td>
<td>4.3</td>
<td>5.0</td>
</tr>
<tr>
<td>China</td>
<td>5.1</td>
<td>2.8</td>
<td>1.9</td>
</tr>
<tr>
<td>Panama</td>
<td>8.5</td>
<td>9.4</td>
<td>11.4</td>
</tr>
<tr>
<td>Uruguay</td>
<td>9.4</td>
<td>11.9</td>
<td>11.2</td>
</tr>
<tr>
<td>Yugoslavia</td>
<td>11.9</td>
<td>12.6</td>
<td>13.8</td>
</tr>
<tr>
<td>NAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Egypt, Arab Rep.</td>
<td>4.5</td>
<td>5.9</td>
<td>n.a.</td>
</tr>
<tr>
<td>Greece</td>
<td>n.a.</td>
<td>6.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Peru</td>
<td>6.6</td>
<td>8.4</td>
<td>10.0</td>
</tr>
<tr>
<td>Portugal</td>
<td>7.9</td>
<td>7.9</td>
<td>7.9</td>
</tr>
<tr>
<td>Syrian Arab Rep.</td>
<td>4.5</td>
<td>4.5</td>
<td>n.a.</td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>11.6</td>
<td>11.2</td>
<td>18.3</td>
</tr>
<tr>
<td>Venezuela</td>
<td>5.3</td>
<td>9.2</td>
<td>11.1</td>
</tr>
</tbody>
</table>

n.a. Not available.

Source: International Labour Organisation (various issues [1987]).

In 1981–84, the real growth in GDP in the 25 EIAL countries averaged 1.3 percent, whereas the real growth in value added in agriculture was higher at 2.2 percent. This pattern reverses the trend of the 1970s, when GDP growth averaged 4.6 percent and agricultural value added grew by 2.5 percent. In 1985–88, the latter grew by 4.3 percent as compared with real GDP growth of 4.1 percent. Thus, in the 1980s agriculture was an important source of growth in the EIAL countries, with potentially beneficial effects for the rural poor. This growth may have come from a combination of policies: a depreciated real exchange rate that favored agricultural exports; liberalization that reduced the taxes on agricultural exports and tariffs on industrial inputs; the completion of investment projects started in the 1970s; and a low income elasticity for agriculture as compared with industry and services.

In 1981–84, real agricultural exports in the EIAL countries averaged -1.9 percent growth compared with 0.2 percent growth for total merchandise exports. In 1985–88, both types of exports had much better growth: 6.6 percent for agricultural exports and 8.2 percent for total exports. This growth can be partly attributed to the significant depreciations in the real exchange rate that occurred on average in the 1985–88 period in the EIAL countries.¹⁴

On the import side, the drop in the growth of agricultural imports (-1.7 percent) in the early 1980s was initially less than that of total imports (-5.9 percent), but by the mid-1980s food imports continued to decline (-3.0 percent) while total imports rose (9.5 percent). This pattern probably reflects import substitution in food as a result of increased domestic production, a trend that would benefit the rural areas. Indeed, an index of per capita food production (Food and Agriculture Organization [FAO] data) shows that food production in the EIAL countries was 3 percent higher in 1985–87 than in 1981–84 (Kakwani, Makonnen and van der Gaag 1990).

Thus, agriculture was an important source of growth and contributed to the improvements in the current account for the EIAL countries. This growth should have improved the distribution of income in the EIAL countries, since the majority of the poor in most countries were located in rural areas.

To examine rural incomes more closely, data on agricultural wages and agricultural purchasing power were collected. The wage indexes for agriculture and the averages for the three time periods are displayed in table 4-5. Two caveats should be noted about the data. First, those for the 1985–87 period were available for only 15 countries, and, second, they were not always comparable across those countries because they were not based on the same units and concepts: for example, in some cases they reflected averages per month or per day; some included payments in kind; and some were minimum wages. These limitations, combined with the small sample size, precluded any averaging.

In four of six EIAL countries—Chile, Costa Rica, Korea and Mauritius—the index of real agricultural wages was higher in 1985–87 than in 1970–80. In two others—Kenya and Pakistan—real wages for agriculture declined. Three NAL countries had higher real agricultural wages in the latter period as compared with 1970–80.

Table 4–6 shows the countries that had significant deviations from the trend growth for agricultural wages during the loan years. In 11 of 18 countries there were no significant deviations, a finding that implies that in most countries the short-run impact of the adjustment programs on agricultural wages was limited. Mexico, the Philippines, Turkey and Yugoslavia showed negative deviations, Costa Rica, Hungary and Uruguay a positive shift. While these regressions
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do not establish causality, it is notable that an almost equal number of countries had positive deviations as had negative deviations for agricultural wages during the loan years.

The real agricultural incomes of the rural sector are examined next. There was generally a positive correlation between the reduction of poverty and growth in agricultural purchasing power, as displayed in figure 4-1.\textsuperscript{12,13} Indonesia and India provide an interesting contrast: between 1970 and 1987, Indonesia's headcount poverty index fell by 41 percentage points, while the annual growth in rural purchasing power was 2.9 percent. India experienced a decline in poverty of 11 percentage points from 1972-83 while agricultural purchasing power grew by only 0.7 percent.

Table 4-7 displays the growth rates in per capita agricultural purchasing power for the four country groups. The data show changes in real agricultural income for the rural population as a result of changes in both the prices and quantities of agricultural production.\textsuperscript{14} The average growth for the 23 EIAL countries was 2.3 percent in the 1970-80 period, -0.5 percent in 1981-84 and then 2.9 percent in 1985-88. The median values for the EIAL countries had a similar pattern, indicative of an improvement in agricultural purchasing power in the majority of EIAL countries in the 1985-88 period to growth rates higher than in the 1970s. The pattern for the averages and medians of the OAL countries was comparable to that of the EIAL countries. However, their recovery was not quite as good.

The decline in the NAL countries was much larger in the 1981-84 period than it was in the other country groups, and average growth in rural purchasing power continued to be negative (-0.9 percent) in 1985-88. This latter figure was, however, affected by Nicaragua, whose agricultural incomes declined significantly. The median (-0.3 percent) in the NAL countries in 1985-88 was somewhat better. This growth rate was still the only negative one in the three country groups in 1985-88. The recovery in the NAL group from the second

Table 4-5. Real Wage Index in Agriculture (1980=100)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>71.3</td>
<td>126.0</td>
<td>93.5</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>95.8</td>
<td>90.4</td>
<td>97.4</td>
</tr>
<tr>
<td>Ghana</td>
<td>123.8</td>
<td>66.3</td>
<td>n.a.</td>
</tr>
<tr>
<td>Kenya</td>
<td>104.8</td>
<td>87.3</td>
<td>84.2</td>
</tr>
<tr>
<td>Korea</td>
<td>61.1</td>
<td>97.7</td>
<td>106.6</td>
</tr>
<tr>
<td>Malawi</td>
<td>123.8</td>
<td>105.4</td>
<td>n.a.</td>
</tr>
<tr>
<td>Mauritius</td>
<td>103.8</td>
<td>109.0</td>
<td>123.5</td>
</tr>
<tr>
<td>Mexico</td>
<td>88.8</td>
<td>86.1</td>
<td>n.a.</td>
</tr>
<tr>
<td>Pakistan</td>
<td>87.7</td>
<td>161.6</td>
<td>66.8</td>
</tr>
<tr>
<td>Philippines</td>
<td>106.3</td>
<td>86.9</td>
<td>n.a.</td>
</tr>
<tr>
<td>Tanzania</td>
<td>132.3</td>
<td>91.4</td>
<td>n.a.</td>
</tr>
<tr>
<td>Turkey</td>
<td>115.0</td>
<td>100.6</td>
<td>n.a.</td>
</tr>
<tr>
<td>Zambia</td>
<td>90.8</td>
<td>80.0</td>
<td>n.a.</td>
</tr>
<tr>
<td>OAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bangladesh</td>
<td>122.1</td>
<td>104.7</td>
<td>104.1</td>
</tr>
<tr>
<td>Burundi</td>
<td>131.9</td>
<td>138.4</td>
<td>117.6</td>
</tr>
<tr>
<td>China</td>
<td>96.1</td>
<td>105.3</td>
<td>119.5</td>
</tr>
<tr>
<td>Guyana</td>
<td>98.2</td>
<td>98.6</td>
<td>n.a.</td>
</tr>
<tr>
<td>Honduras</td>
<td>54.4</td>
<td>110.8</td>
<td>n.a.</td>
</tr>
<tr>
<td>Hungary</td>
<td>99.7</td>
<td>100.9</td>
<td>101.6</td>
</tr>
<tr>
<td>Uruguay</td>
<td>124.9</td>
<td>87.8</td>
<td>98.2</td>
</tr>
<tr>
<td>Yugoslavia</td>
<td>98.7</td>
<td>92.8</td>
<td>84.4</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>95.1</td>
<td>147.6</td>
<td>n.a.</td>
</tr>
<tr>
<td>NAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>97.4</td>
<td>100.2</td>
<td>127.7</td>
</tr>
<tr>
<td>Myanmar</td>
<td>125.6</td>
<td>92.2</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>78.8</td>
<td>90.4</td>
<td>84.9</td>
</tr>
<tr>
<td>Portugal</td>
<td>106.8</td>
<td>106.2</td>
<td>n.a.</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>70.6</td>
<td>86.3</td>
<td>89.1</td>
</tr>
</tbody>
</table>

n.a. Not available.

Source: International Labour Organisation (various issues [1980, 1988]).

Table 4-6. Significant Deviations in Real Agricultural Wages from Trend Growth during the Loan Years (percent shift)

<table>
<thead>
<tr>
<th>EIAL countries</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Costa Rica</td>
<td>16.8</td>
</tr>
<tr>
<td>Mexico</td>
<td>-19.9</td>
</tr>
<tr>
<td>Philippines</td>
<td>-15.4</td>
</tr>
<tr>
<td>Turkey</td>
<td>-19.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OAL countries</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hungary</td>
<td>4.9</td>
</tr>
<tr>
<td>Uruguay</td>
<td>37.7</td>
</tr>
<tr>
<td>Yugoslavia</td>
<td>-10.4</td>
</tr>
</tbody>
</table>

Note: Countries with insignificant shifts

EIAL: Chile, Ghana, Kenya, Korea, Malawi, Mauritius, Pakistan, Tanzania
OAL: Burundi, Guyana, Zimbabwe.

Source: International Labour Organisation (various issues) for the agricultural wage data; World Bank (1990b, annex table 5.5) for the loan years.
Table 4-7. Growth in Per Capita Real Agricultural Purchasing Power
(percent)

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of countries</th>
<th>1970-80</th>
<th>1981-84</th>
<th>1985-88</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.3</td>
<td>-0.5</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>1.8</td>
<td>-0.6</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td>OAL</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.9</td>
<td>-0.3</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>1.6</td>
<td>0.5</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>NAL+</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.5</td>
<td>-0.7</td>
<td>-0.6</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>2.7</td>
<td>0.7</td>
<td>-1.7</td>
<td></td>
</tr>
<tr>
<td>NAL-</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.8</td>
<td>-2.5</td>
<td>-1.2</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3.3</td>
<td>-4.5</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>NAL</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.2</td>
<td>-1.7</td>
<td>-0.9</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3.1</td>
<td>-1.6</td>
<td>-0.3</td>
<td></td>
</tr>
<tr>
<td>All countries</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.2</td>
<td>-0.8</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>1.9</td>
<td>-0.6</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

Source: World Bank and International Monetary Fund.

to third periods was significant, but the growth rate of rural incomes in 1985–88 still remained below that of the 1970s. What is surprising is that the average growth in the purchasing power of the rural sector in the NAL+ countries in the third period was -0.6 percent, while the median was -1.7 percent. Countries with a positive rate of growth in real GDP per capita (the NAL+ countries) would be expected to have had average positive growth in agricultural incomes.

The data on real agricultural incomes show that the EIAL countries experienced greater improvements in the 1985–88 period than did the other groups. This finding supports the hypothesis that Bank-supported adjustment programs improved the situation of the rural population and restored rural agricultural growth to previous levels. Adjustment programs often promote an improvement in the rural terms of trade through the removal of government food procurement systems and food subsidies. The latter can lead to low producer prices because the subsidies become an increasing burden on the fiscal budget, and governments are then forced to keep producer prices low. Devaluations can also improve producer prices by increasing the domestic currency value of agricultural exports and food imports. However, doing so requires that price increases be passed on to producers, a condition that means that domestic food prices must be allowed to rise. Since agricultural products are often price-inelastic, increased prices will improve rural incomes. These improvements in rural purchasing power will have beneficial distributional effects, since the great majority of the poor live in rural areas. However, these developments will also likely have adverse consequences for urban residents.

Urban Labor

Indicators for urban labor are examined next. Table 4-8 displays data on the share of the manufacturing wage bill in total value added in manufacturing. The numerator, "wages and salaries," includes direct wages and salaries, bonuses, housing and family allowances, and payments in kind. Supplements to wages such as social security, pension contributions and so on were not available.

Table 4-8 shows that the average and median share of the manufacturing wage in 31 countries for which there were data fell in the third period relative to the first two periods. In 13 EIAL countries, the share declined from 30.9 percent in the 1970s to 30.2 percent in 1981–84 to 28.0 percent in 1985–87. The EIAL median for 1970–80 was the same as the average, indicative of an even distribution about the mean. The median then fell at a faster rate than did the decline in the mean, and the distribution became skewed to the right, with more countries to the left of the mean. The average share of the manufacturing wage for 8 OAL countries and 10 NAL countries also decreased in 1985–87, but the medians were higher in the third period relative to the 1970s.

Tests to compare changes in the share of labor following adjustment gave the following results. When comparing the average for 1981–84 with 1985–87 (1970–80 to 1985–87), the straightforward before-and-after approach revealed a change of -2.1 (-2.8) percentage points in the share of in-

Table 4-8. Total Wage Bill as a Share of Total Value Added in Manufacturing
(percent)

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of countries</th>
<th>1970-80</th>
<th>1981-84</th>
<th>1985-87</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>30.9</td>
<td>30.2</td>
<td>28.0</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>31.0</td>
<td>26.7</td>
<td>25.8</td>
<td></td>
</tr>
<tr>
<td>OAL</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>32.2</td>
<td>32.8</td>
<td>31.1</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>31.1</td>
<td>32.6</td>
<td>32.0</td>
<td></td>
</tr>
<tr>
<td>NAL</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>28.9</td>
<td>29.8</td>
<td>28.2</td>
<td></td>
</tr>
<tr>
<td>Media</td>
<td>26.7</td>
<td>29.6</td>
<td>28.0</td>
<td></td>
</tr>
<tr>
<td>All countries</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>30.6</td>
<td>30.8</td>
<td>28.9</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>29.2</td>
<td>30.1</td>
<td>27.8</td>
<td></td>
</tr>
</tbody>
</table>

come going to labor. The control-group approach showed a change in the EIAL countries of -0.5 (-1.9) percentage points compared with the non-EIAL countries in 1981–84 to 1985–87 (1970–80 to 1985–87). However, these differences were not statistically significant. With controls for pre-program conditions and external conditions, the modified control-group approach yielded negative changes for manufacturing labor. Again, however, the results were not statistically significant.¹⁹

Tentatively, it appears that wage earners in manufacturing in the EIAL countries experienced larger declines than they did in the OAL and NAL country groups. Both the averages and the medians were lower by a larger amount between 1970–80 and 1985–87 in the EIAL group than in the other two groups. In fact, the OAL and NAL groups had higher medians in the third period than in the first period. In some EIAL countries, the fall in wages may have been necessary because they were unsustainably high. For example, high tariff protection for import-substituting manufacturing in the 1970s led to high manufacturing wages in some countries as unions claimed part of the rents from tariffs. Similarly, in oil-exporting countries, high oil prices in the 1970s allowed unsustainably high real wages that then had to fall in the 1980s for the countries to become competitive.

The time series for the share of the manufacturing wage bill in each country was tested next to see if there were significant deviations from trend growth during the loan years. This procedure can be used to separate out wage performance during the years of the adjustment programs from the longer term trends in the data.

Table 4–9 shows that in 4 of 13 EIAL countries and 3 of 7 OAL countries there was a significant decline from trend in the wage share of manufacturing value added during the loan period. As noted, this finding does not establish that the adjustment programs caused the fall in the share of wages. The fact that 9 of 13 EIAL countries did not experience a significant drop in the share of wages during the loan years shows that in most countries in this group the programs did not affect this variable.

Table 4–10 displays data on the growth of real manufacturing wages. The total wage bill was divided by the number of manufacturing employees and then divided by the CPI. According to table 4–10, in the 12 EIAL countries for which there were data the real manufacturing wage grew by 1.1 percent in the 1970s and 0.5 percent in 1981–84 and then fell by 1.2 percent in 1985–87. The average for the latter period was, however, affected by the large negative growth in the real manufacturing wages of Bolivia and Tanzania. The EIAL median moved somewhat differently: it increased from 0.6 percent in 1970–80 to 1.9 percent in 1981–84 and then fell to 0.9 percent in 1985–87. Thus, the EIAL median was higher in the latter period than it was in the 1970s.

In 10 OAL countries, the growth in real wages was positive in all three periods. The median fell in the crisis period but was partially restored in the 1985–87 period. In 10 NAL countries, the growth in real manufacturing wages decreased steadily: growth was 0.7 percent in the 1970 and 0.3 percent in 1981–84 and then -0.1 percent in 1985–87. Again, the average for 1985–87 was heavily affected by the outliers: Haiti had 13.5 percent annual growth and Nicaragua -28.7 percent. The NAL median moved very differently from the average: it increased steadily over the three periods, from 1.3 percent to 1.6 percent to 3.7 percent.

Data on government expenditures on wages and salaries as a share of total central government non-interest expenditures were available for 26 countries. Table 4–11 shows that in the EIAL countries the average wage share of non-interest

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>12</td>
<td>1.1</td>
<td>0.5</td>
<td>-1.2</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.6</td>
<td>1.9</td>
<td>0.9</td>
</tr>
<tr>
<td>OAL</td>
<td>10</td>
<td>2.7</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>1.9</td>
<td>0.8</td>
<td>1.4</td>
</tr>
<tr>
<td>NAL</td>
<td>10</td>
<td>0.7</td>
<td>0.3</td>
<td>-0.1</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>1.3</td>
<td>1.6</td>
<td>3.7</td>
</tr>
<tr>
<td>All countries</td>
<td>32</td>
<td>1.5</td>
<td>0.6</td>
<td>0.0</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>1.4</td>
<td>1.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Note: Countries with insignificant shifts
EIAL: Chile, Kenya, Korea, Mauritius, Pakistan, the Philippines, Senegal, Tanzania, Thailand
OAL: Argentina, Ecuador, Hungary, Panama.

Source: United Nations Industrial Development Organization (various issues, a) for the share of manufacturing wages; World Bank (1990b, annex table 5.5) for the loan years.
Table 4-11. Government Expenditures on Wage and Salaries as a Share of Total Expenditures Less Interest Payments (percent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>10</td>
<td>29.6</td>
<td>28.2</td>
<td>27.4</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>30.5</td>
<td>27.0</td>
<td>26.0</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>34.7</td>
<td>28.1</td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>33.9</td>
<td>29.0</td>
<td>28.4</td>
</tr>
<tr>
<td>OAL</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAL</td>
<td>10</td>
<td>31.0</td>
<td>26.8</td>
<td>29.8</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>34.0</td>
<td>25.4</td>
<td>27.7</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>33.4</td>
<td>27.0</td>
<td>27.3</td>
</tr>
<tr>
<td>All countries</td>
<td>26</td>
<td>31.3</td>
<td>27.7</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>33.4</td>
<td>27.0</td>
<td>27.3</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: International Monetary Fund (various issues).

Expenditures declined steadily. The EIAL median followed a similar pattern. In the OAL and NAL countries, the share of wages fell in the early 1980s during the recession but then recovered somewhat in the 1985–87 period. Thus, part of the adjustment in the EIAL countries was a compression of the government wage bill throughout the 1980s through decreases in either wages or employment, the aim being to restore the fiscal accounts.

Data on real wages in construction are often used as a proxy for the wages of unskilled labor in urban areas. Wage indexes for construction are displayed in Table 4-12 (data for all three time periods were available for only 15 countries.) Four EIAL countries—Chile, Kenya, Malawi and the Philippines—had lower real construction wages in 1985–87 than in 1981–84, and four EIAL countries—Costa Rica, Korea, Mauritius and Thailand—had higher ones in the latter period. When comparing 1985–87 with 1970–80, three of six EIAL countries had higher real construction wages in the 1985–87 period. Of the OAL countries, two had higher wages in the 1985–87 period relative to the 1970–80 period, and three had lower real wages. The same pattern applied in the five NAL countries. All three country groups had both increases and decreases in real construction wages, and this small sample suggests that adjustment lending was not related to the movements of real wages in construction.

The data on real construction wages were tested to see whether there were any significant deviations from trend growth during the loan years in any of the countries. Table 4–13 shows that 6 of 13 EIAL countries had significant deviations: Bolivia and Thailand had positive shifts during the loan years, Ghana, Malawi, Turkey and Zambia had negative shifts. The declines in construction wages during the loan years were probably the result of fall-offs in investment, which were common in the EIAL countries. One OAL country, Sierra Leone, had a negative shift in the growth of construction wages. Twelve of 19 countries did not see a significant change in the growth of real construction wages during the loan years.

Table 4–14 contains data on the ratio of the food price index to the consumer price index. These data are relevant to poor urban consumers and rural net consumers of food. If the food price index increases faster than the general CPI, the poor are hurt more than the non-poor, given that food accounts for a larger part of their expenditures. Table 4–14 shows that in the EIAL countries the average ratio of food to consumer prices fell over the three time periods. The median also fell but only slightly. The OAL countries had a similar experience. The NAL+ countries experienced a slight increase in the early 1980s, followed by a decline in 1985–87, while in NAL- countries both the averages and medians rose in 1985–87. In general, in all the country groups except the

Table 4–12. Real Wage Index in Construction (1980 =100)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bolivia</td>
<td>99.5</td>
<td>53.2</td>
<td>n.a.</td>
</tr>
<tr>
<td>Chile*</td>
<td>n.a.</td>
<td>102.6</td>
<td>96.3</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>83.6</td>
<td>83.1</td>
<td>110.5</td>
</tr>
<tr>
<td>Ghana</td>
<td>121.1</td>
<td>54.2</td>
<td>n.a.</td>
</tr>
<tr>
<td>Kenya</td>
<td>134.0</td>
<td>94.6</td>
<td>80.2</td>
</tr>
<tr>
<td>Korea</td>
<td>74.8</td>
<td>82.8</td>
<td>113.1</td>
</tr>
<tr>
<td>Malawi</td>
<td>117.1</td>
<td>74.4</td>
<td>59.7</td>
</tr>
<tr>
<td>Mauritius</td>
<td>91.5</td>
<td>98.9</td>
<td>102.4</td>
</tr>
<tr>
<td>Mexico</td>
<td>100.1</td>
<td>91.0</td>
<td>n.a.</td>
</tr>
<tr>
<td>Philippines</td>
<td>n.a.</td>
<td>93.6</td>
<td>73.7</td>
</tr>
<tr>
<td>Thailand</td>
<td>n.a.</td>
<td>111.9</td>
<td>185.8</td>
</tr>
<tr>
<td>Turkey</td>
<td>149.9</td>
<td>100.8</td>
<td>n.a.</td>
</tr>
<tr>
<td>Zambia</td>
<td>94.2</td>
<td>86.8</td>
<td>n.a.</td>
</tr>
<tr>
<td>OAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bangladesh</td>
<td>129.0</td>
<td>83.3</td>
<td>n.a.</td>
</tr>
<tr>
<td>Burundi</td>
<td>88.4</td>
<td>91.2</td>
<td>82.7</td>
</tr>
<tr>
<td>China</td>
<td>98.0</td>
<td>107.3</td>
<td>128.8</td>
</tr>
<tr>
<td>Honduras</td>
<td>89.4</td>
<td>201.7</td>
<td>n.a.</td>
</tr>
<tr>
<td>Hungary</td>
<td>100.7</td>
<td>101.3</td>
<td>104.8</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>114.4</td>
<td>72.4</td>
<td>31.6</td>
</tr>
<tr>
<td>Yugoslavia</td>
<td>99.9</td>
<td>68.7</td>
<td>78.1</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>95.1</td>
<td>106.7</td>
<td>n.a.</td>
</tr>
<tr>
<td>NAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jordan</td>
<td>102.4</td>
<td>118.3</td>
<td>n.a.</td>
</tr>
<tr>
<td>Myanmar</td>
<td>109.7</td>
<td>108.9</td>
<td>96.2</td>
</tr>
<tr>
<td>Peru</td>
<td>100.5</td>
<td>86.2</td>
<td>84.1</td>
</tr>
<tr>
<td>Portugal</td>
<td>95.9</td>
<td>98.8</td>
<td>84.8</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>102.3</td>
<td>152.1</td>
<td>178.5</td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>84.3</td>
<td>121.7</td>
<td>113.1</td>
</tr>
</tbody>
</table>

n.a. Not available.

Source: International Labour Organisation (various issues [1980, 1988]).
NAL-group, the average price of food rose at a slower pace than did the overall consumer price index. This trend suggests that the poor, for whom food accounts for a large share of their expenditures, did not suffer excessively from price increases relative to other income groups. On the other hand, the tolerance of the poor is much lower, and any negative impacts have a large effect on them.

To sum up, the urban labor indicators show that the share of manufacturing wages in GDP declined in 7 of 20 countries during the loan years and that both the averages and medians for the EIAL countries were lower in 1985–87 than in the 1970s. Government wage earners also suffered declines in their wages and/or employment in 1985–87 in the EIAL countries. However, these declines may have been necessary if the previous levels were not sustainable or competitive. The evidence for construction workers is mixed: in about half the countries real wages rose, and in 12 of 19 countries there were no significant deviations from trend growth during the loan years. Finally, food prices did not rise faster than the general consumer price index did in most country groups, an important point for the poor.

Social Indicators

The second part of this chapter looks at trends in social indicators and compares the performance of countries that received Bank lending in support of adjustment programs relative to countries that did not. The indicators examined are per capita real private consumption, government expenditures on the social sectors, and social indicators such as infant and child mortality, immunization, nutrition and educational performance.

While many of the social indicators are expressed as country averages, they still provide information about the poor. The reason is that the non-poor usually have access to social services before the poor. If the percentage of non-poor in the population is less than the percentage of the population with access to social services, then some of the poor are being reached. At this point, most of the movement in the indicator will reflect changes in the welfare of the poor.

It is not clear a priori whether the poor will be hurt more or less by the adjustment policies than they will be without them. However, in general the reductions in expenditures associated with adjustment policies are likely to reduce the level of welfare. Therefore, as a first step the study investigated to what extent the reductions in expenditures were reflected in private consumption and government expenditures and whether the trends differed between adjustment and non-adjustment lending countries.

As a second step, the study took another look at the current evidence on trends in socioeconomic indicators such as infant mortality and nutrition in the developing world in the 1980s. These trends were compared with the 1970s to assess whether reference to the eighties as "the lost decade of development" was justified. Finally, the study assessed whether, during the 1980s, the trends in social indicators differed significantly between adjustment lending countries and other countries.

This part of the chapter is organized as follows. The growth rates in per capita private consumption are presented first, followed by an analysis of government expenditures on welfare. Health-related indicators such as infant and child

### Table 4-13. Significant Deviations from Trend Growth during the Loan Years for the Construction Wage (percent)

<table>
<thead>
<tr>
<th>Country</th>
<th>Average</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL countries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bolivia</td>
<td>30.5</td>
<td></td>
</tr>
<tr>
<td>Ghana</td>
<td>-37.0</td>
<td></td>
</tr>
<tr>
<td>Malawi</td>
<td>-15.6</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>90.4</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>-40.5</td>
<td></td>
</tr>
<tr>
<td>Zambia</td>
<td>-31.6</td>
<td></td>
</tr>
<tr>
<td>OAL countries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>56.4</td>
<td></td>
</tr>
</tbody>
</table>

Note: Countries with insignificant shifts
EIAL: Chile, Costa Rica, Kenya, Korea, Mauritius, Mexico, Tanzania
OAL: Burundi, Guyana, Hungary, Yugoslavia, Zimbabwe.

Source: International Labour Organisation for the data on construction wages; World Bank (1990b, table annex 5.5) for the loan years.

### Table 4-14. Ratio of the Food Price Index to the Consumer Price Index

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>22</td>
<td>1.01</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.01</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>OAL</td>
<td>15</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>NAL+</td>
<td>10</td>
<td>1.00</td>
<td>1.01</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.99</td>
<td>1.01</td>
<td>0.972</td>
</tr>
<tr>
<td>NAL–</td>
<td>10</td>
<td>0.99</td>
<td>.98</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>Media</td>
<td>0.99</td>
<td>.99</td>
<td>1.02</td>
</tr>
<tr>
<td>NAL</td>
<td>20</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>All countries</td>
<td>57</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Source: International Labour Organisation (various issues) for the food price index and International Monetary Fund for the consumer price index.
mortality, immunization and nutrition are discussed next. Finally, primary school enrollment is discussed.

**Growth Rates in Private Consumption**

Private consumption is defined here as the market value of all goods and services purchased or received, including income in kind, by households and non-profit organizations. It excludes purchases of dwellings but includes imputed rent for owner-occupied dwellings.

Table 4-15 presents the growth rates of real per capita private consumption, which were calculated using private consumption growth rates are simple arithmetic averages across countries. The aggregations of growth rates are based on the constant local currency. The aggregation of countries by their adjustment lending status is compared, it is notable that only the EIAL countries showed improvements over the two periods, 1981-84 and 1985-88, that were associated with adjustment lending. Furthermore, this group had the highest rate of growth in 1985-88 of the four adjustment lending groups.

In the EIAL countries, per capita real private consumption appears to have been protected, relative to other countries, during the 1985-88 period. The relative increase in consumption made possible by a relative decrease in inflation. The growth in per capita real consumption was 2.5 percentage points higher in 1985-88 than in 1981-84, having almost recovered to the levels of 1970-80. At 1.4 percent, the average rate of growth of per capita consumption in the EIAL countries was higher than the average rates for the OAL, NAL+ and NAL- groups in 1985-88. The low-income EIAL countries increased their rate of growth by 3.6 percentage points, whereas the OAL countries had a slight decline in their average rate of growth of consumption from 1981-84 to 1985-88, with decreases in the growth in per capita consumption in the middle-income OAL countries and increases in the low-income OAL countries. The NAL+ countries continued the positive growth of their per capita consumption throughout the 1980s, while the NAL- countries had significant declines. It is also worth noting that this relatively optimistic picture for the EIAL countries in 1985-88 was not the result of just a few very good performers: 18 of the EIAL countries had positive growth in per capita consumption, while only 6 countries experienced negative growth. This pattern contrasts with the distribution in the early 1980s, when 9 EIAL countries had positive growth and 15 had negative growth. The OAL and NAL groups saw little or no change in the distribution of countries with positive and negative growth in consumption in the two periods in the 1980s.

When the EIAL countries are compared with all other countries, they show higher growth in consumption in the 1985-88 period as compared with other periods. This result also holds after controlling for pre-program conditions and the evolution of such external economic conditions as changes in a country’s terms of trade, international interest rates and net foreign financing. When these factors are controlled for, the adjustment programs raised the average annual rate of growth of per capita real consumption by 3 percentage points in the EIAL countries relative to the OAL and NAL countries when comparing 1985-88 with 1970-80.

There are important differences in performance among the EIAL countries. When comparing 1985-88 with 1970-80, per capita consumption grew more rapidly in Zambia, Madagascar, Korea, Tanzania and Chile than was predicted by their pre-program conditions, the size of their external shocks and their participation in adjustment programs. The largest underperformers in the EIAL group were Côte d’Ivoire, Madagascar, Mauritania, Nigeria and Mexico—all of whose rates of growth in per capita consumption were below the predicted values.

### Table 4-15. Annual Growth Rates of Real Per Capita Private Consumption (percent)

<table>
<thead>
<tr>
<th>Country classification</th>
<th>Number of countries</th>
<th>1970-80 growth (+/-)</th>
<th>1981-84 growth (+/-)</th>
<th>1985-88 growth (+/-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>24</td>
<td>1.5 (17/7)</td>
<td>-1.1 (9/15)</td>
<td>1.4 (18/6)</td>
</tr>
<tr>
<td>LIC</td>
<td>11</td>
<td>0.1 (6/5)</td>
<td>-2.6 (2/9)</td>
<td>1.0 (7/4)</td>
</tr>
<tr>
<td>MIC</td>
<td>13</td>
<td>2.7 (11/2)</td>
<td>0.2 (7/6)</td>
<td>1.8 (11/2)</td>
</tr>
<tr>
<td>OAL</td>
<td>23</td>
<td>1.6 (19/4)</td>
<td>0.2 (11/12)</td>
<td>-0.1 (12/11)</td>
</tr>
<tr>
<td>LIC</td>
<td>12</td>
<td>0.7 (9/3)</td>
<td>-0.1 (6/6)</td>
<td>0.5 (8/4)</td>
</tr>
<tr>
<td>MIC</td>
<td>11</td>
<td>2.6 (10/1)</td>
<td>0.5 (5/6)</td>
<td>-0.9 (4/7)</td>
</tr>
<tr>
<td>NAL+</td>
<td>12</td>
<td>3.5 (12/3)</td>
<td>1.4 (8/7)</td>
<td>1.1 (8/7)</td>
</tr>
<tr>
<td>LIC</td>
<td>4</td>
<td>2.8 (3/1)</td>
<td>3.3 (4/0)</td>
<td>1.5 (3/1)</td>
</tr>
<tr>
<td>MIC</td>
<td>8</td>
<td>3.8 (9/2)</td>
<td>0.4 (4/7)</td>
<td>0.9 (5/6)</td>
</tr>
<tr>
<td>NAL-</td>
<td>15</td>
<td>2.8 (9/3)</td>
<td>-1.7 (3/9)</td>
<td>-2.9 (3/9)</td>
</tr>
<tr>
<td>LIC</td>
<td>5</td>
<td>0.4 (2/3)</td>
<td>-1.4 (1/4)</td>
<td>-1.0 (2/3)</td>
</tr>
<tr>
<td>MIC</td>
<td>10</td>
<td>4.0 (7/0)</td>
<td>-1.9 (2/5)</td>
<td>-3.9 (1/6)</td>
</tr>
<tr>
<td>All developing</td>
<td>74</td>
<td>2.1 (57/17)</td>
<td>-0.4 (31/43)</td>
<td>0.0 (41/33)</td>
</tr>
</tbody>
</table>

a. Data for Chad, Gabon, Gambia, Guinea, Lesotho, Mozambique, Nepal, Oman, Poland, Sierra Leone, South Africa, Tanzania, Uganda and Yemen’s Democratic Republic are missing, so that 74 countries are left.

b. EIAL countries are early-intensive adjustment lending countries and OAL countries are other adjustment lending countries. The non-adjustment lending (NAL) countries are divided into those whose per capita real GDP increased from 1981 to 1988 (NAL+), and those where it decreased (NAL-). The low-income countries (LIC) are those that received IDA loans in FY89, the middle-income countries (MIC) those that did not.

c. The ratio is the number of countries with positive growth rates to the number of countries with negative rates.

**Source:** World Bank.
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The rest of this chapter shows the extent to which the picture sketched by this aggregate welfare measure—per capita consumption—is reflected in other, more direct measures of living conditions, such as infant and child mortality, nutritional well-being and access to education. Before turning to that exercise, however, it is useful to look at how government expenditures on welfare programs were affected during the adjustment period.

Social Welfare Expenditures

In most developing countries the public sector plays the dominant role in financing social welfare programs. In the seventies the public sector grew rapidly in almost all countries, but in the eighties many developing countries engaged in programs aimed at reducing fiscal imbalances that required a mixture of revenue expansion and expenditure reduction. Although stabilization and adjustment programs are not usually explicit in specifying the focus for cuts in expenditures, it is believed that the social sectors are often a prime target. There is growing concern that if this assumption is true, adjustment programs could have adverse effects on the most vulnerable population groups.

Data were available on the expenditures of the consolidated central government. However, caution is needed in interpreting changes in the shares of the central government budget as indicators of the level of social services delivered in total and to the poor for two reasons. First, the improved policies associated with structural adjustment programs may call for better targeting and cost-recovery measures that allow budget-cutting along with sustained or increased provision of social services, especially for the poor. This policy approach is possible because typically the middle- and upper-income classes have been the most likely to use the bulk of the social services and transfers: in many cases, services such as hospital care and university education account for 80 percent or more of government social outlays. These types of services benefit just 20-30 percent of the people, most of them urban. Thus, budget cuts and improved access by the poor are possible simultaneously.2 Second, there may be reallocations of social expenditures between central and regional governments that the data, which deal only with expenditures of the central government, do not pick up.

Two sets of questions are addressed here. The first is whether government expenditures as a proportion of GDP fell in the 1980s. If so, was the fall greater in adjustment than in non-adjustment lending countries? The second is whether there is substantial variation in the proportion of total government expenditures allocated to health, education and other welfare programs. Did these ratios decrease or increase between the periods 1981–84 and 1985–87? If so, were the changes different in adjustment and non-adjustment lending countries?

The data on government expenditures, which are obtained from the IMF's Government Finance Statistics (International Monetary Fund, various issues), contain, as noted, only the central government’s expenditures. The data were classified in three categories: education services; health services; and other welfare. The category “other welfare” includes expenditures on social security and welfare affairs and services, housing and community affairs and services, and recreational, cultural and religious affairs and services.

Table 4-16 presents total non-interest government expenditures as a proportion of GDP and expenditures on education, health and other welfare as a proportion of total government expenditures less interest payments for the three periods 1970–80, 1981–84 and 1985–87. Data were available for only 10 EIAL countries, 5 OAL countries and 5 NAL countries.23 Central government non-interest expenditures increased slightly as a proportion of GDP from 1970–80 to 1981–84 but then decreased by 1.3 percentage points in 1985–87 on average for the 10 EIAL countries. On average, from 1981–84 to 1985–87 these expenditures declined in the OAL and NAL countries as well. Thus, most countries compressed their expenditures relative to GDP as required to restore their macro balance.

The share of total public spending on education and health in total government expenditures, less interest payments, in the EIAL countries increased slightly from 22.3 percent in 1970–80 to 24.4 percent in 1981–84 and then decreased to 22.4 percent in 1985–87. Most of the decline in the mid-1980s was the result of reductions in the share of education: 6 of 10 EIAL countries experienced declining shares for education, and 4 of 10 EIAL countries showed the same pattern for health shares. The average share of expenditures on other welfare programs increased from 16.8 percent to 17.1 percent in the EIAL countries during the 1980s.24

The OAL countries also had a decreasing ratio of non-interest public expenditures to GDP in the 1980s. However, the shares for their social sectors increased on average. The NAL countries upped the share of their expenditures on health and education in the 1980s but decreased it for other welfare.

There are some interesting differences across the countries. Although Mexico had a significant decline in its share of non-interest expenditures in GDP, it increased its share of spending on both education and health in the 1980s. Morocco had a similar experience. Togo went in the opposite direction: it increased its share of non-interest expenditures and significantly decreased its shares for education and health.

Chile demonstrates that the data on shares of expenditures need to be treated with caution. While the shares for education and health declined in the 1980s, improved targeting and reallocations within education and health increased the level of social services provided to the poor. Costa Rica provides another example. Expenditures for both health and
### Table 4-16. Government Expenditure and Welfare Expenditure Shares (percent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EIAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>31.4</td>
<td>31.1</td>
<td>28.1</td>
<td>15.0</td>
<td>14.5</td>
<td>13.7</td>
<td>7.8</td>
<td>6.5</td>
<td>6.4</td>
<td>34.4</td>
<td>46.4</td>
<td>46.7</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>19.6</td>
<td>19.6</td>
<td>21.9</td>
<td>29.5</td>
<td>22.9</td>
<td>19.2</td>
<td>13.4</td>
<td>29.9</td>
<td>23.2</td>
<td>25.2</td>
<td>19.7</td>
<td>26.7</td>
</tr>
<tr>
<td>Korea</td>
<td>15.2</td>
<td>16.0</td>
<td>14.9</td>
<td>16.8</td>
<td>20.6</td>
<td>19.7</td>
<td>1.3</td>
<td>1.5</td>
<td>1.9</td>
<td>7.6</td>
<td>8.8</td>
<td>8.7</td>
</tr>
<tr>
<td>Mauritius</td>
<td>22.0</td>
<td>22.5</td>
<td>18.7</td>
<td>15.7</td>
<td>19.1</td>
<td>16.9</td>
<td>9.0</td>
<td>9.4</td>
<td>9.6</td>
<td>26.5</td>
<td>27.4</td>
<td>24.8</td>
</tr>
<tr>
<td>Mexico</td>
<td>12.6</td>
<td>13.1</td>
<td>13.0</td>
<td>19.8</td>
<td>18.1</td>
<td>19.3</td>
<td>4.5</td>
<td>2.0</td>
<td>2.6</td>
<td>25.6</td>
<td>19.6</td>
<td>20.0</td>
</tr>
<tr>
<td>Morocco</td>
<td>28.9</td>
<td>31.0</td>
<td>24.8</td>
<td>16.9</td>
<td>19.8</td>
<td>20.1</td>
<td>4.2</td>
<td>3.3</td>
<td>3.4</td>
<td>8.2</td>
<td>8.2</td>
<td>8.7</td>
</tr>
<tr>
<td>Pakistan</td>
<td>15.4</td>
<td>16.2</td>
<td>18.1</td>
<td>2.3</td>
<td>3.3</td>
<td>3.4</td>
<td>1.6</td>
<td>1.4</td>
<td>1.1</td>
<td>6.6</td>
<td>11.9</td>
<td>13.3</td>
</tr>
<tr>
<td>Thailand</td>
<td>14.7</td>
<td>17.6</td>
<td>16.9</td>
<td>22.3</td>
<td>22.5</td>
<td>23.0</td>
<td>4.4</td>
<td>5.5</td>
<td>7.0</td>
<td>7.7</td>
<td>5.8</td>
<td>6.2</td>
</tr>
<tr>
<td>Togo</td>
<td>37.9</td>
<td>29.1</td>
<td>34.5</td>
<td>10.7</td>
<td>21.0</td>
<td>13.5</td>
<td>5.1</td>
<td>6.4</td>
<td>4.0</td>
<td>15.2</td>
<td>14.6</td>
<td>11.8</td>
</tr>
<tr>
<td>Turkey</td>
<td>23.0</td>
<td>22.7</td>
<td>19.9</td>
<td>19.6</td>
<td>14.2</td>
<td>13.1</td>
<td>3.1</td>
<td>1.9</td>
<td>2.4</td>
<td>4.9</td>
<td>5.4</td>
<td>4.3</td>
</tr>
<tr>
<td>Average</td>
<td>22.1</td>
<td>22.4</td>
<td>21.1</td>
<td>16.9</td>
<td>17.6</td>
<td>16.2</td>
<td>5.4</td>
<td>6.8</td>
<td>6.2</td>
<td>16.2</td>
<td>16.8</td>
<td>17.1</td>
</tr>
<tr>
<td><strong>OAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>n.a.</td>
<td>53.0</td>
<td>54.8</td>
<td>n.a.</td>
<td>1.7</td>
<td>1.9</td>
<td>n.a.</td>
<td>3.1</td>
<td>3.7</td>
<td>n.a.</td>
<td>26.2</td>
<td>27.9</td>
</tr>
<tr>
<td>Indonesia</td>
<td>18.2</td>
<td>20.6</td>
<td>20.0</td>
<td>8.7</td>
<td>9.9</td>
<td>10.8</td>
<td>2.2</td>
<td>2.6</td>
<td>2.3</td>
<td>2.4</td>
<td>2.4</td>
<td>2.8</td>
</tr>
<tr>
<td>Panama</td>
<td>28.3</td>
<td>28.6</td>
<td>26.1</td>
<td>18.7</td>
<td>16.3</td>
<td>19.6</td>
<td>15.5</td>
<td>18.2</td>
<td>19.5</td>
<td>14.8</td>
<td>18.0</td>
<td>22.1</td>
</tr>
<tr>
<td>Uruguay</td>
<td>22.5</td>
<td>24.6</td>
<td>20.6</td>
<td>10.7</td>
<td>7.3</td>
<td>7.4</td>
<td>4.4</td>
<td>3.7</td>
<td>4.8</td>
<td>48.3</td>
<td>54.7</td>
<td>54.8</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>29.1</td>
<td>31.1</td>
<td>33.0</td>
<td>14.5</td>
<td>23.3</td>
<td>23.7</td>
<td>6.4</td>
<td>7.2</td>
<td>7.1</td>
<td>8.1</td>
<td>9.2</td>
<td>7.7</td>
</tr>
<tr>
<td>Average</td>
<td>n.a.</td>
<td>31.6</td>
<td>30.9</td>
<td>n.a.</td>
<td>11.7</td>
<td>12.7</td>
<td>n.a.</td>
<td>6.9</td>
<td>7.5</td>
<td>n.a.</td>
<td>22.1</td>
<td>23.0</td>
</tr>
<tr>
<td><strong>NAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>10.9</td>
<td>11.9</td>
<td>14.3</td>
<td>2.5</td>
<td>2.2</td>
<td>2.6</td>
<td>2.2</td>
<td>2.6</td>
<td>2.4</td>
<td>3.9</td>
<td>5.1</td>
<td>6.0</td>
</tr>
<tr>
<td>Oman</td>
<td>51.9</td>
<td>44.9</td>
<td>47.6</td>
<td>3.5</td>
<td>7.2</td>
<td>10.1</td>
<td>3.4</td>
<td>3.5</td>
<td>4.9</td>
<td>3.0</td>
<td>3.5</td>
<td>3.8</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>26.5</td>
<td>26.0</td>
<td>27.0</td>
<td>11.9</td>
<td>9.4</td>
<td>9.7</td>
<td>6.6</td>
<td>5.0</td>
<td>5.2</td>
<td>26.0</td>
<td>16.3</td>
<td>13.0</td>
</tr>
<tr>
<td>Venezuela</td>
<td>18.2</td>
<td>20.9</td>
<td>18.5</td>
<td>17.3</td>
<td>19.4</td>
<td>22.1</td>
<td>10.2</td>
<td>8.9</td>
<td>10.7</td>
<td>10.5</td>
<td>14.5</td>
<td>12.9</td>
</tr>
<tr>
<td>Yemen Arab Rep.</td>
<td>22.6</td>
<td>37.9</td>
<td>28.9</td>
<td>8.2</td>
<td>16.3</td>
<td>19.9</td>
<td>3.2</td>
<td>4.3</td>
<td>4.2</td>
<td>2.3</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>Average</td>
<td>26.0</td>
<td>28.3</td>
<td>27.3</td>
<td>8.7</td>
<td>10.9</td>
<td>12.9</td>
<td>5.1</td>
<td>4.9</td>
<td>5.5</td>
<td>9.1</td>
<td>8.3</td>
<td>7.6</td>
</tr>
</tbody>
</table>

n.a. Not available.

a. (G-int) is consolidated central government total expenditures less total interest payments.

b. "Other" expenditures are for social security and welfare, housing and community affairs, and recreational, cultural and religious affairs.

c. Countries were selected if they had complete data for 1981-86.

d. Averages were calculated if there were no missing data.

Source: International Monetary Fund (various issues).

Educational expenditures declined between the periods 1981-84 and 1985-87, whereas other welfare expenditures increased from 19.7 percent to 26.7 percent. A large portion of this increase came about through increases in social security payments. This substantial reallocation of public welfare resources will have implications that should be explored further.

A recent study by the Pan American Health Organization (PAHO) (1989) that looked at the effect of the economic crisis of the eighties on public health expenditures also revealed the heterogeneity in health expenditure patterns in five Latin American and Caribbean countries (Mexico, Honduras, Ecuador, Brazil and Uruguay). The study concluded that there definitely was a crisis of resources for health at the central government level. In the typical case, the pre-crisis expenditure per capita still had not been regained in 1986. However, this does not imply that the health sector suffered discrimination on account of the crisis. The study found that the sector neither systematically suffered a reduction of its relative share of the reduced total product nor was given less priority by the national governments.

A recent paper by the IMF examined whether the fiscal adjustment required by most countries since the late 1970s led to a significant shift in expenditure priorities. The methodology was to calculate an "expected" expenditure share (of GDP) for each country and to compare this share with the actual one. ("Expected" shares control for demand factors such as changes in the population profile, technology and budget constraints.)

In the EIAL countries, the average actual shares of expenditures for education in 1984-86 were 7-10 percent higher...
than what would have been expected, and actual health expenditures were 11-16 percent higher on average than what would have been expected (Heller and Diamond 1989). A recent study (Sahn 1989) on the implications of the effect of macroeconomic adjustment on poverty in Sub-Saharan Africa found no conclusive evidence to suggest that countries reduce government expenditures, either in real terms or as a percentage of GDP, as a consequence of receiving adjustment loans. In those countries where there had been a compression in government spending in the 1980s, it generally pre-dated the beginning of the adjustment process.

The data here did not show an overall reduction in government expenditures as a percentage of GDP (not shown in the table), but when interest payments are deducted from the expenditures, the resulting non-interest expenditures showed a decline as a percentage of GDP in most countries and in all country groups in the 1980s. The shares of expenditures on health and education increased in the NAL countries. However, most EIAL countries experienced a fall in the shares of expenditures on education and health.

These declines are cause for concern. Greater emphasis needs to be given to the protection of the social sectors during adjustment to avoid further deterioration. Because providing health and education services is an investment in human capital, greater emphasis is fully compatible with adjustment policies that aim at long-term sustainable growth.

**Infant and Child Mortality, and Immunization**

Life expectancy is perhaps the single most comprehensive indicator of a population’s health status. It is the result of a large number of inputs that affect longevity in a complex and, as yet, poorly understood way. Many of these inputs (for example, adult literacy) are by their very nature resilient against fluctuations in living conditions in the short run. Other inputs may, however, be more dependent on current economic conditions (for example, funds for immunization programs). It is plausible that infant and child mortality are more dependent on such inputs than adult mortality is, so that the former indexes may be more sensitive to economic fluctuations than the latter.

The aggregate values of the infant mortality rates (number of deaths before the age of 12 months per 1,000 live births) show a monotonic decline during the 1977–87 period (table 4-17). In the EIAL country group, the rate of decline from 1982 to 1987 was slower than the decline from 1977 to 1982. This result, however, is attributable to one country: Chile had a 13 percent drop in its infant mortality rate in 1982–87, after a 50 percent drop in 1977–82. When Chile is excluded, the average decline in the EIAL countries was higher in the 1980s than in the late 1970s.

Some demographers prefer to use the child mortality rate (the number of children per 1,000 live births who die between the ages of 0 and 5 years) rather than the infant mortality rate as a measure of a country’s living conditions. The infant mortality rate reflects the differences across countries in weaning practices (longer/shorter than 12 months), which put newborns at risk at different times in their life. Thus, the child mortality rate may be more robust.

Hill and Pebley (1988) took a careful look at the UN child mortality statistics and eliminated imputations and data of dubious quality. The data were grouped into the various country categories (EIAL, OAL and NAL), including only those countries for which at least the change in child mortality from 1970–75 to 1975–80 and 1975–80 to 1980–85 could be calculated. That procedure yielded just 28 countries (table 4-18). Of the 10 EIAL countries in this group, 4 (Brazil, Chile, Colombia and Senegal) showed a faster pace of improvement in the eighties than in the seventies. The Philippines, Costa Rica, Mexico, Thailand and Turkey continued to show a reduction in child mortality in the eighties, but the pace of progress was lower than that in the seventies. Of these five, two had mortality rates under 60 per 1,000 births in 1980–85, a level at which further large declines in child mortality may become more difficult to attain. Ghana is the only country that showed an increase in child mortality, but it is unclear whether the change occurred before or after the country started its adjustment program.

Of the 10 NAL countries in the sample, 4 improved more

<table>
<thead>
<tr>
<th>Country classification</th>
<th>Number of countries</th>
<th>1977–82</th>
<th>1982–87</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>23</td>
<td>-13.1</td>
<td>-11.6</td>
</tr>
<tr>
<td>LIC</td>
<td>11</td>
<td>-8.6</td>
<td>-8.7</td>
</tr>
<tr>
<td>MIC</td>
<td>12</td>
<td>-17.3</td>
<td>-14.2</td>
</tr>
<tr>
<td>OAL</td>
<td>27</td>
<td>-8.9</td>
<td>-9.7</td>
</tr>
<tr>
<td>LIC</td>
<td>17</td>
<td>-6.0</td>
<td>-7.8</td>
</tr>
<tr>
<td>MIC</td>
<td>10</td>
<td>-14.0</td>
<td>-12.9</td>
</tr>
<tr>
<td>NAL+</td>
<td>12</td>
<td>-12.8</td>
<td>-13.1</td>
</tr>
<tr>
<td>LIC</td>
<td>5</td>
<td>-12.4</td>
<td>-11.7</td>
</tr>
<tr>
<td>MIC</td>
<td>7</td>
<td>-13.1</td>
<td>-14.2</td>
</tr>
<tr>
<td>NAL-</td>
<td>17</td>
<td>-10.2</td>
<td>-11.5</td>
</tr>
<tr>
<td>LIC</td>
<td>6</td>
<td>-5.8</td>
<td>-7.2</td>
</tr>
<tr>
<td>MIC</td>
<td>11</td>
<td>-12.6</td>
<td>-13.9</td>
</tr>
<tr>
<td>All developing</td>
<td>79</td>
<td>-11.0</td>
<td>-11.1</td>
</tr>
</tbody>
</table>

Note: The data for China, Costa Rica, Ghana, Greece, Hungary, Mozambique, Poland, Portugal and Yugoslavia are missing.

a. The infant mortality rate is the number of deaths before the age of 12 months per 1,000 live births.

b. EIAL countries are early-intensive adjustment lending countries and OAL countries are other adjustment lending countries. The non-adjustment lending (NAL) countries are divided into those whose per capita real GDP increased from 1981 to 1988 (NAL+) and those where it decreased (NAL-). The low-income countries (LIC) are those that received IDA loans in FY89, the middle-income countries (MIC) those that did not.

although improvement was badly needed. In general, progress was slowest in countries that had high initial mortality levels.

Finally, the newest, and probably the most reliable, data in this area come from the Institute for Development's Demographic and Health Surveys (DHS). Table 4–19 shows infant mortality rates as calculated from the DHS for selected countries. Two observations stand out. First, the levels were generally much lower than those published by the World Bank in its World Development Reports (WDR), the implication being that progress may actually have been faster than that indicated by the WDR data. Second, in all the countries listed in the table, the decline in infant mortality appears to have been very large and to have continued during the eighties.

If living conditions in some developing countries decreased during the 1980s to the point that the life of a newborn was being threatened, the data do not reflect that fact. There also does not seem to be a link between progress against child mortality, or lack thereof, and the adjustment lending country categories. The apparent lack of a relationship between infant and child mortality and economic conditions is not a new result. It is consistent with the historical evidence on pre-industrialized England. The recent experience of improving mortality indicators during Chile’s severe recession in the seventies is another example. Nevertheless, there is still reason for concern. The excessive mortality of newborns, as reflected in infant mortality rates of well above 100 in most low-income countries, is appalling given the availability of technologies that are both affordable and easy to implement (for example, immunization and oral rehydration). Indeed, it is the steady progress in the use of these techniques that lies behind the observed achievements.

Table 4–20 shows that all country groups increased their immunization coverage in the eighties for measles and polio but that some countries in every grouping saw their progress eroded (World Health Organization 1989b). On average, immunization coverage for measles and polio increased between 1981–84 and 1985–88 in the 18 EIAL countries for which there were data. With wide variations around the mean, coverage for measles declined in four EIAL countries, for polio in six countries. The declines in coverage were similar in the NAL countries and less common among the OAL countries. The general picture shows immunization increasing almost everywhere, probably accounting for much of the continued decline in infant and child mortality. However, more information is needed to get a full picture of what happened to the quantity and quality of health services delivered to people in adjusting countries.

These data on infant and child mortality and immunization show that the general positive correlation between long-run economic development (as measured by long-run growth trends in per capita GNP) and social progress (as indicated

### Table 4–18. Child Mortality *

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>8.6</td>
<td>10.1</td>
<td>14.4</td>
<td>19.6</td>
<td>86</td>
</tr>
<tr>
<td>Chile</td>
<td>17.6</td>
<td>29.5</td>
<td>34.2</td>
<td>46.2</td>
<td>28</td>
</tr>
<tr>
<td>Colombia</td>
<td>11.9</td>
<td>25.2</td>
<td>28.1</td>
<td>34.4</td>
<td>42</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>21.4</td>
<td>27.3</td>
<td>45.3</td>
<td>31.4</td>
<td>24</td>
</tr>
<tr>
<td>Ghana</td>
<td>10.1</td>
<td>11.2</td>
<td>13.8</td>
<td>-6.7</td>
<td>160</td>
</tr>
<tr>
<td>Mexico</td>
<td>11.0</td>
<td>11.5</td>
<td>13.0</td>
<td>11.5</td>
<td>77</td>
</tr>
<tr>
<td>Philippines</td>
<td>10.9</td>
<td>11.4</td>
<td>11.9</td>
<td>6.7</td>
<td>83</td>
</tr>
<tr>
<td>Senegal</td>
<td>0.0</td>
<td>2.5</td>
<td>12.0</td>
<td>13.2</td>
<td>210</td>
</tr>
<tr>
<td>Thailand</td>
<td>13.2</td>
<td>22.9</td>
<td>23.1</td>
<td>21.4</td>
<td>55</td>
</tr>
<tr>
<td>Turkey</td>
<td>13.8</td>
<td>10.7</td>
<td>13.6</td>
<td>11.3</td>
<td>141</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>5.6</td>
<td>14.7</td>
<td>17.2</td>
<td>12.5</td>
<td>42</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>n.a.</td>
<td>0.0</td>
<td>3.1</td>
<td>2.7</td>
<td>215</td>
</tr>
<tr>
<td>Ecuador</td>
<td>10.9</td>
<td>12.8</td>
<td>14.7</td>
<td>22.4</td>
<td>90</td>
</tr>
<tr>
<td>Indonesia</td>
<td>10.7</td>
<td>12.9</td>
<td>16.6</td>
<td>16.4</td>
<td>122</td>
</tr>
<tr>
<td>Mali</td>
<td>n.a.</td>
<td>n.a.</td>
<td>7.1</td>
<td>9.9</td>
<td>272</td>
</tr>
<tr>
<td>Panama</td>
<td>15.5</td>
<td>17.1</td>
<td>30.9</td>
<td>21.3</td>
<td>37</td>
</tr>
<tr>
<td>Uganda</td>
<td>9.4</td>
<td>6.8</td>
<td>5.0</td>
<td>-8.8</td>
<td>185</td>
</tr>
<tr>
<td>Uruguay</td>
<td>-1.9</td>
<td>3.7</td>
<td>5.8</td>
<td>30.6</td>
<td>34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Botswana</td>
<td>6.1</td>
<td>14.2</td>
<td>21.1</td>
<td>33.3</td>
<td>70</td>
</tr>
<tr>
<td>Dominican</td>
<td>Republic</td>
<td>n.a.</td>
<td>25.8</td>
<td>10.2</td>
<td>88</td>
</tr>
<tr>
<td>Egypt</td>
<td>14.3</td>
<td>18.3</td>
<td>15.3</td>
<td>166</td>
<td></td>
</tr>
<tr>
<td>Guatemala</td>
<td>n.a.</td>
<td>16.1</td>
<td>14.2</td>
<td>15.1</td>
<td>118</td>
</tr>
<tr>
<td>Haiti</td>
<td>n.a.</td>
<td>n.a.</td>
<td>10.8</td>
<td>8.7</td>
<td>189</td>
</tr>
<tr>
<td>Jordan</td>
<td>27.3</td>
<td>15.6</td>
<td>17.4</td>
<td>19.7</td>
<td>61</td>
</tr>
<tr>
<td>Liberia</td>
<td>5.1</td>
<td>1.4</td>
<td>11.6</td>
<td>9.5</td>
<td>220</td>
</tr>
<tr>
<td>Malaysia</td>
<td>20.9</td>
<td>13.9</td>
<td>25.8</td>
<td>10.9</td>
<td>41</td>
</tr>
<tr>
<td>Peru</td>
<td>11.0</td>
<td>18.0</td>
<td>7.5</td>
<td>23.8</td>
<td>112</td>
</tr>
<tr>
<td>Trinidad</td>
<td>and Tobago</td>
<td>5.7</td>
<td>26.0</td>
<td>13.5</td>
<td>12.5</td>
</tr>
</tbody>
</table>

n.a. Not available.

a. The child mortality rate is that number of deaths between the ages of 0 and 5 years per 1,000 live births.


rapidly in the 1980s, while 6 improved more rapidly in the 1970s than in the 1980s.

Generalizations on the basis of this small sample are difficult to make. The continued progress during the eighties is perhaps the most striking finding. The increased speed of progress in 11 out of the 18 countries is also noteworthy. The apparent lack of a relationship between adjustment policies and trends in child mortality is another significant finding: both EIAL and NAL countries had increases and decreases in the pace of improvement in the 1980s.

Perhaps the most important observations relate to individual countries. For instance, progress seems to have slowed in Costa Rica, but child mortality there was already very low (24/1,000). The same cannot be said for Bangladesh and Uganda, where progress, already slow, slowed even more,
### Table 4-19. Comparison of Infant Mortality Rates by Demographic and Health Surveys (DHS), World Bank (WB) and United Nations (UN)

<table>
<thead>
<tr>
<th>Country</th>
<th>DHS *</th>
<th>WB *</th>
<th>UN *</th>
<th>DHS</th>
<th>UN</th>
<th>DHS</th>
<th>WB</th>
<th>UN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burundi</td>
<td>100</td>
<td>132</td>
<td>135</td>
<td>103</td>
<td>130</td>
<td>75</td>
<td>115</td>
<td>124</td>
</tr>
<tr>
<td>Liberia</td>
<td>192</td>
<td>112</td>
<td>155</td>
<td>164</td>
<td>143</td>
<td>144</td>
<td>89</td>
<td>132</td>
</tr>
<tr>
<td>Mali</td>
<td>170</td>
<td>196</td>
<td>203</td>
<td>156</td>
<td>191</td>
<td>108</td>
<td>133</td>
<td>180</td>
</tr>
<tr>
<td>Senegal</td>
<td>120</td>
<td>157</td>
<td>162</td>
<td>97</td>
<td>154</td>
<td>86</td>
<td>124</td>
<td>142</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>40</td>
<td>37</td>
<td>56</td>
<td>39</td>
<td>48</td>
<td>25</td>
<td>29</td>
<td>39</td>
</tr>
<tr>
<td>Thailand</td>
<td>55</td>
<td>60</td>
<td>65</td>
<td>41</td>
<td>56</td>
<td>35</td>
<td>51</td>
<td>48</td>
</tr>
<tr>
<td>Morocco</td>
<td>104</td>
<td>115</td>
<td>122</td>
<td>92</td>
<td>110</td>
<td>73</td>
<td>93</td>
<td>97</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>80</td>
<td>88</td>
<td>94</td>
<td>75</td>
<td>84</td>
<td>68</td>
<td>51</td>
<td>75</td>
</tr>
<tr>
<td>Ecuador</td>
<td>97</td>
<td>87</td>
<td>95</td>
<td>72</td>
<td>82</td>
<td>58</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>Guatemala</td>
<td>92</td>
<td>87</td>
<td>95</td>
<td>86</td>
<td>82</td>
<td>73</td>
<td>66</td>
<td>70</td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>47</td>
<td>28</td>
<td>30</td>
<td>37</td>
<td>26</td>
<td>26</td>
<td>29</td>
<td>24</td>
</tr>
</tbody>
</table>

---


by a reduction in child mortality and increase in immunization) is not interrupted by temporary recessions. Short of major disasters such as famines and wars, the mortality can probably only be affected by the long-run trends in economic development. The reason is the large time lags in the underlying chain of causal events. Furthermore, the increased availability of affordable, low-technology, life-saving interventions permits increased progress even in times of recession.

The next two sections focus on two other aspects of living conditions that are more responsive to economic fluctuations: nutrition and education. The trends to be discussed are nutrition (caloric intake as a ratio of caloric requirement) and protein intake, followed by primary school enrollment and student/teacher ratios.

### Nutrition

In its Third World Food Survey, the FAO defined undernutrition as inadequacy of diet, that is, a calorie intake that, if continued over a long period, would result in either a loss of normal body weight or a reduction in physical activity or

---

### Table 4-20. Immunization of Children under Age One (percent)

<table>
<thead>
<tr>
<th>Country classification*</th>
<th>Polio</th>
<th>Measles</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>18</td>
<td>54</td>
</tr>
<tr>
<td>LIC</td>
<td>6</td>
<td>27</td>
</tr>
<tr>
<td>MIC</td>
<td>12</td>
<td>68</td>
</tr>
<tr>
<td>OAL</td>
<td>18</td>
<td>29</td>
</tr>
<tr>
<td>LIC</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>MIC</td>
<td>7</td>
<td>49</td>
</tr>
<tr>
<td>NAL+</td>
<td>10</td>
<td>42</td>
</tr>
<tr>
<td>LIC</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>MIC</td>
<td>6</td>
<td>56</td>
</tr>
<tr>
<td>NAL-</td>
<td>14</td>
<td>40</td>
</tr>
<tr>
<td>LIC</td>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>MIC</td>
<td>9</td>
<td>45</td>
</tr>
<tr>
<td>All developing</td>
<td>60</td>
<td>41</td>
</tr>
</tbody>
</table>

---

*a. EIAL countries are early-intensive adjustment lending countries and OAL countries are other adjustment lending countries. The non-adjustment lending (NAL) countries are divided into those whose per capita real GDP increased from 1981 to 1988 (NAL+) and those where it decreased (NAL-). The low-income countries (LIC) are those that received IDA loans in FY89, the middle-income countries (MIC) those that did not.

both. Malnutrition, a broader term, is defined as a deficiency in one or more specific essential nutrients.

A common method for determining undernutrition at the aggregate level is to compare average per capita calorie intake with the per capita caloric requirement. For this purpose, the nutrition index is calculated as the actual average per capita calorie intake relative to the required intake; a negative number indicates a calorie intake below the required level and therefore the presence of undernutrition. Average per capita calorie intake is calculated by dividing the calorie equivalent of the food supplies in an economy by the population. Food supplies comprise domestic production, imports less exports, and changes in stocks; they exclude animal feed, seeds for use in agriculture, and food lost in processing and distribution. The daily per capita calorie requirement refers to the calories needed to sustain a healthy person at normal levels of activity, taking into account age and gender, average body weight and environmental temperatures.

The values of the nutrition index for the period 1980–86 are presented in table 4–21. When interpreting these data, it is important to bear the following points in mind. First, even if the average per capita calorie intake of a country is exactly equal to its per capita requirement, some of the population can still suffer from undernutrition because of a maldistribution of food supplies. The United Nations Food Conference in Rome in 1974 concluded that food energy supplies in developing regions should be at least 10 percent above the aggregate requirements to allow for maldistribution. This figure varies from country to country depending on the degree of the inequity in food distribution. For instance, Indian data suggest that the average energy supply for rural areas should be about 20.6 percent above the average energy requirement, whereas the corresponding figure for urban areas should be 11 percent to allow for the maldistribution of food supplies.

Second, the procedure used assumes that the distribution of food supplies did not change during the recessionary period. However, this distribution is likely to become worse during periods of food shortages, and the actual decrease in the degree of nutrition will be greater than is shown by the magnitude of the nutrition index. In such a situation of declining food availability, the poor are generally the first to lose their entitlement to food.

For most developed countries, the nutrition index varies between 15 and 40. If the index lies within this range, it may be asserted that undernutrition is negligible. In a country where the index is lower than -5, the population can be regarded as suffering acute undernutrition. In the EIAL group, the nutrition index worsened between 1981 and 1983 and then improved between 1983 and 1986 and ended up better than in 1980. The decline in the early 1980s occurred mainly in the low-income EIAL countries; the middle-income EIAL ones saw a fairly consistent improvement in nutrition from 1980 to 1986 (except for 1983). The OAL countries exhibited a similar pattern, with decreases in nutrition from 1981 to 1984 and improvement thereafter. The NAL+ countries significantly raised their nutritional status during the 1980s. Although the NAL- countries also improved their nutritional status (except for 1983), this was attributable to the middle-

### Table 4-21. Nutrition a,b (percent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>24</td>
<td>5.62</td>
<td>5.84</td>
<td>5.52</td>
<td>4.33</td>
<td>5.38</td>
<td>6.38</td>
<td>6.61</td>
</tr>
<tr>
<td>LIC</td>
<td>11</td>
<td>4.51</td>
<td>-4.43</td>
<td>-5.36</td>
<td>-7.35</td>
<td>-6.07</td>
<td>-4.82</td>
<td>-5.20</td>
</tr>
<tr>
<td>OAL</td>
<td>30</td>
<td>-1.98</td>
<td>-0.78</td>
<td>-1.17</td>
<td>-1.63</td>
<td>-2.80</td>
<td>-0.41</td>
<td>0.80</td>
</tr>
<tr>
<td>LIC</td>
<td>18</td>
<td>-9.75</td>
<td>-8.12</td>
<td>-8.91</td>
<td>-9.70</td>
<td>-11.64</td>
<td>-8.05</td>
<td>-6.62</td>
</tr>
<tr>
<td>MIC</td>
<td>12</td>
<td>9.68</td>
<td>10.23</td>
<td>10.44</td>
<td>10.49</td>
<td>10.47</td>
<td>11.08</td>
<td>11.93</td>
</tr>
<tr>
<td>NAL+</td>
<td>14</td>
<td>7.73</td>
<td>8.32</td>
<td>8.84</td>
<td>10.07</td>
<td>11.17</td>
<td>12.00</td>
<td>12.30</td>
</tr>
<tr>
<td>LIC</td>
<td>5</td>
<td>-0.97</td>
<td>-0.26</td>
<td>0.68</td>
<td>3.69</td>
<td>3.98</td>
<td>5.10</td>
<td>5.39</td>
</tr>
<tr>
<td>MIC</td>
<td>9</td>
<td>12.56</td>
<td>13.09</td>
<td>13.37</td>
<td>13.61</td>
<td>15.16</td>
<td>15.84</td>
<td>16.14</td>
</tr>
<tr>
<td>NAL-</td>
<td>18</td>
<td>0.06</td>
<td>0.53</td>
<td>0.99</td>
<td>0.56</td>
<td>1.15</td>
<td>1.36</td>
<td>1.73</td>
</tr>
<tr>
<td>MIC</td>
<td>11</td>
<td>8.09</td>
<td>8.77</td>
<td>9.59</td>
<td>10.28</td>
<td>10.95</td>
<td>11.53</td>
<td>11.96</td>
</tr>
<tr>
<td>All developing</td>
<td>86</td>
<td>2.15</td>
<td>2.82</td>
<td>2.78</td>
<td>2.40</td>
<td>2.58</td>
<td>3.88</td>
<td>4.49</td>
</tr>
</tbody>
</table>

a. Nutrition (N) is calculated as N = ((U-R)/R) x 100 where U is the average per capita calorie intake in a country and R is its average requirement.
b. The data for Oman and Zambia are missing.
c. EIAL countries are early-intensive adjustment lending countries and OAL countries are other adjustment lending countries. The non-adjustment lending (NAL) countries are divided into those whose per capita real GDP increased from 1981 to 1988 (NAL+) and those whose real GDP fell (NAL-). The low-income countries (LIC) are those that received IDA loans in FY89, the middle-income countries (MIC) those that did not.

Source: Food and Agriculture Organization.
income countries; the low-income NAL countries experienced a decline in nutrition from 1981 to 1985.

A review of changes in nutrition status in Africa shows no clear relationship between those changes and the country's status as EIAL or NAL. In 8 of 12 EIAL countries in Africa, the nutrition index worsened between 1980 and 1983-84. In 10 of 12, it improved between 1983-84 and 1986. Even after an improvement, however, seven of the EIAL African countries still had lower levels of nutrition in 1986 than in 1980. The 10 NAL countries in Africa (excluding South Africa) look very much the same, with 6 showing deterioration between 1980 and 1983-84 and 5 showing improvements after 1983-84. In 5 of 10 African NAL countries, the situation in 1986 was worse than in 1980. Only a few countries in Africa managed steadily to improve their nutritional status during 1980-86, and they were in both the EIAL and NAL groups.

Fortunately, the food situation in other parts of the world was not as grim as that in Africa. Although nutrition was poor in many other countries, particularly in South Asia, there was a general trend toward improvement. India and China, the two largest countries in Asia, significantly reduced the extent of their undernutrition during the 1980s. Bangladesh, however, still had a high degree of undernutrition. With the exception of the Yemen Peoples Democratic Republic and the Yemen Arab Republic, all the countries in the Bank's Europe, Middle East and North Africa Region had adequate levels of nutrition. In Latin America, the nutrition index was negative for 6 out of 22 countries. Among those, Haiti, Bolivia and Ecuador had the most severe undernutrition, despite a slight improvement toward the end of the period. Changes in the degree of nutrition were generally small in Latin America compared with other regions.

It could be argued that nutrition as defined here is not an adequate index of the nutritional status of the population. Direct anthropometric measures such as height or weight for height would be preferable. Unfortunately, such data were only available for a limited number of countries. The United Nations recently published an update on the nutrition situation that contained information on 33 countries (United Nations 1989). This report was a follow-up to the First Report on the World Nutrition Situation, which summarized its findings as follows: "In most parts of the world, nutrition has improved over the last 25 years...However, Sub-Saharan Africa has suffered long-term declining food availability and increased malnutrition...." (United Nations 1987). The update report concluded that, by and large, the long-term trend in child nutrition was one of gradual improvement. However, the report also showed that child nutrition can be very sensitive to the disruptive effects of crises (such as severe economic recession, political upheaval or drought).

The update report provided data on the prevalence of malnutrition for many countries in Africa up to 1987. These data revealed no systematic relationship between adjustment lending and the prevalence of malnutrition in Africa. In Africa there were two broad trends: for one group of countries—Benin (NAL), Burkina Faso (OAL), Ghana (EIAL) and Togo (EIAL)—there was a rising incidence of malnutrition to 1983-84, followed by a recovery to the pre-crisis levels by 1986, and then, for Benin and Ghana, some worsening in 1987; and for the second group of countries—Lesotho (NAL), Madagascar (EIAL) and Niger (OAL)—there was a trend of rising malnutrition. Given that each of those broad trends was applicable to countries in every lending group, it seems there was no clear relationship between malnutrition and adjustment lending. (The data for Latin America and Asia were more infrequent and were not comparable across countries.)

What is perhaps most surprising is not the lack of evidence that adjustment programs have contributed to malnutrition, but the failure of adjustment lending countries to perform better in this area than the non-adjustment lending countries did, many of which suffered equally severe recessions, drought and other external shocks. Given that some severely constrained countries managed to improve their nutritional status during the eighties, it appears that much more can be done to improve nutritional status in adjustment lending as well as non-adjustment lending countries.

School Enrollment

This section looks at changes in the educational status of the population as measured by primary school enrollment ratios. Table 4—22 presents the average gross enrollment ratios for various country classifications according to the adjustment loans received.

There were wide variations in the enrollment ratios across developing countries. Those with extremely low ratios were Burkina Faso, Ethiopia, Guinea, Mali, Niger and Somalia, where only between 20 percent and 30 percent of the children were enrolled in primary schools. Among the EIAL countries, the average gross primary school enrollment rates declined from 94.2 percent in 1980 to 90.1 percent in 1985, in contrast to a rising average for all the other groups (data were not available for the interim years). These declines in enrollment reflect the effects of both the crisis and the early phases of the adjustment programs. However, within the EIAL group country differences were significant. For example, in Pakistan the enrollment ratio declined from 1975 to 1980 and then improved from 1980 to 1985. Tanzania, a country that during the 1960s and 1970s had been known for its outstanding educational performance during the 1960s and 1970s, had declining gross enrollment ratios (from 92.8 percent in 1980 to 72.2 percent in 1985). Zimbabwe made the most progress, boosting its enrollment ratio from 1980 to 1985. This achievement can be attributed to a large increase in government expenditures on education during the same period.
Table 4-22. Gross Primary Enrollment Ratio (percent)

<table>
<thead>
<tr>
<th>Country classification*</th>
<th>Number of countries</th>
<th>1975</th>
<th>1980</th>
<th>1985</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>25</td>
<td>83.2</td>
<td>94.2</td>
<td>90.1</td>
</tr>
<tr>
<td>LIC</td>
<td>12</td>
<td>68.1</td>
<td>84.5</td>
<td>78.5</td>
</tr>
<tr>
<td>MIC</td>
<td>13</td>
<td>97.1</td>
<td>103.1</td>
<td>100.8</td>
</tr>
<tr>
<td>OAL</td>
<td>26</td>
<td>69.9</td>
<td>73.5</td>
<td>80.1</td>
</tr>
<tr>
<td>LIC</td>
<td>15</td>
<td>49.7</td>
<td>51.9</td>
<td>55.3</td>
</tr>
<tr>
<td>MIC</td>
<td>11</td>
<td>97.4</td>
<td>102.8</td>
<td>114.0</td>
</tr>
<tr>
<td>NAL+</td>
<td>15</td>
<td>81.7</td>
<td>87.8</td>
<td>97.9</td>
</tr>
<tr>
<td>LIC</td>
<td>5</td>
<td>75.5</td>
<td>85.1</td>
<td>99.6</td>
</tr>
<tr>
<td>MIC</td>
<td>10</td>
<td>84.8</td>
<td>89.2</td>
<td>97.0</td>
</tr>
<tr>
<td>NAL-</td>
<td>18</td>
<td>79.1</td>
<td>84.5</td>
<td>85.6</td>
</tr>
<tr>
<td>LIC</td>
<td>7</td>
<td>56.1</td>
<td>64.0</td>
<td>64.0</td>
</tr>
<tr>
<td>MIC</td>
<td>11</td>
<td>93.7</td>
<td>97.5</td>
<td>99.3</td>
</tr>
<tr>
<td>All developing</td>
<td>84</td>
<td>77.9</td>
<td>84.5</td>
<td>87.4</td>
</tr>
</tbody>
</table>

*Note: The data for Congo, Gambia, Guinea-Bissau and Guyana are missing.
a. EIAL countries are early-intensive adjustment lending countries and OAL countries are other adjustment lending countries. The non-adjustment lending (NAL) countries are divided into those whose per capita real GDP increased from 1981 to 1988 (NAL+) and those where it decreased (NAL-). The low-income countries (LIC) are those that received IDA loans in FY89, the middle-income countries (MIC) those that did not.

The OAL and NAL country groups on average improved their enrollment ratios between 1980 and 1985. In Mozambique (NAL), however, the enrollment ratio declined substantially, from 99.2 percent in 1980 to 85.8 percent in 1985. Oman (NAL) demonstrated the most improvement, mainly as a result of a substantial increase in government expenditures on education (its share of education expenditures in total non-interest government expenditures increased from 7.2 percent in 1981-84 to 10.1 percent in 1985-87).

It could be argued that the recession may have had the most immediate impact on the quality of education rather than on the quantity of enrollments, as indicated by the ratios. Here the student/teacher ratio, defined as the number of students enrolled per teacher, was used as a proxy for the quality of education. The average values of this ratio for different country classifications, presented in table 4-23, show that the ratio improved substantially for the EIAL countries. Because of the cuts in government expenditures on education that took place in the EIAL countries, the growth rate of teachers was likely to have declined. UNESCO data confirmed this point: the growth rate of primary school teachers in EIAL countries fell from 4.2 percent in 1975-80 to 2.1 percent in 1980-85. This drop, combined with the falling student/teacher ratio, implies that the growth rate of students enrolled slowed even more.

Why did the growth rate of students enrolled slow when there were teachers available in the schools? It is difficult to answer this question without carrying out detailed country studies. One possible explanation may be that the demand for education fell: when families are faced with falling incomes, they withdraw their children from school to save on educational expenditures and to have the children contribute on education (its share of education expenditures in total low-income households whose time horizons are relatively short and who place less value on benefits that come several years in the future.

Whatever the reason, declining enrollment ratios are inconsistent with long-term growth and development objectives. As such, they are likely to be detrimental to the objectives of adjustment as well.

Table 4-23. Average Student/Teacher Ratio

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL</td>
<td>25</td>
<td>40.9</td>
<td>39.6</td>
<td>38.9</td>
<td>37.0</td>
<td>35.3</td>
</tr>
<tr>
<td>LIC</td>
<td>12</td>
<td>41.3</td>
<td>41.3</td>
<td>43.3</td>
<td>41.8</td>
<td>40.9</td>
</tr>
<tr>
<td>MIC</td>
<td>13</td>
<td>40.5</td>
<td>38.1</td>
<td>34.8</td>
<td>32.5</td>
<td>30.2</td>
</tr>
<tr>
<td>OAL</td>
<td>27</td>
<td>39.6</td>
<td>38.4</td>
<td>39.0</td>
<td>37.9</td>
<td>37.5</td>
</tr>
<tr>
<td>LIC</td>
<td>15</td>
<td>42.2</td>
<td>41.5</td>
<td>43.5</td>
<td>41.8</td>
<td>41.9</td>
</tr>
<tr>
<td>MIC</td>
<td>12</td>
<td>36.3</td>
<td>34.7</td>
<td>33.3</td>
<td>32.9</td>
<td>32.0</td>
</tr>
<tr>
<td>NAL+</td>
<td>14</td>
<td>39.2</td>
<td>36.3</td>
<td>35.4</td>
<td>33.9</td>
<td>33.8</td>
</tr>
<tr>
<td>LIC</td>
<td>5</td>
<td>48.2</td>
<td>43.0</td>
<td>42.8</td>
<td>45.5</td>
<td>45.0</td>
</tr>
<tr>
<td>MIC</td>
<td>9</td>
<td>34.2</td>
<td>33.0</td>
<td>31.7</td>
<td>29.2</td>
<td>28.2</td>
</tr>
<tr>
<td>NAL-</td>
<td>18</td>
<td>41.6</td>
<td>42.4</td>
<td>41.6</td>
<td>40.9</td>
<td>35.3</td>
</tr>
<tr>
<td>LIC</td>
<td>7</td>
<td>48.0</td>
<td>47.4</td>
<td>49.3</td>
<td>52.0</td>
<td>42.0</td>
</tr>
<tr>
<td>MIC</td>
<td>11</td>
<td>37.5</td>
<td>39.2</td>
<td>36.6</td>
<td>33.8</td>
<td>31.1</td>
</tr>
<tr>
<td>All developing</td>
<td>84</td>
<td>40.3</td>
<td>39.2</td>
<td>38.9</td>
<td>37.6</td>
<td>35.8</td>
</tr>
</tbody>
</table>

*Note: The data for Gambia, Guinea-Bissau and Guyana are missing.
a. EIAL countries are early-intensive adjustment lending countries and OAL are other adjustment lending countries. The non-adjustment lending (NAL) countries are divided into those whose per capita real GDP increased from 1981 to 1988 (NAL+) and those where it decreased (NAL-). The low-income countries (LIC) are those that received IDA loans in FY89, the middle-income countries (MIC) those that did not.

The evidence shows that changes in living conditions in the short run do not appear to have been systematically related to adjustment lending. The short-run indicators of living conditions did not deteriorate in the EIAL countries, and the long-run indicators continued to improve because of past investments.

The trends in the labor indicators do not provide conclusive evidence of a systematic relationship between Bank-supported adjustment lending policies and negative effects on labor. However, in some countries, formal labor, especially in the manufacturing sector, bore a larger share of the
burden than did other income groups. It is unclear whether this adjustment was a necessary reduction from unsustainably high levels or if formal labor in manufacturing was unfairly burdened by the adjustment.

The specific conclusions to be drawn from the labor indicators are as follows. Data on the economy-wide compensation of employees as a share of total GDP reveal that the average for the EIAL countries fell by more than that for other country groups. However, the EIAL median values, which may better reflect the “typical” country, did not fall from 1970–80 to 1985–87 as they did for the other country groups. In 13 of 16 countries, growth regressions did not reveal significant deviations in the share of employee compensation in GDP from trend growth during the loan years. While the data on unemployment were sparse, more than half the EIAL countries experienced improvements in employment in the 1985–87 period relative to the rates that prevailed in the late 1970s.

In the rural sector, the data on growth in per capita real agricultural purchasing power showed that both the averages and the medians fell from 1970–80 to 1981–84 and then recovered in 1985–87 for the EIAL, OAL and NAL groups. However, between the second and third periods the EIAL average and median improved by more than those of the OAL and NAL groups, and both the EIAL average and median growth rates ended up higher than in the 1970s. Real wages in agriculture improved between 1970–80 and 1985–87 in about half the EIAL countries, but the data were too sparse for a comparison with other country groups. In 11 of 18 countries, during the loan years there were no significant deviations from the trend growth in agricultural wages, and in the other 7 countries, about half had positive deviations during the loan years.

In the urban sector, the data on the share of the wage bill in total value added in the manufacturing sector showed that the averages and medians for all country groups fell between 1981–84 to 1985–87. However, in the EIAL countries the average and median in 1985–87 were lower than those in the 1970s, and for the OAL and NAL groups the medians were higher. The average growth and median growth of real wages in manufacturing were also lower for the EIAL countries than for the OAL and NAL countries in 1985–87. Growth regressions reveal that for 13 of 20 countries, there were no significant deviations from trend growth during the loan years in the share of the wage bill in manufacturing. The other seven countries showed significant negative shifts during the loan years.

Government wage earners in the EIAL countries appear to have been affected by cuts in wages and/or employment. These cuts were often required to restore fiscal budgets and remove distortionary wage differentials. The average and median for the share of government expenditures on wages and salaries out of non-interest expenditures fell continuously for the three time periods for the EIAL countries. For the other two groups, the averages fell initially but then rose in the latter period. For construction workers, the data on real wages were not conclusive, but in about half the cases in each country group, the real wages rose from 1970–80 to 1985–87. In 12 of 19 countries, there were no significant deviations of real construction wages from trend growth during the loan years. For the other seven countries, two had positive shifts during the loan years. Finally, the data on the ratio of the food price index to the consumer price index showed that for all country groups except NAL the averages and medians fell in the third period to ratios lower than those in the late 1970s.

The review of trends in social indicators did not reveal a discernible difference between adjustment lending and non-adjustment lending countries. EIAL countries showed more growth in private consumption during 1985–88 than did the non-adjustment lending countries. As to health indicators, although the within-group variation was large, the overall trends in health indicators improved in all country groups: there were continuing declines in the rates of infant and child mortality; immunization coverage was increasing; and by and large the nutrition indicators were positive, with the notable exception of the Africa region, where about one-third of the Sub-Saharan countries experienced a worsening in nutritional status between 1980 and 1986. In summary, regardless of their adjustment status, developing countries made progress in terms of social indicators during the eighties. However, progress was slowest in those countries that already had the worst social indicators.

The data on the shares of expenditures in the social sectors and on enrollment ratios reveal some problems. Those for a few countries showed a decreasing ratio of government non-interest expenditures to GDP. Closer examination of government expenditures showed that the share of expenditures on the social sectors also decreased in some of these countries, especially the EIAL ones. This decline is particularly worrisome in the education sector, where the reduction in the share of education expenditures was accompanied by a decrease in primary enrollment rates. If measures are not taken to protect government expenditures for the social sectors, some developing countries may face the erosion of one of the pillars of economic growth: human capital. This trend is inconsistent with the objective of sustainable long-term growth, which is central to adjustment policies.

What do these findings suggest for future Bank-supported adjustment policies? The fact that this paper is unable to detect any discernible difference in the trends in living conditions between adjustment lending and non-adjustment lending countries probably says more about the usefulness of the specific country groupings than about the effects of any sets of adjustment policies on social outcomes. The important point is that, while there was no evidence that Bank-supported adjustment lending policies per se had an adverse effect—with the exception of the
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...decline in manufacturing labor's wage share in GDP and declining primary school enrollment ratios in the EIAL countries—on any of the labor and social indicators examined, the chapter did not find evidence that adjustment policies accelerate progress where it is most needed. These policies should be faulted for that limitation, and the focus on long-term poverty reduction should be more integrated into the SAL design.

It is therefore recommended that long-term objectives to reduce poverty (to achieve improvements in the labor and social indicators) should be systematically integrated into adjustment programs. Despite the overall social progress observed, the unacceptably high levels of mortality and malnutrition prevailing in many developing countries raise the question whether more can be done to improve the incomes of the poor and social conditions even during the transition to adjustment. The record shows that progress can be achieved and maintained under austere economic conditions. Given the inefficiencies in the social sectors, there is scope for improvements in social conditions without large budgetary consequences.

Compensatory interventions are required to mitigate the transitory costs of adjustment on readily identifiable groups. However, greater attention needs to be devoted to strengthening the analytic underpinnings of these interventions. The longer than anticipated transition period of adjustment, coupled with the frequency and magnitude of compensatory interventions, may render the current ad hoc approach unsustainable. In parallel with the design of short-term compensatory interventions, it is crucial that the emphasis on the development of a longer term reduction in poverty be maintained through policies that improve the incomes of the poor and through economic and sector work and social sector lending. The aim of these measures is to guarantee sustainable success against the correlates of poverty.

**Appendix Table 4-1-1. Country Classification**

<table>
<thead>
<tr>
<th>EIAL</th>
<th>OAL</th>
<th>NAL+</th>
<th>NAL-</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bolivia</td>
<td>Bangladesh</td>
<td>India</td>
<td>Benin</td>
</tr>
<tr>
<td>Ghana</td>
<td>Burkina Faso</td>
<td>Lesotho</td>
<td>Ethiopia</td>
</tr>
<tr>
<td>Kenya</td>
<td>Burundi</td>
<td>Myanmar</td>
<td>Haiti</td>
</tr>
<tr>
<td>Madagascar</td>
<td>Central</td>
<td>Sri Lanka</td>
<td>Liberia</td>
</tr>
<tr>
<td>Malawi</td>
<td>African Rep.</td>
<td>Yemen Arab</td>
<td>Mozambique</td>
</tr>
<tr>
<td>Mauritania</td>
<td>Chad</td>
<td>Rep.</td>
<td>Rwanda</td>
</tr>
<tr>
<td>NAL-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nigeria</td>
<td>China</td>
<td></td>
<td>Yemen, PDR</td>
</tr>
<tr>
<td>Pakistan</td>
<td>Gambia, The</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Senegal</td>
<td>Guinea</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanzania</td>
<td>Guinea-Bissau</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Togo</td>
<td>Guyana</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zambia</td>
<td>Mali</td>
<td>Nepal</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Niger</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sierra Leone</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Somalia</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sudan</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Uganda</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zaire</td>
<td></td>
</tr>
<tr>
<td>NAL+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>Argentina</td>
<td>Botswana</td>
<td>Algeria</td>
</tr>
<tr>
<td>Chile</td>
<td>Congo,</td>
<td>Cameroon</td>
<td>Dominican Rep.</td>
</tr>
<tr>
<td>Colombia</td>
<td>People's Rep.</td>
<td>Egypt, Arab</td>
<td></td>
</tr>
<tr>
<td>Côte d'Ivoire</td>
<td>Gabon</td>
<td>Greece</td>
<td></td>
</tr>
<tr>
<td>Jamaica</td>
<td>Honduras</td>
<td>Jordan</td>
<td>Nicaragua</td>
</tr>
<tr>
<td>Korea</td>
<td>Hungary</td>
<td>Malaysia</td>
<td>Paraguay</td>
</tr>
<tr>
<td>Mauritius</td>
<td>Indonesia</td>
<td>Oman</td>
<td>Peru</td>
</tr>
<tr>
<td>Mexico</td>
<td>Panama</td>
<td>Papua New</td>
<td>South Africa</td>
</tr>
<tr>
<td>Morocco</td>
<td>Tunisia</td>
<td>Guinea</td>
<td>Syrian Arab</td>
</tr>
<tr>
<td>Philippines</td>
<td>Uruguay</td>
<td>Poland</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>Yugoslavia</td>
<td>Portugal</td>
<td>Trinidad and Tobago</td>
</tr>
<tr>
<td>Turkey</td>
<td>Zimbabwe</td>
<td></td>
<td>Venezuela</td>
</tr>
</tbody>
</table>

Note: EIAL countries are early-intensive adjustment lending. OAL countries are other adjustment lending. NAL countries are non-adjustment lending, divided into NAL+ whose per capita real GDP increased from 1981 to 1988 and NAL- whose per capita real GDP decreased from 1981 to 1988. LIC (low-income countries) are those that received IDA loans in FY89 and MIC (middle-income countries) are those that did not receive such IDA loans.

Notes


2. Both Behrman (1988) and the just cited study, which is not available to the public, describe the difficulties in evaluating the impact of adjustment programs on income distribution and poverty.

3. The countries are categorized as early-intensive adjustment lending (EIAL) if they received at least two structural adjustment loans (SALs) or three adjustment operations (SALs or sector adjustment loans [SECALs]), with the first such loan having been disbursed prior to or during 1985. Other adjustment lending (OAL) countries are those that received loans after 1985 or received less than two SALs or three adjustment operations. Non-adjustment lending (NAL) countries are those that did not receive any Bank adjustment loans between 1980 and 1988. NAL+ countries are non-adjustment lending countries that had a positive annual rate of growth in per capita real GDP from 1981-88; NAL- countries are those that had a negative rate of growth of GDP. Eighty-eight developing countries are categorized into these groups, as listed in appendix table 4-1-1.

4. The loan years are defined as all the years during which a loan was disbursed. The first year of disbursement was included because there were usually policy conditions that had to be met prior to Board approval of the loan.

5. Data availability for a country requires that each of the three time periods have at least two observations. This minimum was relevant for the third time period (1985-87), as most other time periods had more than two data points.

6. The underlying country-specific data for this and all subsequent tables are available in Maasland and van der Gaag (1990).

7. See chapter 3, “World Bank-Supported Adjustment Programs: Country Performance and Effectiveness,” by Vittorio Corbo and Patricio Rojas, in this volume for a discussion of these methodologies. The regression results were presented in Maasland and van der Gaag (1990).

8. It is difficult to compare two distributions that cross. This difficulty is commonly encountered in comparisons of changes in the distribution of income over time. Different inequality measures are more sensitive to changes in different parts of the size distribution than others, so that these measures can result in different conclusions about the changes in income distribution over time. See Chapernow (1974).

9. See Corden (1985, chapter 2), who argues that labor is likely to be negatively affected by devaluations. In addition to the expenditure-switching effect described in the text, real devaluations can be contractionary, a characteristic that may also affect labor negatively.

10. This technique was used by Behrman and Deolalikar (1989) in their analysis of indicators in Jamaica.

11. The estimated growth equation is \( \ln X = a + bt + cT + fD \) where \( X \) is the indicator, \( t \) is time and \( D \) takes the value of one in the loan years. If the Durbin-Watson statistic indicates serial correlation, an AR1 correction is made. The impact of \( D \) on \( X \) is calculated as \( e - 1 \) and is reported in table 4-3 for countries with statistically significant coefficients, \( f \).

12. As Behrman and Deolalikar (1989) note, there may be some offsetting effects, but they are unlikely.

13. National disposable income is a measure of the income domestic residents have for consumption. It includes net factor income from the rest of the world (negative for high debt countries) and net current transfers from the rest of the world and excludes depreciation on capital. These data are from the United Nations national accounts statistics.


15. Agricultural purchasing power is defined as the nominal value added in agriculture (data from the World Bank), divided by the consumer price index (CPI) (from the IMF), divided by the rural population (from the World Bank).

16. Rural non-agricultural production generally moves in the same direction as agricultural production, a pattern that amplifies the growth rates for rural incomes.


18. Significant at least at the 10 percent level.

19. This section is a reduced and revised version of Kakwani, Makonnen and van der Gaag (1990), which was prepared as a background paper for World Bank (1990b). The present section uses straight arithmetic averages across countries, whereas the original paper used population-weighted averages. In addition, here the focus is on the differences across countries when they are grouped by adjustment lending category; regional averages are not reported as was done in the original paper.


21. The methodology used is that developed by Vittorio Corbo and Patricio Rojas in “World Bank-Supported Adjustment Programs: Country Performance and Effectiveness,” chapter 3, this volume. The regression results for consumption are presented in Maasland and van der Gaag (1990).

22. Furthermore, a reduction in total public and private expenditures on social services may not lead to an immediate reduction in the amount of services provided. For instance, a freeze on wages for doctors and teachers may not reduce services at all in the short run, although in the long run inadequate salary levels may severely lessen the quality of services. Maintaining employment and salary levels by reducing funds for equipment, drugs, school books and other essential complementary inputs could, on the other hand, hurt the poor who rely on public social services.

23. Countries were selected if they had social expenditure data available to the public, describe the difficulties in evaluating the impact of adjustment programs on income distribution and poverty.

24. The average for the EIAL countries was affected by the large reallocation of social sector spending in Costa Rica. Without Costa Rica, the EIAL averages for the share of education in the three time periods were 15.5 percent, 17.0 percent and 15.9 percent; for health, 4.6 percent, 4.2 percent and 4.3 percent; and for the “other” category, 15.2 percent, 16.4 percent and 16.1 percent.

25. DHS data are produced from actual surveys by the Institute for Development, Columbia, Maryland.
26. While the use of calorie norms to estimate the global number of adequately nourished people does have serious limitations, calorie norms can be usefully employed to assess the changes in the degree of nutrition at an aggregate level.

27. Per capita protein consumption was also examined. In general, protein consumption improved in all countries throughout the eighties, with no apparent relationship between adjusting and non-adjusting countries.
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Comments

Jere R. Behrman

This paper presents a careful cross-country statistical analysis of various indicators of living conditions (in particular, labor and social indicators) in developing countries and looks at how changes in them might be associated with participation in World Bank-supported adjustment programs in the 1980s. The approach focuses on comparing movements in such indicators among three country groups: EIAL; OAL; and NAL.

In their summary the authors' state that the evidence does not reveal much in the way of systematic relationships between Bank-supported adjustment programs and short-run effects as measured by labor and social indicators. Among the labor indicators, the shares of employee compensation in GDP and agricultural wages in GDP seem not to have been significantly affected. The average and median growth rates in real per capita rural incomes were higher in the EIAL countries in 1985-88 than they were in the 1970s, but the share of the manufacturing wage bill in manufacturing value added tended to be lower. Among the social indicators, the growth of per capita consumption was higher overall in the EIAL than in the other countries, and the nutrition, immunization and mortality data indicated continued progress in all country groups. However, the shares for health and education expenditures in total government expenditures and the primary school enrollment rates showed a tendency to decline in the EIAL countries, with possible long-run costs in terms of human resources.

In their conclusion the authors commented:

The fact that this paper is unable to detect any discernible difference in the trends in living conditions between adjustment and non-adjustment lending countries probably says more about the usefulness of the specific country groupings than about the effects of any sets of adjustment policies on social outcomes. What is important is that, while there was no evidence that Bank-supported adjustment lending policies per se had an adverse effect—with the exception of the decline in manufacturing labor’s wage share in GDP and declining primary school enrollment ratios in the EIAL countries—on any of the labor and social indicators examined, the chapter did not find evidence that adjustment policies accelerate social progress...These policies should be faulted for that limitation, and the focus on long-term poverty reduction should be more integrated into the SAL design...Given the inefficiencies in the social sectors, there is scope for improvements in social indicators without large budgetary consequences.

Compensatory interventions are required to mitigate the transitory costs of adjustment on readily identifiable groups. However, greater attention needs to be devoted to strengthening the analytic underpinnings of these interventions...parallel with the design of short-term compensatory interventions, it is crucial that the emphasis on the development of a longer term reduction in poverty be maintained through policies that improve the incomes of the poor and through economic and sector work and social sector lending. The aim of these measures is to guarantee sustainable success against the correlates of poverty.

My comments on this paper are organized around several broad topics: methodology; statistical issues; interpretation of the results; conclusions; and the relation of this paper to some of the other concerns raised in this conference.

General Methodology

Broadly speaking, the methodology is sensible and appropriate, with a commendable effort to look carefully at the empirical results and the distributions across countries (for example, to incorporate concerns about medians as well as means so as to limit the influence of outliers). Some questions, however, can still be usefully addressed.

- Cross-country studies versus country case studies. In a world in which information and analytical tools are limited, both types of studies contribute to the knowledge base. Given that a number of case studies have already been carried out on the impact of adjustment programs on living conditions, at this time a careful cross-country study has definite value in terms of providing as broad a perspective as possible, despite the inherent limitations of the approach. If anything, the authors overly qualify the value of this approach.

- Definition of country groups. The use of Bank-assisted adjustment as the criterion for assigning countries to groups has the advantages of being a relatively clean criterion and of addressing the interests of the authors’ employer. From a broader point of view, however, a more relevant criterion would be what policies various countries followed rather than whether they happened to be Bank-assisted. The effects of various policies should be the center of interest, rather than a particular institutional affiliation. This approach would require more work, but the returns from defining country groups by clusters based on the extent of policy change (for
example, changes in the governmental deficit relative to GDP and in the real exchange rate) would be high.

- Sensitivity to outliers. The authors showed substantial sensitivity to outliers in summarizing their results, a commendable point. Nevertheless, that some of the results are very sensitive to the inclusion or not of one country such as Costa Rica or Chile is troublesome. To their credit, the authors seem quite conscientious about reporting such sensitivity for the countries in their samples. What is troublesome is the possibility that the addition of a few countries that are not included because of inadequacies in the data would change the results significantly.

Statistical Issues

The use of statistical techniques to summarize the considerable information that is covered is commendable. This approach also imposes some discipline, which lessens the possibility of seeing only the patterns in the data that are consistent with the researcher’s expectations or with the experience of a selected country or two. This very bias seems present at times in the literature on the impact of structural adjustment. The use of statistical techniques also makes very explicit exactly what comparisons are being made. The Corbo-Rojas procedure, with its extension to include specific policy variables, is another improvement in the tools for such analysis.

Nevertheless, some questions remain about the statistical techniques:

- Uniformity of approaches. At times the authors give good reasons, which relate to the few countries for which observations are available for a particular indicator, for why they limit their techniques. At other times, however, they do not explain their use of a technique for one indicator and not for another. For example, why did the authors not use, in the case of the social indicators, the Corbo-Rojas procedure with the Maasland-van der Gaag extension to include explicit policies and the Behrman-Deolalikar deviation from secular trends? The apparently arbitrary switch in techniques left this reader puzzled and should be remedied.

- Endogeneity of the right-side variables. The Corbo-Rojas procedure recognizes explicitly the endogeneity of the decision to participate in a Bank-assisted adjustment program and accounts for this variable in the estimates through the use of instrumental variables. While the method may have had an element of arbitrariness in it (to paraphrase Charles Manski in his recent survey, “Exogeneity of instruments, like beauty, is in the eye of the beholder”), the exploration of the extent to which this treatment changes the estimates is to be commended (although the authors might have summarized how this treatment changed the results and have elaborated on the instruments used). On the other hand, the Corbo-Rojas procedure apparently treats the lagged values of the outcomes of interest as if they were independent of the stochastic term. This approach seems quite implausible. The stochastic term surely had to have had some country effects in it, as well as some omitted variables that were correlated over time. Therefore instrumental variables should have been used for the lagged outcome variables as well. Finally, the Maasland-van der Gaag application of this procedure apparently uses OLS and does not concern itself with endogeneity. While the issue of simultaneity is a severe one for such aggregate estimates, so that reasonable analysts might differ in their perceptions about how it is best treated, it certainly would have been best not to have ignored it. It would have been preferable at least to have reported how robust the results were relative to alternative treatments of it.

- Differential country populations. If I understand correctly, the analysis was of unweighted data. That is, Botswana, for example, was weighted the same as China, even though the latter had about 1,000 times the population of the former. In calculating averages, this procedure is troublesome since, by treating all countries equally, each Han (in China) was weighted about a thousandth of a Tswana (in Botswana). Is the lack of weighting also troublesome with respect to the regression analysis? Here the answer is not obvious. If the regression was linear in the (perhaps transformed) regression variables and if there was no heterogeneity in the stochastic terms that were associated with population size, then it does not seem the procedure would have caused any biases. However, if the Asian countries (which include most of the countries with greater populations) had, say, more unobserved reverence for learning or less land available, the estimation of the relation between school enrollments and adjustment policies may have been biased by the use of a selection rule that underrepresented Asian individuals.

Interpretation of the Results

In most respects, once again the authors were very careful. However, a few comments are in order:

- Use of shares (such as labor compensation). The use of shares focuses on whether or not some group’s income or some expenditure remained in the same proportion to some denominator. Maintaining the same proportion of the same denominator is, however, consistent with declining or increasing absolute values, a point that perhaps should have been emphasized more. Moreover, if many individuals within a particular group are close to some critical subsistence level, as Ravallion (1990a and b) has emphasized, small absolute shifts may cause many to move from one side to the other of the subsistence level. Of course, these comments are related to the more general problem of using aggregate data that obscures the distribution within countries and the possibility that it might have been desirable to weight the changes more heavily for the poorer people in light of the
purposes of the present paper. Incidentally, if that approach had been taken, the poorer groups in the EIAL countries (who live largely in rural areas) might well have emerged as having improved their situation with regard to labor outcomes rather than just maintaining it, as Massland and van der Gaag seem to summarize in the overall impact on labor.

- Integration with other relevant studies. The results would have benefited from being integrated explicitly with other recent studies of the impact of adjustment or a major component of adjustment programs. For example, the studies by Krueger, Schiff and Valdes (1988) or by Binswanger (1989) might usefully have been cited to highlight the apparent difference between the results for urban and rural workers. Similarly, it would have been useful to have illuminated some of these aggregate results with some relevant recent micro household studies. For instance, the limited impact on nutrition and on health seems consistent with recent studies that, for the poor, the demand for nutrients has a relatively low income elasticity (for example, Behrman and Deolalikar 1987, Bouis and Haddad 1990, and Thomas and Strauss 1990) while the demand for health care has a high price elasticity (for example, Gertler and van der Gaag 1987).

Conclusions

The authors' conclusions, summarized at the start of these comments, raise several issues (in addition to the possibility noted above that the authors overly downgrade their results):

- Status of indicators has no association with adjustment programs. Although the authors recognize some effects, their conclusion states that in the study they did not identify differences associated with adjustment. A more positive assessment might have been appropriate in the case of the improvement in rural incomes, even for the short-run effects, given that most of the poor live in rural areas. That assessment would stand in sharp contrast, even more than the authors' present summary does, with the conclusion drawn from the UNICEF studies that the impact of adjustment on the poor and on human resources was negative.

- The statement that "...greater attention needs to be devoted to strengthening the analytic underpinning of these interventions" above should be elaborated. Does the paper provide any support for such interventions? Is this statement based on unsupported priors or the conjecture of others?

- The basic point that the reduction of poverty is critical and that this basic longer run problem should be addressed without unduly diverting resources to ad hoc short-term compensatory measures is appropriately emphasized. Some examples of how resources and attention might have been diverted inappropriately to ad hoc short-term measures would have been useful.

Relation to Other Issues Raised at the Conference

Some elaboration on a number of other issues raised at the conference that were referred to only briefly or not at all in the paper would have been useful:

- Sequencing and the social sectors and the poor. Is there any evidence on the relationship between the sequencing of the stabilization and structural changes and the impact on the social sectors and the poor?

- Maintenance or improvement of short-run consumption but reduction of longer run investment. There seems to be evidence of such a pattern for the indicators covered in the paper as well as for other indicators discussed in other papers. Can some light be shed on the extent to which the decline in public investment in the social sectors was associated with expanded private investments, increased efficiency of resource use in the social sectors, and/or reduced prices for such investments (for example, as a result of reduced real wages for personnel in such activities)?

- Strengthening the government in activities in which it has a comparative advantage. Steven Webb, in his discussion of his paper co-authored with Karim Shariff, emphasized the importance of shifting the composition of government activities to reflect better the comparative advantages of governments. He suggested explicitly that the social sectors are one such area in which governments should become more active. Is there any evidence that such shifts tend to be part of adjustment programs? Is there any way in which adjustment programs change the efficiency and distributional criteria for judging what policies should be adopted in the social sectors?
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The paper presents a careful and comprehensive review of the major social effects of World Bank adjustment lending. However, from the perspective of whether the policies can be commended from a social point of view, and from the perspective of the formulation of future policy, the paper is far too preoccupied with an assessment of the effects of Bank adjustment lending compared with some counterfactual scenario, rather than looking at what actually happened to the human condition over the 1980s in both adjusting and non-adjusting countries.

If the concern is to develop appropriate policies for the 1990s, then three questions need to be answered in the social area:

1. Was the situation satisfactory?
2. If not, could it have been improved?
3. If so, how?

The Maasland-van der Gaag paper does not directly address these questions but rather considers whether adjusting countries did as well as non-adjusting ones, after allowing for exogenous shocks. There is no reason to disagree with the main conclusion that, on balance and with the exception of the education variables, Bank adjustment policies did not have negative social effects, despite some problems with the methodology (arbitrary dividing line between early-intensive adjusters, adjusters and non-adjusters and the precise periods chosen for study) and despite the absence of some estimates of the sensitivity of the conclusions to methodological choices, an addition that would have made the results more robust. Indeed, the finding was not unexpected since the negative social effects identified, for example, in Adjustment with a Human Face (Cornia, Jolly and Stewart 1987), were mainly the result not so much of the supply-focused policies of Bank adjustment lending than of adverse external factors (recession, falling commodity prices, high interest rates, negative capital movements and, in some cases, unfavorable weather) and the IMF's deflationary/expenditure-cutting stabilization policies. Critics of Bank adjustment lending are not so much concerned with the negative effects of Bank policies as such, but rather with the failure of Bank (and Fund) adjustment policies to protect the poor from the adverse negative trends in human conditions in the 1980s, which had multiple causes.

When the evidence on what actually happened to social conditions during the adjustment period of the 1980s is reviewed, the picture that emerges is much less complacent than that provided by Maasland and van der Gaag. In Africa and Latin America as a whole (both adjusting and non-adjusting countries), per capita incomes fell during the 1980s in 17 out of 23 adjusting countries in Africa and 11 out of 13 in Latin America. However, Asian countries (including many of the adjusting countries) did much better. About two-thirds of the countries in Africa and Latin America also experienced declines in per capita consumption, although typically they were less severe.

The drop in income was particularly focused on urban areas as a result of falling real wages and a slowdown or fall in the growth of employment. However, the rural population was not unaffected. Even where the adjustment policies raised rural incomes through increases in the prices of cash crops, the incomes of the poorest often fell because they were generally less involved in the production of those crops. Thus in the Côte d'Ivoire, the incomes of food producers, among whom rural poverty was concentrated, fell the most during the 1980-85 adjustment period (Kanbur 1990). Similarly, in Ghana the rural poor were less involved in cocoa production than were average rural households. There were pervasive, and often substantial, cuts in per capita real expenditures on health and education that affected about 60 percent of the adjusting countries. Thus, for many countries, adjusting as well as non-adjusting, and especially in Latin America and Africa, the conditions of human life deteriorated over the 1980s as a result of declining real incomes and lesser provision of basic social services.

The rapid expansion of low-cost health interventions—notably immunization and oral rehydration therapy—that also took place over those years helped to protect infants against these worsening conditions. In most countries where accurate data were available, the rates of infant and child mortality continued to decline, as shown in the Maasland-van der Gaag chapter, although the rate of improvement slowed in some countries, and in a few in Africa infant mortality rates rose. Nutrition standards worsened in the majority of countries in Africa, but only in a few countries in Latin America, where households were able to cushion the
impact of worsening income on nutrition by adapting consumption patterns. The decline in primary school enrollment was widespread, particularly in adjusting countries.

This very brief review suggests the following answers to the three questions posed above:

1. The situation was not satisfactory in many countries, although there were some notable successes in protecting the poor during adjustment. Moreover, the poor macro performance in many countries, including falling investment rates, together with weak educational achievements, augurs badly for both economic and social performance in the 1990s.

2. Improvement in this performance is possible as indicated by some successful experiences—some countries managed to improve the position of the poor while successfully adjusting.

3. Experience also suggests how to improve performance. Changes are needed at both the macro and meso levels. At the macro level, adjustment needs to be combined with equitable growth as indicated by Indonesia’s experience, where the poor participated in economic growth and poverty levels fell substantially (Ravallion and Huppi 1989). At the meso level, policies to restructure government expenditures toward the social sectors and, within the social sectors, toward basic services to which the poor have access, can protect and extend services for the poor even with expenditure cuts. Indonesia and Chile are examples. In contrast, the experience with compensatory or “add-on” programs, such as those instituted in Bolivia and Ghana, suggests these are rarely sufficiently comprehensive to protect the poor.

The Maasland-van der Gaag paper is correct in showing that, for the most part (with the important exception of education), Bank adjustment lending did not have bad effects on social conditions, in comparison with the performance of non-adjusting countries. However, the poor absolute performance of many countries, which encompassed many dimensions as reviewed above, is the most relevant issue for the future. It points strongly to the need for reforms in adjustment policies in the 1990s so that they produce the conditions under which poverty can be substantially reduced and the human condition improved in absolute terms.

Notes

1. “Adjusting” countries here include both early-intensive and other adjusters.
2. See Stewart (1990) for a much more detailed review.

References


Designing and Implementing Adjustment Programs

Steven B. Webb and Karim Shariff

The World Bank’s adjustment lending has evolved in response to the experiences of the 1980s. This chapter describes that evolution, drawing on evidence from the Adjustment Lending Conditionality and Implementation Database (ALCID) and from internal background papers on the design and implementation of adjustment lending operations in various policy areas.

The chapter opens with an overview of the design and implementation of the adjustment lending program. It then looks at the major areas of policy that have been addressed—macroeconomic, government finances and administration, trade, agriculture, industry, financial sector, public enterprises and environment. A key point that the experience with adjustment lending reinforces is the importance of macroeconomic stability for the success of reforms in other areas. The third section discusses the timing and conditionality of adjustment lending and the rate of implementation of conditions. It is followed by an analysis of how the President’s Reports and loan agreements describe the program and conditionality and how the specification of conditions affects their implementation. Finally, the chapter considers the political economy of adjustment—how a program can be designed and presented so as to build the political support needed to sustain adjustment. Some conclusions appear at the end of the paper.

Overview of Program Design and Implementation

While each adjusting country faces a unique set of problems and requires a unique mix of remedies, the Bank’s cross-country experience suggests some general guidelines for the design of successful structural adjustment programs. A country’s own program of reforms usually is broader than the components the Bank supports with adjustment lending and includes some elements that the International Monetary Fund (IMF) supports. The policy content of Bank-supported adjustment programs reflects both the Bank’s traditional concern for long-term balanced economic development and alleviation of poverty and its need to deal with the balance-of-payments problems that accompanied the debt crisis of the 1980s. The policy reforms fall into three broad areas:

- Expenditure-reducing policies—principally fiscal and monetary measures aimed at bringing domestic demand into line with resources.
- Expenditure- and production-switching policies designed to encourage the production of tradable goods and discourage expenditures on them by raising the domestic price of tradables relative to the price of non-tradables.
- Supply-side, growth-oriented policies to remove the structural causes of the macroeconomic imbalances, to improve the efficient use of resources in the public and private sectors, to strengthen institutional capacities, and to increase saving, investment and growth.¹

The broad picture of the reform program supported by each adjustment program is described in the Bank’s President’s Report, which is a document prepared by Bank staff to explain the rationale of the loan to the Board. A policy matrix at the end of the President’s Report describes the actions that the government has taken or expects to undertake to bring about the adjustment being supported by the loan. A few of these actions, supposedly those most important for the program’s success and most salient to the government’s commitment to it, are spelled out as conditions or covenants in the Legal Agreement that sets forth the precise terms of the loan. Often there is also a Letter of Development Policy from the borrower government to the World Bank, explaining more fully what the government intends to do.

The components of the program dealing with the implementation of supply-side, growth-oriented policies on average account for over 80 percent of the conditions in the loan agreements and for a similar share of all actions called for in the President’s Report (table 5–1).² As discussed below, expenditure-reducing and switching policy reforms are also vital. In particular, fiscal reforms that permanently reduce public sector deficits can enhance the benefits of supply-side reforms.
### Table 5-1. Content of Conditionality, FY1979–89

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Supply-side, growth-oriented policies</td>
<td>85</td>
<td>89</td>
<td>82</td>
<td>77</td>
<td>91</td>
<td>90</td>
<td>88</td>
<td>88</td>
<td>87</td>
<td>80</td>
</tr>
<tr>
<td>Trade</td>
<td>16</td>
<td>22</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>4</td>
<td>26</td>
<td>17</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Sectoral</td>
<td>28</td>
<td>23</td>
<td>26</td>
<td>18</td>
<td>35</td>
<td>62</td>
<td>36</td>
<td>21</td>
<td>44</td>
<td>53</td>
</tr>
<tr>
<td>Industry</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Energy</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>31</td>
<td>5</td>
<td>4</td>
<td>24</td>
<td>2</td>
</tr>
<tr>
<td>Agriculture</td>
<td>17</td>
<td>16</td>
<td>19</td>
<td>12</td>
<td>20</td>
<td>19</td>
<td>25</td>
<td>13</td>
<td>12</td>
<td>47</td>
</tr>
<tr>
<td>Financial sector</td>
<td>10</td>
<td>12</td>
<td>7</td>
<td>10</td>
<td>9</td>
<td>1</td>
<td>3</td>
<td>14</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>Rationalization of govt finance &amp; administration</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>11</td>
<td>4</td>
<td>0</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Public enterprise reforms</td>
<td>16</td>
<td>19</td>
<td>15</td>
<td>17</td>
<td>7</td>
<td>14</td>
<td>21</td>
<td>6</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>Social policy reforms</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>14</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Others</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>II. Absorption reduction policies</td>
<td>12</td>
<td>9</td>
<td>13</td>
<td>18</td>
<td>8</td>
<td>8</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Fiscal</td>
<td>9</td>
<td>7</td>
<td>12</td>
<td>16</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Monetary (money supply targets)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>III. Switching policies</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Wage</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Total*    100 100 100 100 100 100 100 100 100 100 100 100

---

**Source:** Based on an analysis of 183 SALs and SECALs to 61 developing countries. A total of 7,723 actions were considered in all.

---

The Bank and the Fund have usually arrived at some division of labor in the focus of their conditionalities. The Fund concentrates on short-term macroeconomic stabilization, the Bank on structural reforms to consolidate the stabilization and lay the foundations for sustainable growth. For instance, most issues relating to exchange rate and monetary policies are left to Fund conditionality when a Fund agreement is in place. The Bank's adjustment loans are less likely to have conditions in these areas when the Fund has a concurrent agreement with the country. Where there is no concurrent Fund agreement (39 out of 180 cases), the Bank's loans have usually addressed more narrowly defined areas of sectoral policy.

The Bank's management has long been concerned that the conditions in adjustment loans call for reforms in too many unrelated areas. The first Report on Adjustment Lending (RAL-1) (World Bank 1988) recommended against this pattern. Despite this concern, the statistics do not show an improvement in the focus of conditionalities. As table 5-2 shows, the spread of conditionality across sectoral categories was as high in the late 1980s as it was earlier.

Building on the lessons from experience, the Bank has encouraged and supported programs that take vital cross-sectoral linkages into account. For instance, agricultural pricing reforms may require complementary reforms in the food processing and distribution industries, financial sector reforms may require fiscal reforms, and trade reforms may require complementary reforms of domestic industrial policy.

A study of adjustment loans to the industry sector reveals this pattern (see the appendix). The typical adjustment loan is disbursed in two tranches, with some of the conditions required for effectiveness of the first tranche, some for the second tranche, and others (special covenants) required by a specific date or sometime...
Table 5-2. Content of Lending Operations, FY1979–89

<table>
<thead>
<tr>
<th>Share of loans with loan agreement conditions in various policy areas *</th>
</tr>
</thead>
<tbody>
<tr>
<td>All countries (183)</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td><strong>I. Supply-side, growth-oriented policies</strong></td>
</tr>
<tr>
<td>Trade</td>
</tr>
<tr>
<td>Sectoral</td>
</tr>
<tr>
<td>Industry</td>
</tr>
<tr>
<td>Energy</td>
</tr>
<tr>
<td>Agriculture</td>
</tr>
<tr>
<td>Financial sector</td>
</tr>
<tr>
<td>Rationalization of gov't finance &amp; administration</td>
</tr>
<tr>
<td>Public enterprise reforms</td>
</tr>
<tr>
<td>Social policy reforms</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td><strong>II. Absorption reduction policies</strong></td>
</tr>
<tr>
<td>Fiscal</td>
</tr>
<tr>
<td>Monetary (money supply targets)</td>
</tr>
<tr>
<td><strong>III. Switching policies</strong></td>
</tr>
<tr>
<td>Exchange rate</td>
</tr>
<tr>
<td>Wage</td>
</tr>
</tbody>
</table>

a. The numbers in parentheses are the total number of loans. HIC = highly-indebted countries; SSA = Sub-Saharan Africa; SAL = structural adjustment loan; SECAL = sectoral adjustment loan; EIAL = early-intensive adjustment lending; and OAL = other adjustment lending.
b. All countries. All conditions called for in all loan agreements or other actions called for in all Presidents' Reports.

Source: Based on an analysis of 183 SALs and SECALs to 61 developing countries.

During the life of the loan, when not all the conditions can be satisfactorily implemented as originally written, management either cancels the loan or recommends changes in light of the new circumstances and brings the matter to the Board. Only three loans have been totally canceled, and two others had half of their commitments canceled. As experience has demonstrated the importance of credible reforms to the economic recovery of adjusting countries, the Bank has increased its insistence on program implementation.

The pattern of implementation of loan conditions was analyzed in a sample that covered a majority of the loans with tranche releases prior to the end of fiscal year 1989. Based primarily on the information on releases of tranches, with supplemental information from the reports on loan supervision and discussions with operational staff, the implementation of each condition was classified as none, partial, substantial, full, or more than full. Because a statistical analysis cannot capture all the nuances of judgment necessary to evaluate program implementation, the results need cautious interpretation. Nevertheless, the statistics reveal some trends in implementation and some factors that influence implementation.

Of the conditions in the legal agreements for the adjustment programs in the sample, which covered the entire decade of the 1980s, the overwhelming majority—84 percent—were implemented at least substantially by the time the final tranche was released, and 66 percent were implemented fully or more than fully (table 5–3). In the case of the five or six most critical actions in the program (coded on the basis of the President's Reports [see notes to table 5–4]), the rates of implementation were as good on average as with all the conditions in the legal agreements. The legal agreements, which are prepared on the basis of the recommendations in the President's Reports, include on average only a third of the expected actions in the corresponding President's Reports. Most of the other, less critical actions were also implemented substantially or fully.

Some of the obstacles to implementation, such as changes in world interest rates and the terms of trade, were beyond the control of the countries. Loans during the 1980s to countries with stable or improving external circumstances during the loan period had higher average rates of implementation than loans going to countries experiencing major negative shocks.
Table 5-3. Implementation of Conditions by Policy Area, FY1979-89
(average percent at final tranche release)

<table>
<thead>
<tr>
<th>Loan type</th>
<th>In all loan agreements</th>
<th>Critical actions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fully implemented</td>
<td>At least substantially implemented</td>
</tr>
<tr>
<td>SALs</td>
<td>SECALs</td>
<td>HICs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

I. Supply-side, growth-oriented policies

| Trade     | 62 | 85 | 79 | 88 | 87 | 84 | 56 | 82 |
| Sectoral  |    |    |    |    |    |    |    |    |
| Industry  | 72 | 92 | 90 | 92 | 100* | 96 | 53 | 65 |
| Energy    | 69 | 80 | 70 | 84 | 79 | 67 | 72 | 80 |
| Agriculture | 62 | 81 | 86 | 80 | 88 | 75 | 49 | 74 |
| Financial sector | 73 | 89 | 94 | 83 | 97 | 80 | 79 | 92 |

II. Absorption reduction policies

| Fiscal     | 74 | 82 | 81 | 85 | 93 | 84 | 72 | 89 |
| Monetary (money supply targets) | 67 | 83 | 0* | 91 | 100* | 50* | 61 | 89 |

III. Switching policies

| Exchange rate | 75 | 85 | 78 | 91 | 80 | 91 | 71 | 81 |
| Wage         | 45 | 91 | 89 | 100 | 33 | 100 | 50* | 50* |

Total

| Loan agreement conditions | 66 | 84 | 83 | 84 | 89 | 80 | 67 | 83 |
| All conditions or actions | 57 | 77 | 73 | 80 | 82 | 75 | 60 | 79 |

Note: * Less than five observations for these cells.

a. The data on implementation indicate the extent to which a condition or action was fulfilled at final tranche release. A total of 1,015 legal conditions were graded for implementation.
b. HIC = highly-indebted countries; SSA = Sub-Saharan Africa; SAL = structural adjustment loan; SECAL = sectoral adjustment loan; EIAL = early-intensive adjustment lending; and OAL = other adjustment lending.
c. Critical actions are so identified because Bank staff designing the operation put particular emphasis on them and because they were expected to make a significant contribution to adjustment in a short time. A total of 494 actions were coded as critical, of which 303 appeared as conditions in the loan agreements.
d. The rate of implementation for the items that appear in the loan agreement.
e. Average implementation of actions that appear in the President's Report or conditions in the loan agreement. A total of 2,231 actions were graded on implementation.

Source: Based on an analysis of 97 SALs and SECALs to 32 developing countries. The sources of information on implementation were mainly supervision reports, tranche release documents and, where available, Project Completion Reports and Program Performance Audit Reports.

The rates of implementation rose over the course of the 1980s, with those for loans made since 1985 higher on average than was the case with those made earlier (table 5-4). The increase in the average rate of implementation of conditions under loans made to the early-intensive adjustment lending (EIAL) countries contributed to the overall rise. There was an even bigger change with the loans to non-EIAL countries: before 1986 the rates of implementation for those loans were below average, whereas after 1986 they were higher than the average for the loans to EIAL countries (the non-EIAL loans made after 1986 mostly went to a different set of countries than before 1986). In the case of those loans whose final tranche was released in fiscal year 1989, 99 percent of the conditions had been implemented at least substantially, 80 percent fully. When the Morocco Public Enterprise Reform Loan is excluded, some of whose conditions the Board waived in fiscal year 1989 (the only such instance in the sample), the share of conditions fully implemented rises from 80 percent to 88 percent.

Although cancellation of loans for non-fulfillment of conditions has been rare—only Panama SAL II and Argen-
Designing and Implementing Adjustment Programs

Table 5-4. Implementation of Conditions by Type of Country and Condition, FY 1979–89 (average percent at final tranche release)

<table>
<thead>
<tr>
<th>Country groups and loan types</th>
<th>All conditions or actions</th>
<th>Loan agreements</th>
<th>Precise</th>
<th>Precise and legal</th>
<th>Actions only in President’s Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fully implemented</td>
<td>At least substantially implemented</td>
<td>Fully implemented</td>
<td>At least substantially implemented</td>
<td>Fully implemented</td>
</tr>
<tr>
<td>All</td>
<td>57</td>
<td>77</td>
<td>66</td>
<td>84</td>
<td>62</td>
</tr>
<tr>
<td>HICs</td>
<td>61</td>
<td>82</td>
<td>72</td>
<td>89</td>
<td>71</td>
</tr>
<tr>
<td>SSA</td>
<td>55</td>
<td>75</td>
<td>60</td>
<td>80</td>
<td>56</td>
</tr>
<tr>
<td>SALs</td>
<td>53</td>
<td>73</td>
<td>65</td>
<td>83</td>
<td>56</td>
</tr>
<tr>
<td>SECALs</td>
<td>60</td>
<td>80</td>
<td>66</td>
<td>84</td>
<td>67</td>
</tr>
<tr>
<td>IDA credits</td>
<td>57</td>
<td>77</td>
<td>70</td>
<td>86</td>
<td>65</td>
</tr>
<tr>
<td>IBRD loans</td>
<td>57</td>
<td>77</td>
<td>59</td>
<td>80</td>
<td>56</td>
</tr>
<tr>
<td>EIAL countries</td>
<td>FY79–85</td>
<td>53</td>
<td>71</td>
<td>63</td>
<td>80</td>
</tr>
<tr>
<td>FY86–88</td>
<td>60</td>
<td>82</td>
<td>66</td>
<td>86</td>
<td>62</td>
</tr>
<tr>
<td>OAL countries</td>
<td>FY79–85</td>
<td>33</td>
<td>67</td>
<td>35</td>
<td>74</td>
</tr>
<tr>
<td>FY86–88</td>
<td>70</td>
<td>94</td>
<td>86</td>
<td>93</td>
<td>83</td>
</tr>
</tbody>
</table>

a. HIC = highly-indebted countries; SSA = Sub-Saharan Africa; SAL = structural adjustment loan; SECAL = sectoral adjustment loan; EIAL = early-intensive adjustment lending; and OAL = other adjustment lending.
b. All conditions called for in the loan agreements or other actions called for in the President’s Reports, except prior actions. Prior actions are not included because they are said to have been fulfilled “prior” to negotiation.
c. All conditions in the loan agreement.
d. Precise conditions or actions are specific and usually quantifiable.
e. Precise and legal conditions are those that appear in the loan agreement and are specific in nature.
f. Actions that appear only in the President’s Report (excluding prior actions).
Source: Based on an analysis of 97 loans to 32 developing countries.

Policy Reform under Adjustment Programs

All SALs and most SECALs call for policy reforms in more than one area. The issues in those policy areas (macroeconomic, government finances and administration, trade, agriculture, industry, environment, financial and public enterprise) are discussed below.

Macroeconomic Policy

The relation between structural adjustment and macroeconomic stability has depended on the situation of the country. In countries starting with acute macroeconomic imbalances, successful adjustment loans have focused on supporting the structural measures necessary to restore long-run macroeconomic balance, such as reform of taxes, public expenditures and public enterprises. The success of sectoral reform has depended on the maintenance of a supportive and stable macroeconomic environment—competitive and stable real exchange rates, low and predictable inflation, domestic interest rates that are competitive with international interest rates, and a sustainable current account deficit. In the past, an unstable macroeconomic situation led a number of countries that had initiated well-designed sectoral reform programs in areas such as trade and the financial sector to

73
Table 5–5. The Macroeconomic Environment and Implementation, FY1979–89

<table>
<thead>
<tr>
<th>Average rate of inflation a (percent)</th>
<th>Loan type ¹</th>
<th>Number</th>
<th>Fully implemented</th>
<th>At least substantially implemented</th>
<th>Number with concurrent IMF programs at effectiveness b (percent)</th>
<th>Number with concurrent IMF programs at least 8 of first 12 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>SECAL</td>
<td>27</td>
<td>75</td>
<td>92</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>SAL</td>
<td>22</td>
<td>72</td>
<td>95</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>Moderate</td>
<td>SECAL</td>
<td>12</td>
<td>61</td>
<td>93</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>SAL</td>
<td>15</td>
<td>57</td>
<td>73</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>High</td>
<td>SECAL</td>
<td>24</td>
<td>58</td>
<td>76</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>SAL</td>
<td>10</td>
<td>59</td>
<td>81</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>SECAL</td>
<td>18</td>
<td>53</td>
<td>78</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>SAL</td>
<td>7</td>
<td>52</td>
<td>66</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

a. The rate of inflation is based on the average annual percentage change in the consumer price index for the four-quarter period beginning the quarter of loan effectiveness.
b. HIC = highly-indebted countries; SSA = Sub-Saharan Africa; SAL = structural adjustment loan; SECAL = sectoral adjustment loan; EIAL = early-intensive adjustment lending; and OAL = other adjustment lending.
c. The rate of implementation is based on the average share of conditions implemented per loan. In this regard only conditions listed in the loan agreement were considered. A total of 33 SECALS and 35 SALs were graded on implementation.
d. Includes stand-by arrangements, extended fund facilities, structural adjustment facilities and enhanced structural adjustment facilities.

Source: Based on an analysis of 135 SALs and SECALs to 52 developing countries. The data on inflation are based on quarterly data from the International Monetary Fund (various issues).

abandon or reverse them. In this regard, it is noteworthy that half or more of the adjustment loan agreements to all categories of countries, except one, contained conditions involving fiscal reforms aimed at reducing absorption (table 5–2). Such conditions were not prevalent with countries that received adjustment lending in the early 1980s and did not continue with adjustment. It seems likely weak fiscal adjustment to reduce macroeconomic imbalances contributed to the overall failure of adjustment in most of those countries.

Trade reforms are designed to shift resources from non-tradable and highly protected import-competing activities toward the production of exports and efficient import substitutes. Overvalued exchange rates undermine these efforts, however. The Southern Cone countries of Argentina, Chile and Uruguay faced this problem in the late 1970s, as do some African franc zone countries today. Overvalued or unpredictable real exchange rates are also common in countries with high and unpredictable inflation, such as Brazil and Yugoslavia. A major study of trade liberalization found that countries that carried out sustained trade reform usually had lower fiscal deficits than did those where liberalization failed. In some cases the countries carried out successful trade liberalization while stabilization was still underway—as in Chile in 1974–79 and Turkey in 1980–84. More typically, however, either severe macroeconomic instability contributed to the failure of liberalization (Argentina, Brazil and Sri Lanka in the 1960s and Peru, the Philippines, Portugal, Turkey and Uruguay in the 1970s) or stability contributed to successful liberalization (Greece, Korea and Spain) (Papageorgiou, Choksi and Michaely 1990).

At least four of five legal agreements for SALs contained expenditure-reducing or switching policies to improve the macroeconomic balance (based on table 5–2). Measures that improve the administration and finances of the government and public enterprises also address the structural causes of macroeconomic imbalances. Over three-fourths of the SALs required fiscal reforms to reduce absorption, and over one-fifth required reform of the exchange rate, the key policy in facilitating switching. Producing and sustaining a real devaluation usually involves the coordination of fiscal, monetary and exchange rate policies. Exchange rate reform was more important in adjustment lending programs initiated after the mid-1980s, and exchange rate conditions were even more important to adjustment support than is indicated by their incidence in adjustment programs supported by the Bank, given that the concurrent IMF programs often dealt with exchange rate issues. Conditions involving the exchange rate were less common in loans to countries with concurrent Fund operations, presumably because the Fund conditionality was addressing some of the exchange-rate problems.

In countries where the real exchange rate greatly exceeded the level required by macroeconomic fundamentals and where rigidities impeded adjustment, reform of ex-
change rate policy was not simply a tool for managing the balance of payments: it was a fundamental instrument of structural adjustment.

Although it is not expected that macroeconomic policies would be the centerpiece of SECALs, complete success with sectoral reforms generally has required satisfactory macroeconomic management. In 1980-89, however, fewer than half the SECALs included at least one condition on the reduction of absorption. In a few countries such as Mexico and Pakistan in fiscal year 1989, the macroeconomic conditions called for under one adjustment loan were applicable to the other loans to the same country in the same year, but most SECALs were made at a time when there were no other adjustment loans to the country. In fiscal year 1989, 11 of the 21 SECALs going to the Board had no macroeconomic conditionality (Jaspersen and Shariff 1990); those 11 were concurrent with IMF arrangements, except for the private sector development loan to Indonesia, a country that had no major macroeconomic imbalances.

The Bank often evaluates the macroeconomic situation on the basis of specific indicators, such as the public sector deficit, rate of inflation, interest rate on bank deposits, real exchange rate and growth of exports. These indicators provide early warnings, clearly recognized by the Bank and the borrower, of whether the macroeconomic framework is getting out of control. While some of these indicators are not under the direct control of the government, their evolution is fundamental to the success of an adjustment program. The practice of using these indicators is becoming more prevalent.

Experience has led to greater attention to macroeconomic fundamentals. In some recent cases, the main reason that release of a second tranche was held up was a failure to implement the macroeconomic program (Zaire SAL and Turkey Financial Sector Adjustment Loan [FSAL] II). (The rest of the Zaire loan was disbursed when the macroeconomic situation improved.) Disbursement of two adjustment loans to Argentina—Banking Sector and Trade Policy—have been held up since early 1989 because of a total breakdown of the program, including the macroeconomic aspects. (The Banking Sector Loan was completely canceled.) In other cases where tranches were released, an evaluation of the key indicators would have revealed macroeconomic difficulties that ultimately did lead to a breakdown of the program. Sectoral reforms were then reversed or had reduced benefits.10

The Bank consults regularly with the IMF and in the past usually refrained from adjustment lending if a country with macroeconomic instability did not have a concurrent stabilization program supported by the IMF. Since March 1989 this practice has been universal. All adjustment lending countries except Colombia and Indonesia have had at least one program with the Fund since 1980. Nevertheless, the Bank has needed to make its own macroeconomic assessments because it often has had to make decisions on the release of tranches when an IMF agreement was not in place and because of creditworthiness issues. Over 80 percent of the SALs and 60 percent of the SECALs were made to countries with an IMF agreement—a standby agreement, an extended Fund facility, a Structural Adjustment Facility (SAF) or an Extended Structural Adjustment Facility (ESAF)—in place at the time of Board presentation11 (table 5-6). (Annex table 5.5 in the second Report on Adjustment Lending [RAL-II] [World Bank 1990] lists bank adjustment loans and concurrent IMF agreements.) Even if an agreement with the Fund were in place at the time of Board presentation, or if the initial situation did not indicate the need for an IMF program, by the time the later tranches were to be released the macroeconomic situation may have deteriorated.12 In one-sixth of the cases where a country had an IMF agreement in place at the time the adjustment loan was presented to the Board, the IMF agreement was canceled within a year of Bank program effectiveness, usually because of some deterioration in the policy reform. (Half of canceled IMF agreements have subsequently been renewed, usually with revisions.) The tradition of the Bank avoiding cross-conditionality means that, after approval of a loan by the Board, failure to meet Fund targets is not by itself grounds for holding up effectiveness and tranche releases of

### Table 5-6. Fund Agreements, Inflation and Implementation of Bank Adjustment Loan Conditions, FY 1979-89

<table>
<thead>
<tr>
<th>Loan type</th>
<th>SAL</th>
<th>SECAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concurrent IMF agreements at Board presentation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Number of loans</td>
<td>56</td>
<td>15</td>
</tr>
<tr>
<td>Fiscal year of Board date</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1979-84</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>1985-88</td>
<td>21</td>
<td>9</td>
</tr>
<tr>
<td>1989</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Average rate of inflation (%)</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>Implementation of conditionality (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully implemented</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>At least substantially implemented</td>
<td>79</td>
<td>100</td>
</tr>
</tbody>
</table>

a. SAL = structural adjustment loan; SECAL = sectoral adjustment loan.
b. Based on a sample of 184 SALs and SECALs approved by the Board through 1989. The numbers in each column refer to the set of loans indicated at the top of the column.
c. Based on the average annual percentage change in the consumer price index for the 12-month period beginning the month of loan effectiveness.
d. Based on a sample of 135 loans for which data were available.
e. Based on the average share of conditions in the loan agreement that were implemented. In total, 36 SALs and 53 SECALs were graded on implementation (but only 2 SALs without IMF programs at the time of Board presentation were graded on implementation).
f. Source: Based on an analysis of 184 SALs and SECALs to 61 developing countries. Fund Program data are drawn from International Monetary Fund Annual Reports and International Monetary Fund Surveys. Inflation based on quarterly data is from International Monetary Fund (various issues).
Improving the efficiency of taxation and reallocating government expenditure remain almost universally necessary components of adjustment programs. Reforming the decision-making institutions for fiscal policy is often necessary as well.

**Trade Policy**

Reform of trade policy, which often also involves tax reform, has been most important in countries with very distorted trade regimes and a pressing need to increase exports, especially of manufactured goods. The response of countries to reforms of trade policy have varied greatly. Poorer and less diversified economies, which often face institutional weaknesses and major impediments to factor mobility, have usually responded slowly to changes in the real exchange rate and rationalization of the tariff structure. Low rates of implementation of trade policy reform have been associated with negative terms of trade shocks. Countries experiencing adverse terms of trade shocks have done poorly in implementing conditions involving reductions in tariffs and quantitative restrictions. Contingency financing and contingency macroeconomic policies to deal with external shocks should play a larger role in adjustment programs.

Trade policy reforms are especially important in the initial phase of adjustment. Usually these measures start with a reduction in or elimination of the quantitative restrictions on imports, then move on to a reduction in the dispersion of the tariffs and finally reduce the average level of the tariffs, with faster movement on those imports that do not compete with domestic production. Where tariffs were lowered first, as in Tunisia, it has been much harder to phase out the quantitative restrictions.

The majority of loans to all categories of countries have included conditions involving the reform of trade policy (table 5-2): these conditions were especially prevalent in the pre-1986 loans to the EIAL countries (tables 5-1 and 5-2). Recent loans to the EIAL countries have shown decreased emphasis on trade policy, presumably because those economies have already removed the largest distortions of trade.

Efforts to strengthen the institutional base for exports have often taken more time than originally estimated and, in some cases, have conflicted with other objectives of the adjustment program. For example, duty-drawback systems for exporters have been difficult to establish in countries with fiscal stringency and low institutional capacity, although the systems, if instituted, have usually resulted in enough trade growth in the long run to increase tax revenues. Vested interests, sometimes within the government, have often stymied efforts to reduce the protection for highly protected import-competing industries. For example, trade...
reform in Argentina has seldom dared attack the high-cost steel produced by a plant the armed forces own. In Colombia, vigorous opposition by the government agency holding shares in an automobile assembly firm and by the head of a trade regulatory agency with ties to the firm defeated a proposal to reduce the firm’s protection. The bureaucracy that administers trade restrictions may resist reform because it also derives rents and power (Hutcheson 1990). Nevertheless, in the countries with active trade reforms, about 85 percent of the trade policy conditions were implemented at least substantially (table 5–3).

Successful programs of trade reform have had to proceed rapidly enough to develop momentum and credibility without being so sudden as to provoke a political backlash or generate budget deficits or current account deficits that would have led to a reversal of the reform, as happened in many Latin American countries. Reducing protection according to a pre-announced, credible schedule can enhance the supply response and counter the pressure for ad hoc reinstatement of protection that arises when firms are exposed to import competition. The experience of many countries shows that credibility and sustainability are enhanced if trade liberalization begins with a bold move that signals the government’s seriousness. Often the most effective signal has been a dramatic institutional change, such as Turkey’s elimination of the quantitative restrictions, Venezuela’s elimination of the agency in charge of allocating foreign exchange, Korea’s move from positive to negative lists for import restrictions, and Chile’s elimination of quantitative restrictions and drastic reduction in the highest tariff rates. Although these measures may have had only a small direct impact initially, they made further liberalization more automatic. In contrast, programs that have been started with weak steps have seldom been sustained (Papageorgiou, Choksi and Michael 1990). Moreover, realizing the maximum gains in efficiency from trade liberalization has usually required complementary reforms in exchange rate, regulatory, public sector, labor market and financial sector policies.

Agricultural Policy

The large share of the agricultural sector in both gross domestic product (GDP) and employment, particularly in low-income countries, makes it an important target for efficiency-enhancing reforms. Attention to agriculture in the context of adjustment lending has, however, varied widely across countries. Agriculture reform was the dominant focus with the countries that started adjustment lending before 1986 but did not continue. Almost half of all the conditions in those loans concerned agriculture, and 9 out of 10 loan agreements had at least one agricultural condition (tables 5–1 and 5–2). These countries failed to continue with adjustment lending not because they tried to reform agriculture, but probably, as noted earlier, because they ignored the fiscal and macroeconomic framework. In the EIAL countries, adjustment never focused exclusively on agriculture, and the importance of agricultural conditions declined over the 1980s. Countries that started with adjustment lending in the latter 1980s did not pay much attention to agriculture, at least as reflected in loan conditionality. Attention to agriculture seems to have waned in the EIAL and OAL countries since 1986 (tables 5–1 and 5–2). Despite the frequent need for further agricultural reform, rarely have there been follow-up agricultural sector adjustment loans (AgSECALs). Only Brazil, Mexico, Morocco, Somalia, Sudan and Tunisia have prepared second AgSECALs. Perhaps the pressure from the interest groups involved or the duration and intensity of the effort have discouraged the Bank and borrower governments from preparing AgSECALs. (Table 5–7 shows the distribution of adjustment loans pertaining to agriculture.)

While reforms of trade, exchange rate, and pricing policies have always been crucial means for enhancing efficiency in agriculture, recent adjustment loans in a few countries (such as Kenya, Mexico, Morocco and Tunisia) have integrated agricultural reforms with related reforms of food policy, internal and external regulations, and management of public investment. In Kenya, adjustment lending has supported an ongoing effort to strengthen the institutional capacity of the Ministry of Agriculture through improved budgeting, computerization of project monitoring and the introduction of a system of timely reporting of expenditures. To make irrigation projects self-financing, reduce wastage of water and avoid subsidizing the rich, loans often include conditions calling for cost recovery. In middle-income countries, where the agriculture sector has close links to agroindustry, adjustment programs have needed to assure that the prices and marketing systems for processed agricultural products are adjusted in step with reform of the agriculture sector itself.

In some countries where public agencies have monopolized the trade in agricultural commodities and the distribution of inputs, Bank-supported programs have involved ma-

<table>
<thead>
<tr>
<th>Number of countries</th>
<th>OAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIAL (1980–85)</td>
<td></td>
</tr>
<tr>
<td>Early</td>
<td></td>
</tr>
<tr>
<td>Late (1985–89)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
| a. Agriculture adjustment loans include AgSECALs, fertilizer adjustment loans, rural sector adjustment loans, etc. They also include hybrid loans, where part of the financing is for general balance-of-payments support and part is for investment in the sector. Source: World Bank (1990, Annex Table 5–5).
major steps toward decontrol of the agricultural markets. Jamaica divested some major commodity marketing boards of all non-marketing functions and promoted marketing of export crops by the private sector. Côte d'Ivoire reorganized the sugar marketing board and liquidated many of its direct refining operations. Nigeria abolished most marketing boards. It has been politically difficult for countries to make these reforms, but they have tended to last. Where countries have not been able to dismantle agencies quickly under their adjustment programs, they have used other mechanisms. For example, the approach Mexico used to eliminate a major parastatal monopoly over food imports and link domestic agricultural prices to international prices involved reducing the distortions sequentially so as to avoid arbitrariness and increase the likelihood of sustained reform.

Public investment in agricultural infrastructure—mainly roads, irrigation and flood control—can be vital in the transition from structural adjustment to sustained long-term growth (Binswanger 1990). However, in almost all developing countries the rate of such investment dropped markedly in the 1980s, and the capital stock has deteriorated. To some extent this trend may have been a rational response to the declining world terms of trade for agriculture, but it was also the result of budget and capital constraints. Despite a need to invest in and maintain agricultural infrastructure, the number of AgSECAL hybrids in Africa declined to two in fiscal year 1990.

It has proven helpful for countries to develop institutions for project evaluation, and this needs remains to be done in many Sub-Saharan and other small low-income countries. To realize economies of scale, the small countries in a region may need to set up a regional institution, as they did in Central America.

Structural adjustment lending to support agricultural policy has often worked well in the past and will remain important, especially for low-income countries. There have also been some serious failures with AgSECALs. To avoid repeating the mistakes, adjustment programs need to assure that agricultural sector reforms have a supporting environment, with measures to minimize macroeconomic instability and distortions in the sectors purchasing agricultural output.

Countries have often undertaken structural adjustment because the inefficiency of previous strategies to promote industrialization—import substitution and state enterprises—contributed to low growth and an inability to accommodate external shocks. Switching to a more export-oriented, market-directed strategy for industrialization has been an important part of the structural adjustment programs in many countries, including Bangladesh, Ghana, Turkey, Mexico, Tunisia, Mauritius and the Philippines. The emphasis in the conditionality in loans involving the industrial sector has shifted from restructuring and incentives for direct investment toward pricing policy, entry barriers, the regulatory environment and technology policy. The scope of industrial sector loans has also been broadened to include the financial and general business environment, a reflection of an effort to increase the pace at which firms restructure and resume investment (see the appendix). In Africa, industry loans initially focused mostly on rehabilitating the export sectors and eliminating major price distortions through changes in the exchange rate and trade regimes. Some countries implemented these reforms quickly. Where the required institutions were weak, however, the economy’s response was often disappointingly slow.

Adjustment programs in recent years have paid more attention to increasing the competition in the domestic and export markets as a way to raise productivity and make firms more cost-competitive (see the appendix). Mexico, for example, has increased the range of competition and clarified its laws on foreign investment; however, deregulation of prices has progressed slowly. In most countries with small domestic markets, as in Africa, import competition and freer access to imported inputs have allowed market forces to encourage efficiency and growth in industries with a comparative advantage.

Some adjustment programs, especially some of those in Africa being supported by SALs, have addressed policy on industrial labor relations. Hungary’s Industry SECAL (1987) financed programs to retrain and redeploy laid-off workers and to improve unemployment compensation mechanisms. In other cases, particularly in Latin American countries but also in Tunisia and Bangladesh, the Bank has acquiesced in the desire of governments to avoid the politically sensitive issue of labor retrenchment.

Where entry regulations, investment and pricing controls cause major distortions, removing or reducing them should continue to be a high priority in adjustment lending. In other cases, the priority should go to reforming industrial and labor regulations.

Financial System

Successful structural adjustment requires a healthy financial system to help mobilize resources for investment in newly viable sectors. Usually, however, countries in need of adjustment have credit allocation systems that do not promote the profitability of the sector or address crippled financial institutions with many non-performing assets.

Financial sector adjustment is complex, and World Bank (and IMF) expertise potentially has a high pay-off in this area. Financial sector reform typically needs to ensure an orderly transition for banking systems burdened with non-performing loans (sometimes to public enterprises) and to rationalize and ultimately decontrol the rates for lending and
Deposits. When financial institutions need recapitalization, it is important that prudential regulation and supervision systems first be established.

Financial reform has become an increasingly important component of adjustment lending operations (see tables 5.1 and 5.2). SALs and a variety of SECALs have supported reforms in the financial sector, and some recent loans have supported adjustment that concentrated on the financial sector. Prior to fiscal year 1988, the Bank made only three FSALs, but in the next two fiscal years it made 10.

Conditions in SALs and non-financial SECALs related to financial sector reform usually touch only on the most obvious and easily corrected distortions—relaxation of the ceilings on interest rates and reduction of the reserve requirements. Lowering the quasi-fiscal deficit of the financial public sector and reducing the politically directed allocation of credit are often vital for fiscal stabilization and the initiation of structural reform. FSALs take a more comprehensive approach, including restructuring, strengthening of portfolios, regulation and supervision, and sometimes development of new instruments for the capital markets.

The closing or restructuring of major banks requires a pragmatic approach that recognizes the explicit and implicit need to guarantee deposits because of the way individual banks reflect the soundness of the whole financial system. When insolvent institutions are allowed to stay open as a result of government-guaranteed deposits, they have an incentive to roll bad loans over and to make risky new loans. In the process, they push interest rates up, a situation that affects other financial institutions and the whole economy. Consequently, the budgetary cost of restoring the banking system continues to grow over time, often very rapidly. The need for quick action must be balanced, however, against the risk of causing a financial panic by moving before the mechanisms are in place to back up fundamentally sound banks. By downsizing the ailing institutions in a series of steps, the government may be able to limit the cost of the transition and avoid the upheaval of bank failures.

Institutional reforms in the financial sector are essential in most adjusting countries. In Mexico, although the government retains the banks it nationalized in 1982, the 1989 FSAL eliminates the restrictions on entry into domestic banking and encourages competition in the financial sector. The 1989 FSAL in Kenya merges 10 weak finance companies into a single institution that may eventually be financially viable. Jamaica’s 1987 SAL and Kenya and Pakistan’s 1989 FSALs aim at developing the capital markets; the 1989 FSALs in Mexico and the Philippines address the need to restructure the development finance institutions (DFIs). The Philippine FSAL provided seed funding for the Development Bank of the Philippines to reduce retail lending and shift to wholesale long-term lending.

The Bank has felt a special responsibility for the fate of DFIs, since it often encouraged their establishment as a way of directing subsidized credit to protected sectors. These institutions often are not financially viable in a post-adjustment economy and need to be diversified or dissolved in an orderly fashion.

Although successful financial reform requires an appropriate macroeconomic policy framework, FSALs have generally had weaker macroeconomic conditionality than the SALs have had. In any event, if a country has major macroeconomic problems, it is better to address them first with a SAL or a SECAL whose conditionality focuses on the structural causes of the imbalances—public expenditure, taxation and public enterprises—in tandem with an IMF agreement. Of course, correcting very high negative real interest rates on loans and deposits is always useful. When the FSAL is initiated in the follow-up phase, it needs sufficient macroeconomic conditionality to insure the maintenance of an appropriate macroeconomic framework. Some countries have negotiated FSALs without an adequate macroeconomic program in place—for instance, Turkey and Argentina (as it happened, the loan to Argentina was never made effective, and the second tranche of Turkey’s FSAL II was delayed).

Financial reform is undermined when the government taxes financial intermediation with very high reserve requirements and other financially repressive measures. In Turkey, despite five SALs (several with financial sector conditionality) and two FSALs (the only country to get a second), fiscal and quasi-fiscal requirements in the financial system still force banks to charge borrowers a high spread over the deposit rate. Financial reform is even more difficult if large budget deficits and high real interest rates have bankrupted the borrowing firms and produced insolvency throughout the financial system. When controls on interest rates are lifted, they move toward market-clearing levels that are often substantially higher, particularly when depositors expect a high rate of inflation or large devaluations of the exchange rate. Higher real interest rates by themselves present budgetary problems for governments with high domestic debts, such as Zambia, Mexico and Turkey experienced in the mid-1980s and Argentina and Brazil recently. The recent Philippine FSAL explicitly recognized this problem by deferring a requirement to reduce the taxes on financial intermediaries until other tax revenue had reached an adequate level.

Designers of financial sector reform need to be careful about sequencing and coordinating with macroeconomic stabilization. Some reforms, particularly of interest rate and credit allocation, are crucial for restoring macroeconomic stability in the early phases. These reforms often do not entail any cost to the government and, in fact, save money. Restructuring of banks is usually appropriate later, is often very expensive and requires policies to assure the continuation of macroeconomic stability.
Public Enterprises

Public enterprise reform has been a component in more than a third of recent adjustment loans (table 5–2). Structural adjustment of public enterprises generally starts with an evaluation of the activities and firms that should remain in the public sector and those that can be handled as well or better by the private sector and thus should be transferred there. When circumstances warrant continued public ownership, the reform measures seek to improve both efficiency and profitability. Strengthening management and allowing competition from private domestic and foreign firms usually help raise efficiency. For instance, the 1989 Public Enterprise Reform Loan to Mexico supports measures to compel state-owned firms to operate in a more competitive environment. Turkey’s state-owned steel and textile firms faced increasing competition from the private sector during the 1980s. In some cases, however, state enterprises have reduced their losses by using their monopoly position to raise prices (e.g., electricity in Argentina).

State-owned enterprises are often inefficient. However, many firms that are not competitive internationally at an overvalued exchange rate do become competitive after a real devaluation. Because the output of state enterprises is usually the inputs for other firms, the prices of traded goods such as steel and textiles usually need to be adjusted to world levels (plus appropriate tariffs), and non-traded goods such as electricity need to be priced according to the marginal cost of efficient production. Where state-owned enterprises would lose money forever if their output were sold at world prices or the efficient marginal cost, there is a trade-off between getting the prices right and reducing the government’s budget deficit. It is sometimes necessary during a transitional period to allow state-owned enterprises to sell at prices above desired levels, although competing imports should be allowed.

In economies with overextended public sectors, privatization has been an important strategy, as in the recent loans to Chile, Costa Rica, Mexico, Morocco, Pakistan, Ghana, Kenya, Malawi and Tunisia. Privatization (at a fair price to the government) requires a credible and sustainable policy environment. This requirement is true whether the prospective buyers are domestic or foreign firms. It has proven wise to give a government that is committed to reform some flexibility in the timing and identification of which enterprises to privatize so that it can take full advantage of market conditions. When countries have strict deadlines and lists of firms to privatize, potential buyers may collude to offer low prices. Privatization, especially of large enterprises, is a complex undertaking that often requires technical assistance.

Success with privatization often requires the success of other adjustment policies in reviving or creating a healthy private sector with vigorous growth. Private sector strength was important, for instance, to the progress of privatization in Chile. Other countries, such as Ghana, have had difficulty dealing with financially ailing entities: shutdowns have meant increased unemployment and political opposition. Industries that have not been rehabilitated are not attractive to potential buyers, and underdeveloped domestic capital markets are frequently unable to provide funds for such enterprises. As a result, governments continue to run the enterprises at a loss.

Environmental adjustment of public enterprises must start with an evaluation of the activities and firms that should remain in the public sector and those that can be done as well or better by the private sector and should be transferred there. For those remaining in the public sector, reforms need to restructure the incentives of managers to encourage efficiency.

Environment

Even though most adjustment programs have not specifically addressed environmental issues until recently, on balance most appear more likely to have helped than to have hurt the environment. Simply overcoming an immediate macroeconomic crisis increases the government’s ability to plan ahead. Similarly, strengthening public sector finances and improving the efficiency and foresight of public sector institutions increase the likelihood of developing and implementing coherent environmental strategies. Without orderly adjustment, growing fiscal deficits, unsustainable external imbalances, mounting external debt, hyper-inflation and sharp declines in investment work their way through economic decline and increased poverty to shorten the planning horizon and worsen environmental degradation.

Many measures to reduce the distortion of prices for tradable goods relative to world prices probably have favorable effects on the environment. Raising the prices of gasoline, fertilizers, pesticides and other tradable inputs to world levels usually benefits the environment by reducing their use. Prices may be raised by reducing government subsidies or implementing a real devaluation. The change in relative prices also affects the composition of outputs, but here the impact of the changes on the environment is not obvious.

Adjustment lending in fiscal year 1989 revealed the potential for advancing toward environmental objectives, and recent adjustment programs have introduced regulations and incentives aimed specifically at protecting the environment. Of the 34 adjustment operations approved in fiscal year 1989, 7 contained conditions directly related to environmental management: 4 SALs (to the Gambia, Ghana, Guinea-Bissau and Laos), 2 AgSALs (to Pakistan and Burundi) and an energy sector loan (to Pakistan). These operations included the establishment of an environmental management system, elimination of subsidies for agricultural inputs that have an adverse effect on the environment, and introduction of incentives for conserving vulnerable natural resources.
The Ghana SAL in fiscal year 1989 supports a comprehensive environmental action plan for land management, control of soil degradation and erosion, development of water resources, conservation of forestry and wildlife, coastal zone management, control of mining and industrial pollution, and improved planning for human settlements. The Gambia SAL addresses some environmental issues, including salinity intrusions along the Gambia River, excessive exploitation of trees for fuelwood, overgrazing of pastures and inadequate groundwater management. The adjustment loans to Guinea-Bissau and Laos People’s Democratic Republic emphasize conservation of forest resources through measures such as royalty payments on logging. In Guinea-Bissau the loan supports a plan for the use and replenishment of forest resources.

The agriculture SECALs to Pakistan and Burundi aimed to strengthen soil management and conservation, rehabilitation and maintenance of drainage and irrigation systems, and integrated pest management to reduce the use of agrochemicals that have contaminated the groundwater. The energy SECAL in Pakistan supports a monitorable environmental action plan that includes standards to protect against air and water pollution and establishes guidelines to assess the environmental impact of energy-producing activities. Adjustment lending programs are thus increasingly recognizing the importance of maintaining a sustainable natural resource balance as well as a sustainable external resource balance.

The environment is a new area of concern for adjustment lending, but one that will surely expand in the near future. The Bank has thus far chosen to address environmental problems not with specialized loans but rather through components of other sectoral lending. This course seems to be the wisest one.

Timing and Conditionality

Structural adjustment has usually taken longer than originally anticipated and indeed has become an integral part of the development strategy for many countries. When countries face a complex agenda of reforms, it is important to sequence them properly. The stabilization phase of the adjustment may take a few years, and introduction of fiscal reform is a key component of the stabilization program. Experience indicates that the subsequent phases are most effective if initiated after the stabilization is substantially underway. Thus, a country generally needs a series of operations. The early operations usually focus on structural reforms to achieve a sustainable reduction of the fiscal deficit and a competitive real exchange rate. The next round of reforms aims at reducing the other distortions hindering the efficient allocation of resources—typically these distortions involve domestic prices, interest rates and the trade regime. The later stages of adjustment focus on building institutions, restoring investment and restructuring the financial system.

The reforms supported by a loan often require institutional development or other measures that take longer than the 6 to 18 months between the Board date and the scheduled release of the final tranche. When the disbursement schedule of a loan calls for the first tranche to be disbursed immediately and the second in six months, the conditions tied to release of the tranches can call for an action plan but sometimes cannot control whether it actually gets implemented. In countries with balance-of-payments problems that require structural reforms with long gestation periods—tax reform, financial and social sector reform and public enterprise restructuring and privatization—the Bank could usefully match the timing of its disbursements to the speed at which the reforms are introduced. Assurance of a continued flow of financial support increases the credibility and ultimate success of the reforms and brings the availability of financing more into line with the pace of implementing critical institutional reforms. Traditional quick-disbursing loans have been most appropriate for countries with balance-of-payments problems and major distortions that can be removed quickly, such as price subsidies, excessive government spending and import quotas.

Guided in part by experience, the Bank has changed the conditionality of adjustment lending, mainly by using conditions that are more specific to the achievement of each objective. This strategy makes sense because the rates of implementation are usually higher with more specific conditions. The average number of conditions in loan agreements has risen from about 10 before 1985 to 17 in recent years (based on table 5–8). The number of actions in the policy matrices of the President’s Reports has risen similarly, with the average in fiscal year 1989 reaching 56 for the EIFAL countries. Of the actions specified in fiscal years 1979–89, 18 percent pertained to actions initiated prior to appraisal, 34 percent were required by the loan agreement and 48 percent were listed only in the President’s Reports as actions to be taken within the timeframe of the program.

More than a quarter of all policy actions in the President’s Reports are precisely specified—usually with the targets quantified—whereas only one-tenth are both precise and in the loan agreement—an average of four per loan. IDA credits have about the same share of precise and legal conditions as IBRD loans (a tenth). With hybrid loans (hybrid means part of the financing is for general balance-of-payments support and part is for investment in the sector), on average half the actions in the President’s Report are conditions in the loan agreements, and a third of those are precise (16 percent of the total). In addition to specifying more precisely the actions agreed to by the borrower, typical conditions in more recent loans have been more explicit as to whether the action was a condition for release of a tranche.

Serious controversy has surrounded the issue of lending to support prior actions where many but not all of the struc-
Table 5-8. Types of Conditions, FY1979–89

<table>
<thead>
<tr>
<th>Loan types/country groups</th>
<th>Total number of conditions and other actions per loan</th>
<th>Average share of total conditions and other actions (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Loan agreement condition</td>
<td>Precise and legal conditions</td>
</tr>
<tr>
<td>All</td>
<td>42</td>
<td>34</td>
</tr>
<tr>
<td>HICs</td>
<td>39</td>
<td>36</td>
</tr>
<tr>
<td>SSA</td>
<td>44</td>
<td>36</td>
</tr>
<tr>
<td>SALs</td>
<td>50</td>
<td>24</td>
</tr>
<tr>
<td>SECALs</td>
<td>37</td>
<td>42</td>
</tr>
<tr>
<td>IDA credits</td>
<td>41</td>
<td>31</td>
</tr>
<tr>
<td>IBRD loans</td>
<td>43</td>
<td>37</td>
</tr>
<tr>
<td>Hybrid loans</td>
<td>46</td>
<td>49</td>
</tr>
<tr>
<td>EIAL countries</td>
<td>FY79–85</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>FY86–89</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>FY89</td>
<td>56</td>
</tr>
<tr>
<td>OAL countries</td>
<td>FY79–85</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>FY86–89</td>
<td>56</td>
</tr>
</tbody>
</table>

a. HIC = highly-indebted countries; SSA = Sub-Saharan Africa; SAL = structural adjustment loan; SECAL = sectoral adjustment loan; EIAL = early-intensive adjustment lending; and OAL = other adjustment lending.

b. The conditions in the loan agreements or other actions (including prior actions) called for in the President’s Reports.
c. All conditions listed only in the loan agreements (including dated and undated covenants).
d. Precisely specified actions or conditions are those that are specific and usually quantifiable.
e. Precisely specified and legal conditions are those that appear in the loan agreements and are specific in nature.
f. Prior actions are those that a country has undertaken prior to a loan’s negotiation, either on its own initiative or with support from an adjustment loan.
g. Actions listed only in the President’s Report (excluding prior actions), to be implemented during the lifetime of the loan.

Source: Based on an analysis of 183 SALs and SECALs to 61 developing countries. A total of 7,723 actions were considered in all, of which 2,592 were legal conditions.

Cultural reforms were initiated before loan appraisal and sustaining the reforms is the chief goal of the program. The evidence is that adjustment performance in the long run has been remarkable where the Bank has supported adjustment measures undertaken before the loan approval was complete. In Indonesia, for example, the government independently encouraged private sector development and foreign direct investment as part of its adjustment strategy. It has restored the rate of growth of non-oil output to more than 5 percent annually, inflation is under 10 percent, and the deficit in the current account of the balance of payments has been reduced to less than 3 percent of GDP. When adjustment lending for prior actions was not allowed, governments on occasion delayed reforms so that the Bank would give them credit for the actions. Adjustment lending for prior actions has thus proven effective when the timing of the loan has been consistent with the financing needs of adjustment and when certain other conditions have been met:

- The government has a strong track record of reform.
- The borrowing government is prepared to take the necessary actions but finds it politically difficult to appear to be acting on the basis of Bank dictates rather than its own initiative.

The prior actions are part of an ongoing reform.

Rates of implementation have depended significantly on whether a policy action was specific or qualitative and whether it was a condition in the loan agreement (table 5–4). As noted, however, the rates of implementation need to be interpreted with care. Conditions that are precise or in the loan agreement have higher-than-average rates of implementation, and conditions that are both precise and in the loan agreement have even higher average rates (71 percent fully implemented and 88 percent at least substantially for the whole of the 1980s). The high rates of implementation for precise and legally binding conditions imply that legal agreements on critical policy actions should be made as specific and detailed as possible. Greater detail may require a larger number of conditions. At the same time, general conditions that summarize the spirit of the adjustment effort are also important. The incentive of tranche releases obviously motivates policy adjustment. The perceived benefits of adjustment and
the desire to have ongoing adjustment lending also motivate reform. Measures written into the loan agreement as conditions are selected with the implicit recognition that they do not constitute the whole program—and with the intention of focusing on the actions most central to the program's success and most indicative of the government's commitment to reform. As mentioned, the five or six actions the Bank considered most critical to achieving the objectives of the program had implementation rates that averaged as high as those for all conditions in the loan agreements. In addition, countries carry out the majority of the actions in the President's Reports that are not in the loan agreements. After release of the final tranche, countries usually sustained or increased the rate of fulfillment (table 5-9). Of the conditions that were not met at all during the loan, over a fourth were substantially or completely implemented later. Reversals occurred on less than a tenth of the conditions met during the loan, suggesting that most governments believed ex post that their adjustment programs were beneficial.

**Political Economy of Adjustment**

RAL-1 and many other analyses have stressed the importance of a government's commitment to the success of adjustment programs. This commitment can be enhanced, sustained or undermined by the adjustment process itself. Although the Bank avoids interfering in politics, the cost of failure is too great for borrowing countries, as well as the Bank, to ignore the potential contribution of a better understanding of the political economy of adjustment. Further research in this area is needed.

Table 5-9. Implementation of Conditions Prior to and after Final Tranche Release, FY1979–89

(percentage of conditions)

<table>
<thead>
<tr>
<th></th>
<th>As of final tranche release</th>
<th>As of 1988–89 b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fully implemented</td>
<td>At least substantially implemented</td>
</tr>
<tr>
<td>I. Supply-side, growth-oriented policies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade</td>
<td>60</td>
<td>85</td>
</tr>
<tr>
<td>Sectoral</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>62</td>
<td>86</td>
</tr>
<tr>
<td>Energy</td>
<td>73</td>
<td>82</td>
</tr>
<tr>
<td>Agriculture</td>
<td>62</td>
<td>84</td>
</tr>
<tr>
<td>Financial</td>
<td>71</td>
<td>90</td>
</tr>
<tr>
<td>Rationalization of government finance and administration</td>
<td>62</td>
<td>79</td>
</tr>
<tr>
<td>Public enterprise reforms</td>
<td>63</td>
<td>88</td>
</tr>
<tr>
<td>II. Absorption reduction policies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiscal</td>
<td>74</td>
<td>85</td>
</tr>
<tr>
<td>III. Switching policies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exchange rate</td>
<td>68</td>
<td>89</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loan agreement conditions b</td>
<td>65</td>
<td>86</td>
</tr>
<tr>
<td>All conditions or actions</td>
<td>54</td>
<td>77</td>
</tr>
</tbody>
</table>

a. At least 18 months after final tranche release.

b. Based on conditions that appear only in the loan agreements. A total of 813 legal conditions could be considered.

Source: Based on an analysis of 57 SALs and SECALs to 23 developing countries. The same loans were graded on implementation at the final tranche release and in 1988 or 1989.
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to adopt a sufficiently comprehensive adjustment. In such cases—including Peru recently and Poland and Ghana earlier in the 1980s—the Bank wisely refused to make exceptions in the design of programs. As painful as they may be, crises can increase the likelihood of reform by raising the perception within and outside the government that policies must change, by weakening anti-reform interest groups and by increasing the willingness to rely on technocrats (the case in Bolivia, Mexico, Nigeria and Ghana and perhaps to occur in Argentina and Peru) (Grindle 1991; Callaghy 1990).

The timing of reform measures can affect the political and economic viability of a program. Where new economic teams or governments have come to power and the policies of the previous team or government have been discredited, there is more leeway to undertake reform measures—witness Mexico under Presidents Miguel de la Madrid and Carlos Salinas and the stabilization of Bolivia’s hyper-inflation under a new democratic government of President Victor Paz in 1985–86. Often the strongest political asset of new teams and governments is people’s dissatisfaction with previous policies and their willingness to try something fresh (the honeymoon effect), as exemplified in Poland and Argentina (in the first months of the Menem administration). This effect is temporary, however, so that the key political task is to produce economic results before the honeymoon is over. In such political conditions, reforms should be introduced as quickly as is economically and technically feasible. As the temporary dislocations associated with adjustment and the previous crisis decrease, improvements will be attributed to the initial reforms. Where a government moves quickly, it also reduces the opportunity for the opposition to coalesce and increases the credibility of the reform.

Although it has generally been counterproductive for governments to yield to the pressure of interest groups for gradualism, some measures require time, such as the development of institutions and human capital. The lack of administrative capacity also limits the number of fronts on which reform can go forward. The Bank has thus urged governments to group reforms into packages that not only have an economic and administrative coherence but that also will produce identifiable benefits that will generate public support for broader reform. In Mexico, sectoral reforms supported by agricultural and industrial SECALs assisted the government in this way.

Sometimes the benefits of early success with part of the program can undermine the commitment of the government and populace to press forward with a thorough structural adjustment. For example, the initial benefits of stabilization in Argentina in 1985–86 induced some complacency that contributed to the failure to tackle the underlying budget deficits, which in the end undermined the program. Despite the rapid growth of Turkey’s exports through the 1980s, it now faces problems with budget deficits and inflation. Grouping the reforms and publicizing the overall agenda from the beginning can help with this dilemma, because the areas needing future reform are better identified in the minds of the populace and policy-makers.

Most successful political strategies for sustaining adjustment have involved building coalitions of the beneficiaries of adjustment, for example, exporters in Korea, Thailand, Zimbabwe and Chile. That is, in developing a program it is important to identify the groups that will benefit from adjustment. It has sometimes been politically useful to establish economic organizations of the beneficiaries of the reform, such as the exporters’ associations in Korea and Chile, which also function as focal points for political support.

Although compensation to adversely affected groups usually requires taxing those who benefit from the reform, it has sometimes contributed to other valid objectives, such as targeting subsidies for the reduction of poverty. More serious opposition to reform, which needs to be defused, usually comes from the upper- and middle-income groups that were previously collecting high rents and that see themselves as permanent losers from the reform. Compensation measures such as severance pay (which requires workers to exit from adversely affected groups) and retraining subsidies (to prepare people to enter expanding sectors) have enhanced both economic efficiency and political viability. Recent programs in Bolivia, Hungary and Ghana have included such measures.

A technically well-designed program is a necessary but not sufficient condition for political sustainability. The government also needs to explain the program to the public. Particularly where new governments and economic teams have come to office, reforms should be introduced as quickly as is technically feasible—while public disillusionment with past policies is high and support for the new measures is strong. Adjustment programs should thus be designed and presented with an awareness of the importance for political sustainability of building a coalition of groups benefiting from and expanding as a result of the reform process. Protection of the poor also contributes to sustainability of reform and is an important objective in itself.

Conclusions

The experience of the World Bank in the 1980s has helped improve the design of adjustment programs, and countries have usually carried out the specific actions called for in their programs. Most of the conditions in the loan agreements in the sample analyzed were substantially or fully implemented, as originally written, by the time of release of the final tranche. The rates of implementation have improved over time and have been especially high since RAL-1 was written. Conditionality in the loan agreements is now specified more precisely, a measure that apparently has contributed to the rising rates of implementation. Many loans experienced delays in tranche release because of unforeseen
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delays in implementing the programs. If it becomes clear that the loan conditions as originally stated cannot be met satisfactorily, Bank management recommends either cancellation of the loan or modification of the conditionality in light of the new information, and it brings the matter to the Board.

In policy areas that called for the reallocation and investment of resources, successful programs were those that established predictable incentives, including macroeconomic stability. In fiscal year 1989, conditions related to macroeconomic policy became more prevalent in loan agreements, usually in the form of references to the program in the Letter of Development Policy. For countries with acute macroeconomic problems, adjustment lending was used to support the structural reforms that addressed the fundamental causes of the problems. Other countries needed to maintain a macroeconomic framework conducive to the success of the sectoral reforms supported by adjustment lending. To make sure the borrowers and the Bank have a common understanding of what a supportive macroeconomic framework means, the typical conditionality in loan documents now establishes specific values to be achieved with key indicators of macroeconomic stability.

As the Bank’s experience with adjustment lending evolved, the emphasis on reforming internal regulation, public enterprises and the financial sector increased. Reform of fiscal, trade, agricultural and industrial policies remained an important aspect of adjustment programs, although the emphasis on institutional development in these areas grew. Greater competition became a higher priority in industrial policy reform, despite the frequent opposition of interest groups. Financial sector reforms—including measures that can be implemented quickly, such as liberalizing interest rates, and longer term measures such as reorganizing the banking system—were important to restoring efficient investment and sustainable growth. Usually the quicker measures were appropriate at the beginning of adjustment; financial restructuring, on the other hand, rarely succeeded until the macroeconomic situation was stabilized. In countries where the public sector was overextended, adjustment programs involved restructuring that sector. Privatization was often the most appropriate way for the public sector to exit from activities that the private sector could do as well or better. At the same time, the public sector had to be strengthened in areas where it had a comparative advantage—such as providing infrastructure and educational services.

Although knowledge about the ideal sequencing of reforms is still imperfect, the Bank’s experience supports several generalizations. High rates of inflation or other manifestations of severe macroeconomic imbalances need to be addressed at the beginning of a program. Adjustment lending to support any other reforms is most likely to be effective after the structural reforms aimed at reducing the extreme macroeconomic imbalances are underway. Removal of the price distortions and the impediments to factor mobility should proceed at roughly the same pace as trade is liberalized, so that the reform can increase output rather than prompt speculation and unemployment. Institution-building and regulatory reform, along with the development of human capital, generally take much longer.

Adjustment lending traditionally has been fast-disbursing, but the slow pace of implementation and slow response to some types of reform indicate that a slower rate of disbursement might be better. Slower disbursing instruments are usually more appropriate for institutional reforms in the public finance and financial sectors, as well as in the social sector. In keeping with this point, hybrid loans are growing in importance, partly in recognition of the benefits gained by assuring that investment policy complements the reform. They are also useful when the recovery of investment is central to obtaining a supply response—and when the expansion of investment will cause a temporary problem with the current account if consumption cannot be reduced.

For governments to sustain their commitment to reform, which RAL-1 emphasized as a precondition for successful adjustment, they need to maintain political support for the program. The design and presentation of a program were important factors in enhancing political support. A major effort to convince the public of the program’s virtues usually had important benefits. To take advantage of public dissatisfaction with the pre-reform crisis and to demonstrate commitment, countries in a crisis had more success when starting reforms with a new team and when they moved as quickly as was technically feasible. Compensation measures for groups unfairly injured by adjustment helped reduce economic inequality and softened the political opposition, but they worked best when designed to move labor and capital into sectors that were expanding with adjustment.

Appendix. Design of Adjustment Lending for Industry

This appendix analyzes adjustment lending for the industrial sector, using the ALCID database as a point of departure. Key issues and trends have been identified through interviews with operational managers involved with industry, trade and finance (ITF) and investigated through a survey of industrial project officers throughout the Bank. Country information was also taken from case studies of industrial adjustment programs, especially those in Hungary, Mexico, the Philippines and Turkey.

Issues of Program Design

Distribution of conditionality. While industrial sector policies constituted a relatively consistent proportion (about 6 percent) of adjustment programs before and after 1984, the closely related category of trade policies fell sharply from 27
percent to 16 percent of total conditions, and financial sector reform rose by a corresponding amount, from 8 percent to 17 percent (Appendix table 5–1–1). Within the industrial sector, the emphasis on conditionality shifted from restructuring and investment incentives toward pricing policy, entry barriers, the regulatory environment and technology policy. This reflects an effort to move closer to the causes of the slow rate of restructuring and investment responses at the firm level.

Phasing of reforms. Some broad conclusions emerge about the phasing of policy reforms, based on a range of experience. Their applicability depends heavily on the situation in a particular country, especially the extent of past distortions.

- Export incentives should be improved (for example, through devaluation, retention of foreign exchange, and access to imported inputs) prior to general liberalization of imports so that revenues from exports begin rising before the pent-up demand for imports is released.
- Broad transitional protection that will be phased out according to a pre-announced, credible schedule can help counter pressures for ad hoc reinstatement of protection that arises when firms are exposed to import competition too quickly.

Appendix Table 5–1–1. Distribution of Industry, Trade and Finance (ITF) Conditions for Major Adjusting Countries, FY1980–84 and FY1985–89 (percent)

<table>
<thead>
<tr>
<th>Distribution</th>
<th>FY1980–84</th>
<th>FY1985–89</th>
<th>All loans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share in all conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade</td>
<td>27</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>Finance</td>
<td>8</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>Industry</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Total, ITF</td>
<td>41</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>Share in industrial sector condi</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pricing</td>
<td>15</td>
<td>28</td>
<td>24</td>
</tr>
<tr>
<td>Restructuring</td>
<td>36</td>
<td>13</td>
<td>19</td>
</tr>
<tr>
<td>Investment</td>
<td>20</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>Regulation</td>
<td>7</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>Planning</td>
<td>7</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Entry</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Technology</td>
<td>3</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Marketing</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Note: The table is based on data for 26 countries selected for special attention in the second report on adjustment lending (World Bank 1990). Source: World Bank IENI Adjustment Lending Conditionality and Implementation Database (ALCID).

- Financial sector reforms and credit availability should be considered early in adjustment programs. Potential exporters and high-growth industries cannot respond to improved incentives if past policy distortions have left them illiquid and credit for investments is unavailable.
- Early liberalization of domestic price ceilings is important so that viable firms can maintain their profitability in the face of cost increases resulting from devaluations and higher interest rates.

A typical pattern has been for industrial policy reforms to follow the earlier phases of stabilization and trade liberalization. In some cases, this sequence has not generated the expected supply response from industry because the earlier reforms weakened the profitability of industries without overcoming the financial, infrastructural and technical barriers that made it difficult for them to become more competitive. Incorporating conditionality to address constraints in the supply response is problematic because the time required to effect institutional changes often exceeds the duration of a single SECAL.

Macro and trade reforms. Bank staff view macro and trade policy reforms as likely to have a positive effect on industrial output and capacity utilization; most respondents see devaluation as positive. There is, however, some concern that stabilization policies and liberalization of competing imports can adversely affect industrial output and investment.

The 1982 IMF program in Hungary focused on reducing demand with minimum effect on consumption; it did not include devaluation, partly for fear that devaluation would generate inflation and be ineffective without a more market-based system. With no significant change in incentives and no supply-side measures, exports stagnated and foreign exchange shortages became critical, and the situation worsened for industry. Subsequent Bank lending supported a more comprehensive, systemic approach that included devaluation and incentives for greater competitiveness. Although consumption cuts held back industrial production because of weak demand in the domestic and ruble markets, in 1987–88 improved incentives eventually led to rapid growth of manufactured exports.

Devaluation has frequently stimulated a strong response from manufactured exports, even when some anti-export bias remains. Potential beneficiaries tend to be skeptical of export promotion schemes that depend on administrative actions, such as duty drawbacks and bonuses; such schemes can complement a more favorable exchange rate policy but cannot substitute for it. Tariff and tax reforms have reduced anti-export bias mainly by replacing quantitative restrictions with tariffs and, in some cases, lowering very high rates of effective protection for import substitutes (for example, Mexico and the Philippines).
Financial sector reforms. In many countries, the industrial sector is intimately intertwined with the banks. When industries run into financial difficulty (for example, because adjustment policies expose them to competition), banks extend additional credit to keep poorly performing loans afloat. Such situations threaten the financial soundness of the banking system and channel financial resources to the least efficient firms.

Recently, Bank staff have recognized the importance of restructuring a poorly performing financial sector before pumping more money into it for industrial recovery. Previously, financial reform in structural adjustment programs focused almost exclusively on achieving positive real interest rates. Where the rates of inflation were high, this focus sometimes aggravated the difficulty firms had in meeting their debt payments and discouraged borrowing for new investment (a situation that made banks all the more likely to favor quick-return commercial lending).

Toward more comprehensive approaches. Bank staff appear to be taking a more comprehensive approach to the programming of structural adjustment, covering an increasingly wide range of policy areas. The biggest increases in emphasis have been in areas that support a supply-side response: financial restructuring; regulatory policies; the business environment; and institutional strengthening.

Post-1986 Hungary provides one example of a comprehensive program design, as opposed to a sequenced approach. Hungary has introduced parallel measures in 11 policy areas aimed at stimulating competitiveness, greater mobility of resources and enterprise autonomy. It is paying particular attention to the financial system, infrastructure, technology updating and subsector restructuring. Progress in each area is reviewed as a basis for adjusting the program and moving on to the next steps. Nevertheless, structural changes in industry have taken a long time, despite the well-thought-out program and a high degree of government commitment.

The Bank still has work to do in developing practical, sound programs to support a supply response. The strengths of the Bank’s economists are more on the demand side and the analysis of macroeconomic variables. The tendency on the supply side is to concentrate on activities that can readily be stated as loan conditions, such as revising the investment code, rather than on less clearly defined problems, such as the business environment. Better conceptual frameworks are needed to guide project designers toward the most effective types of reforms.

The area in which the most progress has been made toward a more satisfactory conceptual framework is policies related to competition. Early adjustment programs emphasized import liberalization and reduced tariff protection to force industries to become efficient, based on a trade-oriented analytical framework that revealed high effective protection as a cause of inefficient industrial investment. In recent years, a broader perspective incorporating industrial organization theory has supported greater emphasis on competition in domestic and export markets as alternative ways of inducing firms to raise productivity and become more cost-competitive. In Mexico, for example, increasing the range of competition has been a theme of the Bank’s program since 1987. In most African countries, however, import competition remains the most effective form of competition for industries with economies of scale because the domestic markets are small and exports account for a minuscule share of manufactured output.

The area most consistently ignored is labor policy. Perhaps partly for lack of the necessary expertise to carry out an effective dialogue, the Bank has often acquiesced in governments’ consistent desire to avoid the politically sensitive issue of labor retrenchment (for example, Mexico). One exception is Ghana, which has carried out substantial layoffs to reduce the government budget and improve the cost performance of state enterprises. In some countries, high wage bills have been watered down in real terms by devaluations substantially in excess of wage increases.

The Bank’s knowledge of political economy issues has been particularly weak, sometimes resulting in a structural adjustment program whose design is politically unacceptable or excessively risky. In the industrial sector, knowledge of the power structure and lobby groups is needed so that measures can be incorporated to deal with the inevitable pressures to restore protection. If the Bank is to help governments design more robust adjustment programs, consideration should perhaps be given to including analysis of political factors and vested interests.

Bank-Fund coordination. The design of IMF programs addresses fundamental macroeconomic imbalances, but usually without in-depth analysis of the intersectoral implications of macroeconomic reforms. Programs have succeeded best where the Bank and Fund have worked together to design a coordinated, comprehensive program. In Mexico, the Fund has done most of the macroeconomic work (since there has been no SAL), while the Bank has concentrated on careful preparation of SECALs, which have generally followed approval of Fund programs. Recent efforts in the Philippines have involved much closer coordination than before, with cross-participation in the preparation of programs (such as financial sector reform). Bank-Fund cooperation has been good in Tanzania, less so in Madagascar.

Economic and sector work (ESW). Bank staff view good ESW as essential to obtaining the in-depth understanding necessary for good project design and to stimulate dialogue with country officials, despite concern about the timeliness of the ESW and its operational relevance in individual cases. A majority of Bank staff surveyed see general sector reviews, analysis of the structure of protection, and action-
oriented study of the regulatory system as "very important."

Mexico is a case where extensive sector work has supported an effective dialogue with the government and aided in the design of specific program components. Sector work has expanded to cover regulatory policies, tax reform, infrastructural requirements, development of energy, and environmental issues. In the Philippines, the 1979 crisis stimulated Bank-government collaboration on ESW to review economic and industrial policies. The resulting government program provided a basis for the SALs. The adjustment program in turn generated more action-oriented sector work aimed at understanding supply-side constraints. Particular emphasis was placed on subsector studies to prepare for SECALs.

Lack of budgetary resources and sufficient well-qualified staff were cited as important constraints on the Bank's ability to carry out effective ESW. The quality of staff evidently varies widely among divisions. There was a relatively high proportion of responses at both the extremes of "very important" and "very unimportant" as a constraint. The quality of staff depends in large part on the number of people with hands-on country experience with reform programs.

Implementation

Industrial policy conditions have proven difficult to implement fully and to sustain over time. Only 47 percent of industry sector conditions were fully implemented during the loan period, rising only to 49 percent as of post-loan monitoring. In contrast, the overall average was 54 percent and rose to 61 percent (Appendix table 5–1–2). However, 79 percent achieved at least substantial implementation during the loan period, close to the overall average. There is some indication this situation has improved: the gap between "full" and "full/substantial" implementation for industry was narrower in the post-1984 sample than it was before. The reason may be that expectations and conditionality have become more realistic.

Government commitment. Implementation problems are most likely to arise when government officials have had minimal direct involvement in preparing the program and agree to conditions mainly because they need the financing. Côte d'Ivoire is one case where the preparation work was hasty and government commitment to implementation of a complex program weak. In Zambia the Bank (and Fund) dealt mainly with those leaders who favored a structural adjustment program; they made insufficient effort to understand and anticipate the political forces working against it. In Africa the Bank's role in pushing painful measures tends to be viewed suspiciously, and success in achieving effective implementation depends heavily on whether the govern-

<table>
<thead>
<tr>
<th>Degree of implementation by policy area</th>
<th>During loan period</th>
<th>FY1980</th>
<th>After FY1984</th>
<th>All As of latest loans monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully implemented</td>
<td>Industry</td>
<td>50</td>
<td>57</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>Trade</td>
<td>44</td>
<td>62</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Finance</td>
<td>56</td>
<td>61</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>All policies</td>
<td>49</td>
<td>62</td>
<td>54</td>
</tr>
<tr>
<td>Fully or substantially implemented</td>
<td>Industry</td>
<td>84</td>
<td>80</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>Trade</td>
<td>66</td>
<td>84</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>Finance</td>
<td>81</td>
<td>86</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>All policies</td>
<td>69</td>
<td>83</td>
<td>77</td>
</tr>
</tbody>
</table>

Source: World Bank IENIN Adjustment Lending Conditionality and Implementation Database (ALCID).

Good program design does not necessarily ensure effective implementation because there are too many ways to negate the effects of measures required as part of loan conditionality. Some countries agree on paper to reforms they have little intention of actually implementing, knowing the Bank is unlikely to stop disbursement. Bank staff unanimously recognize the importance of building government commitment during loan preparation and indicate that more attention is now being paid to this point than in the past. Nevertheless, formal assessment of the degree of government commitment to and involvement in an adjustment program occurs only indirectly in the context of appraising implementation capacity and risks. More explicit attention to this important determinant of program success might lead to the development of better indicators of commitment, a wider dialogue that includes those who might oppose the program, and the establishment of criteria for unacceptable political risks.

There are some good examples of structural adjustment programs that have been well and flexibly implemented because governments initiated them and the government and the Bank cooperated in designing them. In Mexico and Hungary, the governments saw industry as a potential engine of growth and were receptive to Bank partnership in developing an appropriate strategy, with different ministries and agencies involved in the design of a coherent program. In these cases the Bank has been viewed more as a partner in developing adjustment programs than as an outside agent imposing reforms.

Implementation capacity and problems. While most Bank staff surveyed believe that government commitment to struc-
tural adjustment programs is “very strong” in the countries they work with, few rank the government’s ability to implement the program similarly. There is some concern that pressures to prepare loans quickly may lead to a glossing over of the weaknesses in implementation capacity or their being addressed through technical assistance programs that are unlikely to be completed in time to remedy the problems.

Studies may be a way either to delay implementation or to make it more effective. They are a convenient means for a government to request more information before coming to a decision it wishes to avoid, and for Bank staff to make some apparent progress in an area where the government is not ready to act. On the other hand, Bank staff sometimes put in measures with little understanding of the extent of preparation involved. For example, tariff reform often involves changing nomenclature, drafting and passing legislation, publishing new regulations and training customs officers—all of which may take much longer than estimated.

**Impact**

The objective of industrial adjustment is to achieve a more efficient structure of production. Although the initial impact of stabilization, trade liberalization and domestic deregulation measures on existing industries is often negative, those with the following characteristics are expected to benefit over the longer term: export potential; intensive use of locally available inputs (including labor); competitiveness, that is, a policy of minimizing costs and marketing; and optimum scale that is small, to the extent that previous policies restricted the access of firms to resources and markets and that new policies favor growth of agricultural income.

Analysis of aggregate data in connection with the first Report on Adjustment Lending (World Bank 1988) suggests that industry generally recovered relatively rapidly in the first three years of most structural adjustment programs because the additional resources relieved the constraint on imported inputs. This result says little, however, about whether adjustment policies actually induced structural change within the industrial sector. In the absence of consistent cross-country structural data, analysis of industrial adjustment must rely heavily on country case studies. In each country it is especially important to identify the institutional and infrastructural constraints that affect the speed with which resources shift from declining to more efficient industries.

**Impact on output, exports and employment.** Adjustment lending has generally been successful in helping industrial production and capacity utilization recover from the period of crisis immediately preceding structural adjustment, although this point is not true for all countries or for Africa as a whole. In many countries, industrial output had declined faster than GDP in the crisis period preceding adjustment, and it is not surprising that it tended to exceed GDP growth in the recovery period. Growth rates in that period (data are available for 1984–86) do not, however, show a clear pattern relative to the period prior to the crisis (1978–81).

Some African countries also showed a turnaround in industrial growth, especially in manufactured exports, in the three years following adoption of an adjustment program. Much of the increase in exports represented the recovery of former markets (such as cocoa products from Côte d’Ivoire and Nigeria to Europe). In some cases it represented an advantage vis-à-vis neighboring countries gained through devaluation (for example, textiles from Ghana and Nigeria to neighbors in the CFA franc zone).

The figures on low industrial capacity utilization typically found prior to adjustment reflect the reduced foreign exchange for imported inputs. The increase in utilization and output is attributable in large part to the combination of more funding and liberalized access to foreign exchange under adjustment lending. In Zambia, liberalization of the allocation of foreign exchange enabled the private sector to expand rapidly by removing the public sector’s privileged status. While capacity utilization rose from 38 percent to 54 percent in the private sector, it fell from 56 percent to 25 percent in five of the least efficient public enterprises. However, direct allocation of imports was subsequently restored when the adjustment program faltered.

The short-term impact has not always been positive. In the Philippines, manufacturing output growth fell by 23 percent from 1984 to 1986, having averaged 6 percent a year over 1972–82. With a continuing economic crisis and weak demand under the stabilization policies, the growth in manufacturing output did not recover until 1987. In Hungary, weak demand and competition from imports caused manufacturing value added to fall by 2 percent in 1988, after rising by 4 percent in 1987.

The evidence is not clear on whether industrial growth fares better over time following the policy reforms of an adjustment program as compared with the pre-crisis period. One positive example is Turkey, where manufacturing exports grew at 41 percent a year over 1980–85, increasing from 6 percent to 15 percent of GNP and from 34 percent to 75 percent of total export earnings. This phenomenal export response enabled manufacturing (at 8 percent a year) to lead GNP growth (4 percent).

Industrial employment has universally shown negligible growth during the recovery period. Given that most countries had prevented firms from laying off workers when utilization was down, most of the short-term growth has come from increased capacity utilization. In some cases (especially in Africa), lay-offs to reduce excessive costs in overstuffed state enterprises have tended to offset employment gains in the private sector.

Employment growth has been slow partly because industrial investment has been slow to recover. Gains in em-
ployment therefore will have to come mainly through structural shifts from more capital-intensive activities to more labor-intensive (often small-scale) ones. In Nigeria, the small-scale sector has been a source of employment recovery because it was able to shed labor when output declined.

**Structural changes.** Changes in the structure and efficiency of production within industry provide the most meaningful measure of whether industrial adjustment has occurred. Unfortunately, the evidence remains extremely sketchy and anecdotal, even at the level of country case studies. Manufactured exports show a consistently high supply response. Devaluation and trade liberalization, sometimes combined with reduced domestic absorption, have clearly shifted industrial production toward export markets. In both Nigeria and the Philippines, the tire industry responded to reduced protection and demand by restructuring production and seeking export markets, which had become more profitable through devaluation.

**Investment.** No systematic data exist for industrial investment. Anecdotal evidence suggests, however, that investment in industry has been very slow to respond under adjustment programs. A common explanation is that monetary policy has restricted the general availability of credit and that banks prefer to allocate scarce credit to short-term commercial borrowers. In some countries, the weakness of financial intermediation is a problem.

Evidence from Africa indicates that overall investment continued to decline during 1985–87, although at a much slower rate than that during 1982–84 in those countries with strong reform programs (World Bank and United Nations Development Programme 1989, p. 30). In some countries this decline was partly caused by persistent adverse external price movements. Investment grew slowly in the strongly adjusting countries that suffered no external shocks after initiating their reform programs.

**Lessons from the 1980s**

During the eighties, the pendulum in ITF lending swung sharply toward policy reform—with import liberalization a major focus of adjustment operations during the first half of the decade. At the same time, resources continued to move through distressed financial intermediaries and into loans with a narrow focus on physical rehabilitation and public enterprise reform. More recent policy operations have reflected a slightly better balance in the reforms over the three dimensions of competition policy: import protection; domestic regulation and incentives; and export rivalry—all in the context of macro policy measures. Country strategies are beginning to reflect the need to combine: (1) policy reforms to increase competition; (2) structural change in financial institutions and industrial enterprises; and (3) building technological and marketing capabilities and linkages—with a focus on strategies for industrial competitiveness.

Further improvements are needed in developing the combinations of policy and institutional reform measures that are important to achieving a flexible and competitive industrial base. Weaknesses still exist in designing the appropriate mix and phasing of reforms for the least developed countries, for centrally planned economies, for heavily indebted middle-income countries, and for next-in-line newly industrializing countries.

Experience demonstrates that Bank analysis and money cannot substitute for commitment and competence by government and institutional leaders. The most successful Bank-supported operations involve real partnerships, where the Bank’s analysis and funds are used to achieve the government’s policy, institutional and investment priorities. The failures have occurred when the Bank has tried to substitute optimism for the missing competence and commitment of its clients. It is clear that: (1) policy reform programs agreed to only on paper are easily avoided or reversed; (2) marginal policy or institutional changes combined with studies and technical assistance can be counterproductive if they substitute for fundamental changes, while increasing government debt; and (3) cases of bad banks becoming good ones are rare—particularly if they continue to receive funding.

The Bank needs to improve its analysis and operations by including an explicit recognition of politics and vested interests. Restructuring public enterprises, selecting the best financial intermediaries, and reforming trade and industrial policies involve relatively straightforward technical issues. What makes or breaks programs, however, is the decisiveness of governments—and their ability to build consensus and implement agreed-upon actions. The timing of policy-based operations needs to be sensitive to political cycles. Sector work, project preparation, Economic Development Institute seminars and technical assistance can be used to identify the real change agents, to build forums for private sector involvement in policy change, and to select the most strategic areas for influencing change.

**Notes**

1. On the economics of structural adjustment see Corbo and de Melo (1987); Fischer (1986); and chapter 2, “Adjustment Programs and Bank Support: Rationale and Main Results,” by Vittorio Corbo and Stanley Fischer in this volume.

2. The first Report on Adjustment Lending (RAL-1) was based on an examination of 51 adjustment loans to 15 countries (World Bank 1988). The present chapter relies on a database on conditionality and implementation developed by the Industry Development Division with support from the Macroeconomic Adjustment and Growth Division. In the case of conditionality, the database contains information from 184 loans to 61 countries that were coded for the conditions specified in both the loan agreements and President’s Reports. In the case of implementation, a
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...subset of 97 loans to 32 countries was also coded. Release of the final tranche of all these loans had taken place by the summer of 1989.

3. There was insufficient time to code all the loans for analysis, and the sample was therefore limited to loans to countries that had received at least three adjustment loans as of the end of fiscal year 1989.

4. The underlying data on implementation are drawn from the database coded by the Industry Development Division (IENIN), with support from the Macroeconomic and Growth Division (CECMG). Of the 184 loans in the sample, only 97 had been in place long enough to have any information on implementation. The sources of information on implementation were mainly reports on supervision, documentation on tranche releases, and, where available, Project Completion Reports (PCRs) and Program Performance Audit Reports. Although those managing and supervising the loans may well have had incentives to give adjusting countries the benefit of the doubt, the coders did not try to correct for this possible bias or make independent assessments. The fulfillment rate for quantified or otherwise unambiguous conditions was higher than that for more impressionistic conditions, where commitment missions had greater latitude for judgment. This finding suggests that the evaluations were not excessively biased on average. The rates of implementation shown in table 5-3 are about the same as those in the RAL-1.

5. While full implementation is a desirable objective at the time the loan is initiated, it may not remain desirable. Both economic and political circumstances can change unexpectedly and necessitate a shift in policy instruments.

6. Data that could be used to compare the total external shock with degree of implementation were available for 73 SALs and SECALs for a two-year period, beginning with the year of effectiveness (with shock measured as Vittorio Corbo and Patricio Rojas do in chapter 3, “World Bank-Supported Adjustment Programs: Country Performance and Effectiveness,” this volume). Countries whose negative terms of trade and interest rate shocks exceeded 5 percent of GDP per year implemented only 74 percent of the conditions at least substantially, while in those with positive shocks that exceeded 5 percent of GDP the rate of implementation averaged 89 percent. Where there was little or no improvement in external conditions, implementation averaged 83 percent.

7. This increase took place even though the EIAL countries that did little or no borrowing after 1985 had above average implementation rates before 1986.

8. True for Burkina Faso, Guinea-Bissau, Guyana, Panama, Sierra Leone, Sudan, Uruguay, Yugoslavia and Zimbabwe.

9. For an elaboration of these issues, see the background paper by Jaspersen and Shariff (1990).

10. RAL-1 recommended as a precondition that “...there should be an understanding with the government on its overall structural adjustment program. This understanding would cover the short-term stabilization and longer-term development objectives, the macro and the micro policies, and the needed institutional changes.” (World Bank 1988, p. 11.)

11. The share with IMF programs at the date of effectiveness rose to 87 percent for SALs and 66 percent for SECALs.

12. For instance, second tranches of seven SECALs and one SAL were released to seven countries even though the rate of inflation was over 100 percent annually during the first four quarters after effectiveness—Argentina (Export Development Adjustment Loan, fiscal year 1987, Agriculture SECAL, fiscal year 1984, Agriculture SECAL, fiscal year 1986), Mexico (Trade SECAL, fiscal year 1987), Turkey (SAL, fiscal year 1980), and Uganda (Economic Recovery, fiscal year 1988). In the Argentine and Brazilian cases, as well as in several cases where the rate of inflation was 50-100 percent, the macroeconomic program went seriously off track in the medium term.

13. These measures do not even include fiscal measures aimed mainly at reducing the deficit.

14. Conditions aimed at rationalization were present in a larger share of loans than were conditions for reducing the deficit (table 5-2), although there were a larger number of individual conditions aimed at deficit reduction (table 5-1).

15. It may be more efficient to contract actual construction and maintenance out to the private sector.

16. The IMF’s advice and technical assistance in the area of tax reform have often been an important input into programs supported by adjustment lending (World Bank 1991).

17. The terms of trade shock is calculated as the annual percentage change in the terms of trade, averaged over a two-year period beginning with the year of effectiveness. The terms of trade is calculated as the ratio of the average export and import indices. Countries experiencing negative terms of trade shocks (more than a 10 percent decline in the terms of trade) implemented less than half (48.9 percent) of the conditions fully. (The 57 SALs and SECALs for which data were available were divided into three groups based on whether they experienced negative, positive or roughly zero terms of trade shocks.)

18. See also Thomas, Matin and Nash (1990).

19. Analysis of a smaller number of loans for RAL-1 did not reveal this pattern.

20. The designation of a condition as critical was made by the coders for the IENIN Adjustment Lending Conditionality and Implementation Database (ALCID). Most but not all of the conditions coded as critical were in the loan agreements. Critical conditions may include measures such as changes in tariff rates and increases in taxes but not usually the preparation of studies.

21. Actions that are described as required in the President’s Report but that do not appear in the loan agreement are effectively conditions for negotiation or Board presentation. Not surprisingly, their implementation rates are high: 71 percent of these conditions were fully implemented and 89 percent were at least substantially implemented.

22. Front-loading of conditions (requiring most of the policy actions before the money is even disbursed), as was done in one-tranche operations, can help with this problem, but only when it is technically feasible to implement the reforms quickly and when the fait accompli of reform results in political acceptance and ultimately support.

23. This appendix was written by William F. Steel, Deborah Bateman and John Wayem.

24. The ALCID database, maintained by the Industry Development Division, includes approximately 9,400 conditions contained in 212 official adjustment loans approved from FY1980 through FY1990.
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Comments

Arnold C. Harberger

John Williamson is fond of talking about the Washington consensus; I like to think of it as an emerging professional consensus. Take a meeting such as this one and think about how divergent the views were on the same subject in, for example, 1972. By comparison, it is absolutely incredible to see how far we have moved, how high a level of professional consensus we have reached on most of these matters. I agree so much with the spirit in which this paper was written—it is precisely the spirit in which I would have written it—that I find it very hard to complain about anything. I would like to emphasize and applaud the attitude the authors have taken toward inflation. We have got to get away from thinking that the cost of inflation is some triangle under the demand curve for money. Instead we must recognize (and proclaim) that the fog of relative prices, into which inflation inevitably puts us, is the principal source of the ultimate costs of inflation. I am happy to see that the authors emphasize this view.

Another thing I very much like is the emphasis on taking advantage of crises. That strategy, I believe, is one of the true secrets of great finance ministers, great cabinet secretaries, great statesmen. The idea of taking advantage of crises is closely related to the old debate concerning a big push versus gradualism. What I want to emphasize here is that a big push does not occur as a result of coming out and proclaiming in advance that “we’re going to have one.”

Most of the time a true big push will emerge in the wake of a major crisis. The important message is that governments have to be ready to take advantage of the crisis when it happens. In doing so they should recognize in advance that, precisely because of the crisis atmosphere, their actions will be limited in number and will have to be taken quickly. In a crisis atmosphere it is possible to do more than normally, but there are still limits. The true lesson is the need to move with all deliberate speed. That is to say, try to do the best all the time—when there is a crisis and when there is no crisis. However, a crisis offers more scope, permits more to be accomplished. Governments should thus be prepared to move rapidly to take advantage of a crisis, then and there. Put another way, policy should be constrained by true, not imagined, constraints. Governments need to be pushing at the real boundaries, not the ones that seem to be there.

Having applauded the paper in all sorts of dimensions, I turn to some comments on the general topic. For a long time I have characterized as utter nonsense the idea of the Bank being basically a lending institution. Anybody who thinks the Bank is really a lending institution had better go home and start thinking afresh. I calculate that if the entire gross lending of the Bank in one year had been given to India as a permanent addition to its capital stock, not as a loan, and if
India had invested it at a real rate of return of 20 percent, the funding would have added one point to India's growth rate for one year. That scenario involves giving away the whole budget of the Bank, with nothing ever coming back. Obviously, that sort of activity cannot be the mission of the hundreds of professionals who work at the Bank.

The Bank must recognize that ultimately its role is that of a teaching institution. It teaches developing countries lessons they have to learn about economic policy. In part it does so by training young people from developing countries in the Young Professionals Program. In part it does so through what people from developing countries learn when they occupy staff jobs. In part it does so through Bank missions going to developing countries and working with the ministers and their staffs and cadres. All of that work is extremely important.

In addition, there are new lessons coming out of the story—lessons that have particular meaning for adjustment lending and in general for what we used to call program lending. Back in the early days of the Bank, the concentration was on projects, with the insistence that they be very solid. When the Bank made an electric power loan, it would impose conditions on the structure of electricity rates as a quid pro quo for the loan. The country would borrow a hundred million dollars, and if it did everything right, it would receive a sort of steady flow of 20 percent per year coming back. This flow of cash would be more than sufficient to pay the debt service on the loan, so that the country could pay, say, 14 percent per year in interest and amortization and still end up with 6 percent of its own as a kind of profit from the overall operations of borrowing plus executing the project. That early Bank strategy was fine, especially so with respect to such things as electricity loans, because power projects bring benefits in the form of money. For electric power projects and other traditional types of Bank lending, the cash flow reflecting part of the project benefits came through to the relevant entity (i.e., the electricity company), which then paid the bill to the Bank. Now, the problem with a SAL or SECAL is that, for 100 million dollars, if it ends up producing an overall benefit of 20 percent per year of the investment, that benefit tends to be proliferated throughout the economy. It does not flow directly into the treasury. If it produces no more than a 20 percent rate of return in overall social benefits, it is unlikely the endogenous taxes that are generated will turn out to be greater than, say, 4 or 5 million dollars. However, the payments on the Bank loan might be 14 million. Thus, the country may have a SAL yielding 20 percent, but it still has to go out and impose new taxes on a lot of innocent people in order to collect 9 or 10 million dollars—the extra revenue it needs to pay its bill to the World Bank.

Now that is a problem. It forces us to think in terms of different scenarios. My scenario of a good SAL or SECAL is that a country borrows 100 million dollars, which is then applied so productively that it truly produces a social benefit of 60 million per year. That marginal productivity is tremendous for a loan. However, I feel sure those who argue for SALs and SECALs as triggers for major policy reforms definitely have in mind "marginal productivity" at least this high. In that case, the endogenous taxes might be 15 or 16 million, out of which the debt service of 14 million (in our example) can readily be paid.

A great and extremely useful task for the future with respect to both SALs and SECALs is for people to generate simulations in advance, in which they try to anticipate the results of each loan in terms of greater economic growth, sector growth, income growth, tax growth, etc. In making such a simulation, people should explicitly project the sources of the tax revenue with which they are going to pay the interest and amortization on the loan. That is, they should try to specify in advance where the money is coming from to pay the debt service on the loan. The key first question is whether the benefits that accrue directly to the treasury are big enough to pay the full debt service. If so, the loan is self-standing; it needs no outside support. However, if the benefits are widely distributed among the people, while the treasury only takes in a small increment of revenue, then new taxes are going to have to be levied on somebody to pay the debt service of this loan. In such a case attention should be paid to this problem in advance. Ideally, the new taxes, when necessary, should apply to the groups in society that mainly benefit from the SAL or SECAL loan. If not, innocent bystanders will end up having to pay the freight.

Right now, in the aftermath of the savings and loan crisis in the United States and of similar financial debacles in other parts of the world, the poor taxpayers are being asked almost everywhere to ante up to pay off depositors and other creditors of failed institutions. It may be true, at least in some cases, that the projects that some of these failed entities financed may have paid off in some broad social sense, but the idea of having to go to an innocent taxpaying public to get the money to pay the freight is something we should avoid.

SALs and SECALs must have a high level of productivity to be truly justified. Their rate of return in terms of added growth and added GDP should be high enough to generate for the treasury sufficient extra tax money to pay the bill. When that condition does not pertain, the recommendation is that the beneficiaries of these programs be identified and new and special taxes introduced to collect the money from them.
Gerlad K. Helleiner

The main subject matter of this paper is much narrower than its title leads one to expect. Rather than design and implementation, its contribution lies in the original data it presents on the range of topics covered in the conditioning of World Bank adjustment lending and the degree of borrower compliance with these conditions. As the authors say, these data are themselves of questionable quality; assessments of compliance with Bank conditions are inevitably subjective and probably biased upward. More important, the data tell us nothing about what policies worked. In place of such analyses the authors offer a variety of *obiter dicta* and anecdotes, drawing heavily upon other World Bank studies (including some of those in this volume), all of which are consistent with the "priors" we have come to expect from the Bank's analysts.

Although the primary data source would probably have permitted it, there are no data presented on such crucial design issues as the pace of policy changes, their packaging, sequencing, timing or sustained nature, or the relationship between such characteristics and compliance or "successful" adjustment. Nor can we discern from the paper's data any idea as to the depth of the policy changes grouped under its categories, although it clearly varied a lot and must have influenced "success." "Success" in this paper's account is purely the rate of implementation, that is, the degree to which the borrowers did what they said they were going to do. By and large, according to the data, most borrowers fulfilled their obligations in most policy areas.

The paper does not include comprehensive data on the frequency of loan cancellations, changes in conditions during the course of the loan agreement or failures to disburse the second tranche of an adjustment loan. The implication is that such events were rare—largely because compliance was so frequently judged to be "full," "substantial" or at least "partial." Yet threatening noises evidently are made to borrowing countries, not least (and increasingly) with reference to macroeconomic management which, we might think, should normally be the province of the IMF. It is interesting that in about 20 percent of the Bank's adjustment loans there was no concurrent IMF agreement. The World Bank evidently uses macroeconomic indicators (combining performance and policy) to govern the release of second tranches. Its indicators include the rate of price inflation, the interest rate, the public sector deficit, the real exchange rate and the rate of growth of exports. The weights assigned to these variables, which rather untidily combine elements of policy and exogenous influences upon performance, are unclear. (The IMF's targeting is rather more straightforward.) At one point the authors describe the real exchange rate as a "fundamental instrument of structural adjustment." The tables seem to imply, however, that inflation matters most. The evidence on the association of inflation with policy compliance is not as clear as the authors suggest: low inflation countries are more compliant than high inflation countries, but there is little difference between moderate (10–20 percent) and high (over 20 percent) inflation countries in this regard.

The authors report that countries with stable or improving external circumstances implemented their agreed-upon programs to a greater degree than did those experiencing negative shocks. Specifically, trade policy reforms are implemented less when there is adverse terms-of-trade experience. Contingency clauses relating to the impact of exogenous changes upon policy or performance targets would therefore seem to make sense. It would also seem to follow that the rate of implementation would be related to the adequacy of external funding. Neither of these points is made. Indeed, elsewhere in their account, the authors offer a contrary interpretation of the political economy of adjustment, which their data do not substantiate: that crises are conducive to policy reform, and good times may generate complacency.

In this paper's discussion of the design and implementation of adjustment programs, there is curiously little said about bargaining between the World Bank and its clients. That SALs are employed in some countries and SECALS in others is attributed to the greater "complexity" of the latter, rather than to their greater bargaining strength. The account is couched more in terms of a struggle between "truth" (possessed by the Bank) and "error" than, more realistically, as a bargain struck between lenders and borrowers wherein each has interests to pursue, and the latter have a wide variety of "initial conditions."

Particularly striking and surprising to this observer is the fact that the number of conditions attached to adjustment lending has been rising. Only 10 percent of these conditions (averaging four per loan), however, are stated in precise form and are actually conditions for loan disbursements.

Over 80 percent of the conditions are described as "supply-side" and, in the view of the World Bank and the authors, are "growth-oriented." They relate to "structural causes" of macroeconomic imbalance; allocative efficiency (never "x-efficiency"); institutional capacity, especially in the public sector; and the mobilization of savings and investment. The issues of poverty and distributional equity do not figure prominently, if at all, in the vigorously "productionist" conditions described here. The closest they come to the Bank's conditioning is the heading of "social policy reforms." The authors rather lamely note that distributional equity is "a valid objective" and indicate concern for the "unfairly" injured in adjustment programs; they do not, however, seem to
share the concern expressed by others over declining social expenditures by central governments or the Vittorio Corbo-Stanley Fischer call for increased targeting of the poor. At the level of specific spheres or sectors within which policy conditions have been set by the Bank, some further comments are in order. In the sphere of government finance, why do the authors say nothing about the desirability of cutbacks in defense and security expenditures? (After all, they comment on the role of the Argentine armed forces, who owned a steel plant, in the making of that country’s trade policy.) In connection with the discussion of trade policy reforms, why has there been no reference to the ambivalent results of the Bank’s current research on the relationship between growth in total factor productivity and trade regimes? As far as agricultural policy reforms are concerned, the effects of privatization have been rather more mixed than the authors make out. It might also have been worth noting that Bank lending for agricultural infrastructure dropped sharply during the period in question and that this change, in many instances, had a greater impact than did the policy reforms. In the financial sector, the authors’ account of the impact of reforms, particularly the raising of interest rates, is ambivalent and uncertain. Does the Bank now have a clear policy agenda in this realm?

**Authors’ Response**

We are pleased that the candor of our paper gave the discussants something to sink their teeth into. We are also pleased that the lessons we draw from the Bank’s experience with adjustment lending are so close to what Professor Harberger calls the professional consensus.

Professor Helleiner’s comments indicate some confusion on his part about the purpose and empirical basis of the chapter. The purpose was to explain what lessons the Bank can draw from its experience with adjustment lending in terms of the design and implementation of adjustment programs. Statistics on the pattern of conditionality in adjustment loans and the rates of implementation were one source, but equally important were background reports prepared on each major sector, such as the one on industrial sector lending in the appendix. The circumstances of the countries and the nature of the programs vary in many dimensions, so that statistical evidence does not give a sufficient picture by itself and needs to be fleshed out with discussions of particular cases.

Trade policy reforms supported by adjustment lending are discussed extensively in Policy and Research (PPR) Series no. 10, World Bank (1990). Chapter 5 of the RAL-2, which is not being discussed here, recommends the use of contingency clauses in adjustment loans.

Conditions for adjustment loans are, by the definition used here, the actions called for in the loan agreement as conditions for disbursement. About one-third of them—four per loan on average—are quantitatively specified. The President’s Reports contain a list of planned policy actions that is typically about three times longer than the list of conditions in the legal agreement. Thus, about 10 percent of the actions called for in the President’s Reports are quantified conditions for tranche release.

How much of the Bank’s lending should take the form of adjustment lending is outside the scope of this chapter; chapter 5 of RAL-2 discusses it to some degree. Having an individual adjustment loan continue over a longer period, with a proportionately larger total value, would not generally result in a cutback in balance-of-payments lending. In appropriate circumstances it would enhance the response of the country in carrying out institutional and other reforms that take longer than the traditional quick-disbursing adjustment loan.

In light of the heavy emphasis this paper places upon the need for sustained effort—in trade policy, tax reform, agricultural reforms, etc.—there is remarkably little evidence on it. Of what there is, some is disquieting. Follow-up (second) loans in agriculture, for instance, are infrequent; six are mentioned, of which only two are in low-income countries where the need is presumably the greatest.

The policy suggestion that, particularly where reforms have a long gestation period, the quick-disbursing element of adjustment lending be reduced in favor of disbursement that is geared to the pace of policy change may have some merit. It does not logically flow, however, either from this paper’s data, which show remarkably full compliance as the norm, nor from the fact that there has generally been a slower response (in terms of economic performance) to policy change than had been expected. The rationale for quick-disbursing program lending relates to the need to cover the short-term costs associated with policy changes and to bolster these policies’ credibility and sustainability, not to the lengths of their gestation periods en route to what are frequently fairly uncertain outcomes. If the Bank proposes to cut back on its balance-of-payments lending, it will have to find better arguments than are offered here.
Part II

Macroeconomic Foundations for Sustainable Growth
Nominal Anchors, Stabilization and Growth: Some Thoughts on High-Inflation Economies

Miguel A. Kiguel and Nissan Liviatan

It is often said that in the high-inflation economies of Latin America such as Argentina and Brazil, stabilization of inflation is a precondition for the resumption of growth. Indeed, high-inflation economies have a lot to gain from price stability—it may encourage domestic and foreign investment, help in carrying out trade reforms and create conditions conducive to the repatriation of flight capital.

In spite of the potential gains, almost all stabilization programs in those economies have failed. Moreover, those failures have made the next attempt at stabilization more difficult because they have resulted in higher external debt, greater capital flight and more unstable inflation. Some stabilization programs have been associated with growth in gross domestic product (GDP), but that growth has been cyclical, or short-term, rather than sustained. Further, domestic demand rather than exports has led the growth, which has also been characterized by real appreciation. Typically, ultimately deterioration of the current account has brought the economic expansion to a halt. In the end, temporary stabilization cum temporary growth appears to have slowed the long-term rates of growth in the economies in question and raised expectations of longer term inflation.

Only a very few stabilization programs have been successful. Their experience suggests that stabilization takes a very long time to accomplish. In Chile, it was not until after 1984, following a decade of disinflation policies, that stabilization led to sustainable growth. Similarly, Israel has been pursuing its stabilization effort for five years, and the economy is still in a recession. A second feature of successful stabilization is that during the adjustment the economy exhibits many of the same characteristics that are found in the case of failures. In particular, both Chile (in 1977–80) and Israel (1986–87) experienced an unsustainable growth cycle. In each case, the initial upsurge in output led to deep recession (especially in Chile). It seems, therefore, that successful stabilization is not only a long but also a painful process.

In these respects, the experience of high-inflation economies (or “chronic-inflation” countries, to use a phrase coined by Pazos 1972), differs from that experienced by the hyper-inflationary countries in Europe, whose ability to bring their inflation under control marks them as remarkable success stories (Sargent 1982), despite some recessionary side-effects (as pointed out by, for example, Wicker 1986). The reasons for this difference are discussed in Kiguel and Liviatan (1988) and are not repeated here. It is only necessary to mention that in the chronic-inflation countries that adjusted well to living with inflation, the perception was that stabilization could be postponed (a choice that may make stabilization less credible) as compared with the explosive hyper-inflation to which the economy could not adjust even in the short run.

The damaging effects of failed stabilization and the long time that must elapse before success is achieved suggest that the main costs of inflation do not usually appear in the short run (in fact, growth might not suffer much with high but stable inflation). Typically the costs appear at a later stage as inflation becomes more unstable, sometimes with hyper-inflationary spikes, and the government feels compelled to stabilize because living with inflation is no longer an option. The fact that these costs may appear only in the relatively late stages of inflation explains how shortsightedness may push an economy into chronic inflation.

This chapter is concerned not with the beneficial effects of an eventual stabilization of inflation on growth. That outcome is taken for granted. Rather, the focus is on the real effects of stabilization programs themselves, with some aspects of their costs in terms of actual or potential growth highlighted. The paper is organized around the following questions. Given the cost of stabilization, is it preferable to learn to live with inflation, i.e., to develop techniques to mitigate it? Second, what is the explanation for the phenomenon of unsustainable growth during stabilization programs?
Third, what were the causes of the failed stabilizations, and why does successful stabilization take so long? Fourth, what role can external assistance play in increasing the chances for successful stabilization of inflation?

To a large extent the answers to the foregoing questions seem to hinge on two issues related to the credibility of the stabilization effort—will policy-makers sustain the fiscal policies, and will they have the resolve to uphold the nominal anchors of the system? There is broad agreement within the profession over the crucial roles of fiscal adjustment and belief in its persistence. There is much less agreement about the significance (or even the meaning) of the credibility of the nominal anchors as distinct from the fiscal component of the stabilization program. It is asserted here that the credibility of the nominal anchors influences important aspects of stabilization programs.

The type of nominal anchor adopted is also of great importance in explaining the behavior of real variables during disinflation. In particular, the phenomenon of unsustainable growth seems to occur mainly with stabilization programs that use the exchange rate as the main nominal anchor in an environment of partial credibility. Some space is therefore devoted to clearing up some conceptual issues related to nominal anchors.

Is Stabilization Necessary?

For many years the chronic-inflation countries in Latin America (the point applies also to Israel) succeeded in limiting the damage from inflation by an elaborate technology of living with inflation by means, primarily, of various methods of indexation. One of the best indicators of the sustainability of this system was the ability of these countries to maintain a stable ratio of taxes to GDP despite rising inflation. Thus, unlike Bolivia (a traditionally low-inflation country), where the eruption of hyper-inflation in 1982–85 almost completely eroded the ratio of taxes to GDP, Argentina and Brazil were able to sustain the ratio even in the face of a tremendous acceleration in inflation in the first half of the 1980s (table 6–1).

The philosophy of living with inflation rather than fighting it was adhered to especially strongly in Brazil, which achieved remarkable growth in the 1967–80 period. It shows clearly that growth and inflation (in the two-digit range) may be compatible if methods to mitigate inflation are employed.

On the other hand, developments in the second half of the 1980s suggest that in the end the technology of living with inflation lost the battle to rising inflation. The recent destabilizing cycles of inflation in Argentina and Brazil (figure 6–1), whose governments managed to stop the hyper-inflation with recurrent impositions of price controls, were the first sign of this development. The next sign was the hyper-inflational outburst in Argentina in the first half of 1989, which eroded the ratio of taxes to GDP by about one-third (in the second quarter) via the Tanzi-Oliveira effects. These developments indicate that the inflation in chronic-inflation countries eventually leads to hyper-inflation, with the greatest impact on GDP growth. It should be noted that there is no reason to expect that reaching hyper-inflation in chronic-inflation countries will enable the problem to be resolved as in the classical European hyper-inflations. The scenario in chronic-inflation countries may be quite different. The existence of the technology to mitigate inflation may create an unstable situation even if, initially, the usual orthodox disinflationary policies succeed in stopping the hyper-inflation.

Recognition that chronic inflation is unsustainable in the long run and will lead to major crises in its advanced stages is an important reason to stabilize at an earlier stage. Further, as long as policy-makers postpone full stabilization, they will face serious problems with their credibility in view of the history of failures. These problems relate both to their ability to carry out the proper fiscal adjustment and their resolve to defend the nominal anchor of the program. The distinction between these two aspects of inflation is not fully appreciated. It is therefore useful to start by clarifying some of the conceptual issues by means of an example.

Fiscal Deficits and Nominal Policies

When distinguishing between fiscal and nominal policies, it is necessary to specify what kind of fiscal deficit is involved. The deficit defined as "public sector borrowing requirements" already includes the inflationary component of interest and is therefore an effect rather than a cause of inflation. Therefore, the concept of an "operational deficit" (the sum of the non-interest budget deficit, which is sometimes referred to as the "primary deficit," and of real interest payments on government bonds) is to be preferred. It is shown below, by means of an example, that it is possible to have different inflation rates (determined by nominal policies) with the same operational deficit.

For simplicity’s sake, suppose, first, that the money base is the only liability of the public sector. Again to simplify matters, assume that money consists only of bank deposits (in the following example money means a broad aggregate such as $M_p$, and the interest paid on base money is the average rate corresponding to this broad base). Let $l$, $i$, and $i_d$ denote the nominal interest rates on commercial loans, banks' reserves at the central bank and deposits held at commercial banks, respectively. Then the zero profit condition for a competitive banking system is given by

\[ l = (1 - θ) + i = i_d \]

where $θ$ is the (constant) reserve ratio defined as $H = θM$, with $H$ defined as reserves (base money) and $M$ as deposits ("money"). Assuming a zero real rate of interest on loans, so
Figure 6-1. Inflation as measured by the Consumer Price Index and Trends in Inflation, 1982-89 (first quarter data)

Legend:
- Inflation
- Inflation trend

A. Argentina

B. Brazil

Note: Inflation trend = CPI_t / CPI_t−12

Source: For Argentina, Fundación de Investigaciones Económicas Latinoamericanas (various issues) and for Brazil, Instituto Brasileiro de Economia/Fundação Getulio Vargas (various issues).
Table 6-1. Inflation, Tax Revenue and Seigniorage in Argentina, Bolivia, Brazil and Mexico

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>159.0</td>
<td>101.0</td>
<td>104.0</td>
<td>165.0</td>
<td>344.0</td>
<td>627.0</td>
<td>672.0</td>
</tr>
<tr>
<td>Inflation (percent)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public sector revenues (percentage of GDP)</td>
<td>29.0</td>
<td>31.0</td>
<td>32.0</td>
<td>28.0</td>
<td>29.0</td>
<td>31.0</td>
<td>32.0</td>
</tr>
<tr>
<td>Seigniorage (percentage of GDP)</td>
<td>5.9</td>
<td>4.8</td>
<td>3.5</td>
<td>7.8</td>
<td>8.6</td>
<td>7.1</td>
<td>6.5</td>
</tr>
<tr>
<td>Bolivia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation (percent)</td>
<td>20.0</td>
<td>47.0</td>
<td>29.0</td>
<td>133.0</td>
<td>269.0</td>
<td>1,281.0</td>
<td>11,750.0</td>
</tr>
<tr>
<td>Revenues of central government (percentage of GDP)</td>
<td>9.4</td>
<td>9.6</td>
<td>9.4</td>
<td>4.6</td>
<td>2.6</td>
<td>2.6</td>
<td>1.3</td>
</tr>
<tr>
<td>Seigniorage (percentage of GDP)</td>
<td>1.1</td>
<td>3.2</td>
<td>1.6</td>
<td>12.1</td>
<td>10.0</td>
<td>15.9</td>
<td>8.8</td>
</tr>
<tr>
<td>Brazil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation (percent)</td>
<td>53.0</td>
<td>83.0</td>
<td>106.0</td>
<td>98.0</td>
<td>142.0</td>
<td>197.0</td>
<td>227.0</td>
</tr>
<tr>
<td>Total receipts of general government (percentage of GDP)</td>
<td>28.0</td>
<td>28.0</td>
<td>31.0</td>
<td>34.0</td>
<td>32.0</td>
<td>30.0</td>
<td>33.0</td>
</tr>
<tr>
<td>Seigniorage (percentage of GDP)</td>
<td>3.3</td>
<td>2.0</td>
<td>2.0</td>
<td>2.1</td>
<td>2.0</td>
<td>2.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Mexico</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation (percent)</td>
<td>n.a.</td>
<td>26.0</td>
<td>28.0</td>
<td>59.0</td>
<td>102.0</td>
<td>66.0</td>
<td>58.0</td>
</tr>
<tr>
<td>Total public sector revenues (percentage of GDP)</td>
<td>n.a.</td>
<td>27.0</td>
<td>27.0</td>
<td>29.0</td>
<td>33.0</td>
<td>32.0</td>
<td>31.0</td>
</tr>
<tr>
<td>Seigniorage (percentage of GDP)</td>
<td>n.a.</td>
<td>2.7</td>
<td>2.7</td>
<td>4.2</td>
<td>2.4</td>
<td>3.0</td>
<td>2.5</td>
</tr>
</tbody>
</table>

n.a. Not available.

Note: Inflation is the annual average of the consumer price index (CPI).
a. Based on M1. The use of this money base for this purpose is problematic because it was remunerated by the Central Bank.

Source: Argentina, Bolivia and Brazil—Kiguel and Liviatan (1988); Mexico—World Bank data base.

that $i = \pi$ (the rate of inflation)\(^3\), it is possible to express the demand for real balances as $L(\pi - i_\pi)$. The cost of holding money can also be expressed as

\[
(6-2) \quad \pi - i_{\pi} = \theta (\pi - \pi) = x.
\]

The money market equilibrium is then given by

\[
(6-3) \quad \frac{M}{P} = L(x), \quad L' < 0
\]

where $P$ denotes the price level.

The government's budget equation in steady states is given by

\[
(6-4) \quad G - T + ih = \pi h
\]

where $G$ and $T$ are real government expenditures and taxes and $h$ is $H/P$. Equations (6-2)-(6-4) allow the primary fiscal deficit $D = G - T$ to be expressed as

\[
(6-5) \quad D = xL(x) = S(x)
\]

where $S$ is a concept of net seigniorage.

Assuming $S' > 0$, then $D$ determines $x$ but not $\pi$. In fact, any $\pi$ is possible provided $i$ is adjusted. It may be argued that under these conditions the policy-maker will choose the lowest possible $\pi$ that is consistent with $D$. If $x(D)$ is the solution of equation (6-5), then, assuming $i \geq 0$, the minimum value of $\pi$ is $\pi_m = (1/\theta) x(D)$.

However, while $\pi_m$ is determined by $D$, there are many reasons why $\pi$ may exceed $\pi_m$. For example, if following an external shock the agents expect inflation to be higher than $\pi_m$ and adjust their nominal wages accordingly, then maintaining inflation at $\pi_m$ may involve a recession that the policy-maker may be unprepared to accept. Consequently, inflation may end up higher than $\pi_m$.

Recent theoretical developments from work on policy games (see Barro and Gordon 1983) provide an analytical framework to explain how inflation can be in excess of $\pi_m$ when the public suspects the policy-maker of using surprise-inflation tactics to erode the real balances (to gain more seigniorage) or the real wage (to raise employment or improve the trade balance). These considerations can explain how in the long run inflation can stay above the level justified by the "fundamentals" ($\pi_m$). Only where the government's announcements are completely credible will $\pi = \pi_m$. In a discretionary regime in which the government does not precommit to a monetary rule, non-fiscal considerations such as a worsening current account may raise $\pi$ far above $\pi_m$, so that the non-fiscal component ($\pi - \pi_m$) is the dominant factor in inflation.

The likelihood of ending up in an equilibrium with a rate of inflation above $\pi_m$ is greater when there is uncertainty about the preferences of the policy-maker. For example, suppose there are two types of policy-makers who differ in their preferences for inflation and unemployment, and there
is uncertainty about which type is in government. A “tough” policy-maker (one who prefers less inflation) will face a cost in terms of unemployment for some transitional period. The reason is that nominal wages will be set according to inflationary expectations, which are a weighted average of the optimal policies of tough and weak types of policy-makers. Consequently, real wages will rise, and unemployment will increase.

According to this approach, the tough policy-maker cannot avoid a recession in the process of establishing his or her credibility. This process may be a long one for several reasons, such as the policy-maker not having full control over the policy instruments, a situation that will lengthen the time the public needs to learn about the preferences of the policy-maker. Another reason is that the policy-maker preferring less inflation will tend to compromise on the targets for inflation to cut the costs of the inevitable recession, an approach that will again lengthen the disinflation.4

An important issue that remains open is the interaction between fiscal and nominal policies. In particular, it has been observed empirically that attempts to reduce inflation through nominal policies without a fiscal adjustment have failed. If, however, the existence of a non-fiscal component of inflation is accepted, why can it not be reduced without an accompanying cut in the fiscal deficit? This question is addressed later.

**Some Empirical Observations about Nominal Anchors and Fiscal Adjustment**

The prevalent view among economists is that inflation in Latin America is primarily the result of fiscal deficits (Sachs 1987). Thus, for example, the increase in inflation following the outbreak of the debt crisis in 1982 was caused by a rise in deficit financing that came about by means of seigniorage as a result of a cut in the transfer of external resources.

While this view may be valid in some cases, it tends to overlook the role of non-fiscal considerations in the upsurge in inflation, as illustrated by the adjustment Brazil and Mexico carried out in the post-1982 period. Note, first, that both countries implemented very remarkable cuts in their fiscal deficits (table 6–2). They also did not rely on seigniorage to a greater extent than previously (table 6–1). Estimates calculated for the present study show that seigniorage as a percent of GDP remained constant in Mexico—2.7 percent in 1980–81 and 2.6 percent in 1983–85 on average. Brazil experienced a small increase from 2 percent to 2.4 percent in the corresponding periods. For the same periods, inflation in Mexico rose from 27 percent to 73 percent and in Brazil from 95 percent to 189 percent (annual averages according to the consumer price index [CPI]). In both cases, the changes in inflation were a step increase.

The explanation of this increase in inflation is certainly not a fiscal one. Rather, the cause was the obvious need to improve the current account, which led to a vigorous policy of depreciation that helped reduce real wages and raised the real exchange rate (table 6–2). Thus the governments used inflation, via devaluations, to speed the correction of relative prices in the context of an external crisis. It may be presumed that the use of inflation as a policy instrument to achieve the foregoing goals changed the public’s perception about the weight the government attached to inflation relative to balance-of-payments considerations. This perception in turn may have led to a rise in the basic level of inflationary expectations. It is well-known from the policy game literature that a change in a policy-maker’s preferences in that direction will cause a change in inflation not only in the short run but also in the long run.

An alternative explanation, in the same spirit, involves wage indexation and the asymmetry of contract adjustments. With full lagged wage indexation (formal or informal), a reduction in the real wage, within the framework of a given indexation scheme, can be accomplished only by an increase in the plateau for inflation. The need to erode the real wage in Mexico and Brazil therefore required a step increase in inflation, which was accomplished through devaluations. In principle, it is possible later to reverse this increase in inflation without raising the average real wage. The mechanism is a change in the terms of the indexation scheme—the base (peak) wage can be reduced or the intervals for the cost of living adjustments (COLA) can be lengthened. However, this scenario will never take place as long as the agents do not believe the inflationary trend is going to be reversed in the longer run. In this situation, real wages are eroded by stepping up inflation and raised by increasing the base wage.

The foregoing examples make clear that non-fiscal factors play an important role in raising the level of inflation. They also underscore the fact that even a sharp cut in the fiscal deficit will not force a reduction in inflation if it is not accompanied by an appropriate policy with regard to nominal anchors. As noted, however, when the policy-maker is not fully credible, the use of nominal anchors must involve social costs. The actual form of the cost will depend on the type of nominal anchors used in the policy package. In the present study, exchange rate-based stabilization (ERBS), which high-inflation economies use the most often, is considered, with the study limited to those programs considered to be “major.”

**Exchange Rate-Based Stabilization**

By ERBS is meant programs in which exchange rate policy is used for purposes of disinflation. The program may take various forms, such as a fixed exchange rate, a crawling peg, a step-wise adjustable peg and the like. It may also include capital mobility to various degrees. ERBS includes both orthodox and heterodox (incomes policy-supported) programs. In the latter case, initially the exchange rate is part of
a broader set of nominal anchors; then, as the price controls are made more flexible, it becomes the main nominal anchor (as in Israel or Mexico). Otherwise, ERBS is in fact the second stage of a stabilization that starts with monetary anchors.

ERBS programs also differ with respect to the active or passive role assigned to monetary policy. The tablita policies in the Southern Cone countries entailed the most passive role. Israel began with a tight monetary policy but then gradually loosened it, especially in 1989–90. In none of the programs was money used as an anchor in the sense of having targets for monetary expansion.

Most ERBS is characterized by a sequence of expansion and recession of GDP growth and by a deterioration in the current account. These features are shown, for the various programs in the present study, in figure 6–2 (the shaded areas represent ERBS).  

One of the main causes for the failure of ERBS in Latin America has been the lack of supporting fiscal policy. For example, although four of the five ERBS programs in Argentina in the past 30 years (Kiguel and Liviatan 1990a) began with a reduction of the fiscal deficit, the governments maintained it for only a limited time (one to three years). The programs collapsed when the fiscal support was discontinued. Similar developments have been observed with other ERBS programs (for example, the Uruguayan stabilization of 1968–71). These programs were characterized by initial booms in output, increases in real wages, real appreciations and subsequent recessions. In some cases the collapse of the exchange rate regime was associated with a severe crisis (such as that in 1980–81 in Argentina and the 1972 collapse in Uruguay).

It is interesting to note, however, that similar developments were also observed in the case of ERBS programs that involved continued support through fiscal adjustment, as occurred in the Chilean and Uruguayan tablita-type stabilizations around the end of the 1970s and in the Israeli stabilization of 1985. With respect to Chile, the fiscal ac-
Figure 6-2. GDP Growth and Current Account

A. Argentina

Source: Fundación Mediterránea; Fundación de Investigaciones Económicas Latinoamericanas (various issues), Indicadores de coyuntura; and International Monetary Fund (various issues).

B. Brazil

Source: International Monetary Fund.

Source: Instituto Brasileiro de Economia/ Fundação Getulio Vargas (various issues).
counts were in surplus throughout the last three years of the program, whereas Israel ran a surplus in the first two years. Nevertheless, in all these cases there were output cycles that ended, in the Southern Cone countries, in severe recessions and in Israel in a prolonged one (Kiguel and Liviatan 1990a). Other characteristics included the real appreciation of domestic currencies and the emergence of current account problems (except in the case of Israel). Thus, the phenomenon of temporary growth cannot be explained solely by a lack of fiscal balance.

What is the explanation for the difficulty of maintaining a stable exchange rate when the government’s budget is balanced? One possible reason is that the nominal anchor lacked credibility. Suppose the agents do not expect the government to sustain the program in the longer run and that ultimately a balance-of-payments crisis will emerge, as has happened in the past. In this case the agents expect tight credit conditions and liquidity constraints to emerge in the future, conditions that induce them to shift expenditures to the present period. In an ERBS, this type of expectation tends to be self-fulfilling, since the central bank supplies the foreign exchange reserves to finance the expenditure boom and capital flight. This pattern may explain the actual consumption booms observed with ERBS programs. This expansionary tendency may also explain part of the rise in real wages and the real appreciation.7

An additional point is that uncertainty about the persistence of the official exchange rate policy will give rise to
expectations of devaluations in excess of actual ones, a situation that will tend to raise real wages (or prevent them from falling) even when the boom in expenditures subsides. This factor then exacerbates the recession.

It has been argued that the rise in real wages under some ERBS programs was attributable to the effect of lagged wage indexation. This argument was mentioned especially in connection with the Chilean tablita (Edwards and Edwards 1987). However, since the same phenomenon was also observed with heterodox programs, which used incomes policies to eliminate the inertia, it seems likely that the dominant consideration was expectations.

The real appreciation that characterizes ERBS creates an unfavorable environment for effective reform of the trade and capital accounts. Trade liberalization, which tends to worsen the trade balance in the medium run, requires a real depreciation to maintain the external balance. However, just the opposite occurs under ERBS. While trade has been liberalized under some ERBS programs, often the motivation has been the desire to strengthen the effect of the exchange rate on domestic prices and to support the disinflation by a direct reduction in the prices of imports. However, a worsening trade balance may reduce the belief in the persistence of the reform and therefore prevent the shift in resources from import-competing to export industries.

The liberalization of the capital market under the tablita policies in the Southern Cone countries was also intended in part to offset the current account deficits by generating inflows of private capital. However, if there are problems with credibility, these inflows have a destabilizing effect on the economy.

It seems, therefore, that on the whole ERBS creates conditions that are unfavorable to reform of the trade and capital accounts, which are in principle the most important reforms for the generation of endogenous growth (see, for example, Romer 1989).

Money-Based Stabilization

In view of the difficulties posed by ERBS, is it not preferable to use the supply of money as the nominal anchor? In practice, use of money-based stabilization (MBS) has been rare (with reference to major programs). The first stage of the Southern Cone stabilizations (that is, prior to the tablitas) implemented by the military regimes in the 1970s offers some evidence on the effect of MBS (Ramos 1986). While these examples are not classic cases of MBS in the sense that they did not involve targets for the supply of money, they did use a fiscal adjustment with occasional tight monetary policy.

The effect of these programs was recessionary (especially in the case of Chile) on the output side, with a slow disinflation of prices. Unlike ERBS, the programs were not characterized by real appreciation or a rise in real wages. Similarly, the state of the current account improved, contrary to the experience with ERBS.

Current policies in Argentina and Brazil provide some further, more recent experience with MBS. In both cases, policy-makers reduced the fiscal deficit to a near balance and implemented a very tight monetary policy (including freezes on a large part of liquid assets as well as compulsory conversions of short-term into long-term public debt). While it is too early to evaluate these programs, the results seem to confirm the recessionary effect of MBS in the early stage of stabilization and the favorable effect on the trade balance.

A basic feature of MBS is that these recessionary costs appear up front, whereas with ERBS they appear at a later stage as a result of the real appreciation and the deterioration of the current account. The immediate recessionary effect of MBS is mainly the result of the short-term downward rigidity in prices and wages and the lack of credibility in the persistence of the monetary crunch (these two factors are not unrelated). If there is full mobility of capital, a real appreciation would be expected. In practice, the uncertainties surrounding the stabilization may discourage the inflows of capital. This situation may explain why there were real depreciations rather than appreciations under MBS in the Southern Cone in the 1970s. However, the current Argentinean MBS has generated a pronounced real appreciation.

Another difference between the two strategies is that, under MBS, it is not usual for policy-makers to set targets for an expansion of the money supply, whereas under ERBS it is very common to announce targets for the exchange rate (whether under a full peg or the use of a pre-announced rate as in the tablita fashion). One reason for this difference seems to be that with MBS the credibility problem is reflected in a slow reduction in short-term expectations of inflation that prevents implementation of the rules for a low monetary expansion. On the other hand, under ERBS the program’s lack of credibility shows up mostly in the current account and to a much lesser extent in prices.

Of the two strategies, ERBS has the advantage of avoiding large initial recessionary costs. However, postponing the confrontation with overvaluation to a more distant future tends to exacerbate the credibility problem. People may suspect that the policy-maker’s current reluctance to face the recessionary consequences of stabilization indicates an inability to face them later. This perception leads to speculation about the collapse of the policy, which exacerbates the problems of overvaluation, capital flight and booms in consumption.

It seems that the case for ERBS must depend on the ability to perform a fiscal overadjustment that prevents a sharp deterioration in the balance of trade. This requirement
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goes beyond the conventional one of avoiding money creation through the government’s budget in order to prevent a balance-of-payments crisis a la Krugman (1979). What is needed is a countercyclical fiscal policy that offsets the effect of adverse expectations that lead to a boom in expenditures. Ideally, fine-tuning the fiscal adjustment could keep the current account in balance. However, even if fiscal policy offsets the expenditure boom in the early stages of ERBS, it does not necessarily disperse the doubts about the persistence of this policy. Therefore real wages will still tend to rise, and the real exchange rate will tend to appreciate in anticipation of a possible collapse (this situation is especially likely in the case of forward-looking staggered wage contracts). With the current account maintained in balance by fiscal policy, the result will be recessionary. Thus, even in this scenario, it is impossible to avoid the recessionary consequences of stabilization. It is possible, however, to avoid the balance-of-payments crises that characterize many ERBS programs and endanger stabilization.

Israel did attempt to follow a countercyclical fiscal policy as part of its stabilization. The fiscal adjustment (especially on the side of real expenditures) succeeded in offsetting much of the effect of the boom in consumption on the trade balance. However, even this policy was insufficient to prevent the output cycle. Mexico implemented a more effective fiscal policy as part of its stabilization, with most of the fiscal adjustment carried out in the years preceding the nominal stabilization through the Pact for Economic Solidarity of 1988. This approach may have increased the credibility of the exchange rate policy and helped contain the boom in consumption and the phenomenon of overvaluation. The Mexican experience suggests that the ideal approach may be to use fiscal policy to improve the current account prior to the nominal ERBS. However, this step-wise solution may be difficult to carry out where inflation is very high and unstable.

The relatively successful ERBS programs of Mexico and Israel in the 1980s were characterized by very high (ex post) real interest rates. In part those rates reflect a lack of credibility of the exchange rate policy and, in the case of Israel, in part a policy of protecting the balance of payments. However, high interest rates also characterize MBS. Thus, both types of policies create an unfavorable environment for investment.

The Phenomenon of Failed Stabilization

There is little doubt that repeated failures to stabilize harm the long-term prospects for growth a great deal. This outcome is especially evident in the case of failed ERBS programs, which are often accompanied by massive capital flight and severe crises in the real and financial sectors. It has been pointed out that in most cases the reason for the failure of ERBS is the lack of fiscal support (or discontinuation of the initial support). However, this answer leaves open the question of why policy-makers initiate a stabilization program whose probability of failure is very high. Understanding this phenomenon is especially important to the issue of external support for inflation-stabilization programs (an issue addressed later).

The reason policy-makers initiate stabilization programs that are very likely to fail is relatively simple in the case of the “populist” programs common in Latin America. (The two cases in the sample used for the present study were the Peronist stabilization of 1973–75 in Argentina and the Cruzado plan of 1986 in Brazil. The Peruvian stabilization of 1985 is another example.) Apart from a lack of fiscal austerity, these programs entailed a deliberate policy of raising real wages in an unsustainable manner. According to a simplistic explanation, it could be said that in these cases the policy-makers deliberately aimed to bestow short-term benefits on the existing population (or parts of it) at the expense of the future. However, political economists need to inquire into the deeper reasons for this kind of behavior.

It is more difficult to understand why policy-makers who initiate a serious stabilization program abandon it after two or three years, as was the case with most of the programs in this study. For example, the Austral plan in Argentina started along lines that were very similar to those of the Israeli plan (Blejer and Liviatan 1987), including an impressive fiscal adjustment. Nevertheless, after about one year the government relaxed the fiscal policies and abandoned the nominal anchors (mainly the exchange rate).

One possible answer is that external shocks that could not have been anticipated with certainty might have destabilized the programs (Dornbusch 1990a). Thus, every program faces a probability distribution of failures that depends, among other things, on the adjustment effort of the program. Indeed, the external shocks of rising oil prices and interest rates might have been factors in the failure of the Southern Cone stabilization efforts in the early 1980s. However, in the case of the Austral program, it is hard to identify any external shock that led to abandonment of the program.

The foregoing discussion suggests that when the cost of failure to the policy-maker is low, the adjustment effort will be limited so that the probability of failure will be high. This outcome may characterize the programs of policy-makers from whom the public does not expect much.

An alternative explanation might be along the lines of a modified version of the ideas of Alesina and Drazen (1989). A successful stabilization program normally requires different sacrifices by different sectors of the economy. The degree to which any sector is willing to give up some of its medium-term interests to contribute to the success of the overall program (even though it is in that sector’s long-run interests) is the private information of that sector. Before a government initiates a program, it cannot know the extent to which the various sectors will be ready to give up their
relative positions in the economy. In effect, the government tests this readiness when it initiates a stabilization program. A program that seemed plausible at its inception may turn out to be politically infeasible in the light of reality. The various interest groups will try to outwait each other, hoping the other groups will make the necessary concessions. If none is ready to make concessions, then the government will have to stop the “war of attrition” by abandoning the program.

The phenomenon of repeated failures is even more difficult to explain. For example, Argentina’s history over the past 30 years is full of failed stabilization efforts, some of which look very similar to others. According to Dombusch (1990a), awareness of the cost of failure should lead to a bigger adjustment effort aimed at reducing the probability of failure. However, there is no clear evidence on this point.

A possible explanation for the repeated attempts at stabilization without an increased stabilization effort is the deteriorating state of the countries’ economies. Consistent with the approach of Alesina and Drazen, it may be conjectured by policy-makers that the absence of a true stabilization causes continuous deterioration of the economy that will make the various interest groups more ready to make concessions. Consequently, they try again, with the same effort, even though their earlier efforts failed.

Why Does Successful Stabilization Take So Long?

It was noted that the (scanty) evidence on successful stabilization suggests the process is very lengthy. The Chilean experience also teaches that it is necessary to distinguish between a stabilization program and a stabilization process, which may consist of a number of programs. Chile made two important switches in the course of its stabilization, which started at the end of 1973. Disappointed with the slow pace of disinflation under some variant of MBS, the government moved gradually to an ERBS that in 1979–81 took the form of a full peg to the dollar. Then, after the crash of this program in 1982, it abandoned the ERBS and shifted to a more balanced program that relied implicitly on monetary policy, the de-indexation of wages and a fiscal adjustment that reduced the public sector deficit from 9 percent of GDP in 1984 (this high ratio being related to the 1982 crisis) to a surplus of 3 percent in 1988 (Corbo and Solimano 1990). Under this new regime, Chile experienced a transition to sustainable growth with a competitive real exchange rate and low and stable real wages.

The Chilean experience helps put stabilization programs in better perspective. It is not so much the individual stabilization program that is important in long run, but rather persistent adherence to some basic principles. These consist of a striving for fiscal balance (in spite of understandable deviations during recessions), an insistence on using some nominal anchor and avoidance of surprise-inflation tactics as a means of eroding real balances or real wages (on this point see Corbo and Solimano 1990). Only when these principles are applied over a long period can the credibility of fiscal and nominal policies be restored.

The Israeli stabilization provides further evidence that successful stabilization takes time. Quite early in the program the public perceived that short-term inflation would run about 20 percent a year, and that expectation persisted despite the non-accommodating exchange rate policy followed in 1986–88, which led to a real appreciation and an eventual recession. The stubbornness of the inflationary expectation, despite fiscal balance, indicates clearly the long-term nature of adjustment.

Since early 1990, Israel pursued a devaluation policy that roughly accommodated the low inflation step (20 percent a year). Even so, the exchange rate remained below a competitive level (when viewed in the context of a full employment economy). A policy of stepped-up devaluation would probably have mitigated the recessionary phase but only at the cost of raising inflationary expectations. It seems that only by demonstrating a willingness to confront a recession is the government able to enhance the credibility of its commitment to the nominal anchors.13

It should be noted that at the beginning of its stabilization program Israel thought that a combination of a balanced budget and incomes policy would be sufficient to overcome the credibility problems of stabilization. No one realized that a wage-price freeze conveys very little information to the public about the government’s resolve in dealing with the issue of nominal anchors in a decontrolled economy. It is very easy to maintain a stable exchange rate when wages and domestic prices are frozen. The problem of establishing credibility surfaces when flexibility is initiated, a process that is lengthy.

It was noted that one reason for the slowness of adjustment is the “noise” in the use of policy instruments. For example, in Israel the government was quite stubborn with its exchange rate policy but at the same time adjusted public sector prices in line with inflation. This measure, which reflected the struggle between fiscal and nominal objectives, prolonged the confusion and the learning process by the public about the change in regimes. Another reason for a lengthy learning process is the tendency of policy-makers to compromise with adverse expectations. In the case of Israel, the government could not persist with a pegged exchange rate and had to shift eventually to a more flexible policy. Uncertainty about how far the government would carry the compromise policy added additional confusion to the learning process.14

Another reason for the long time required for successful stabilization may be the consequences of the initial fiscal shock treatment. The effort to eliminate the fiscal deficit in the early stages tends to create a distorted system of taxes and expenditures. The Israeli stabilization shows that much
of the increase in taxation via the Tanzi effect fell on the business sector, a phenomenon that led to a reduced incentive to produce and invest. The comprehensive fiscal reforms that were supposed to redress this situation stumbled over the elimination of the tax exemptions, which was required to balance the reduction in taxation. It seems the social struggle over the allocation of the adjustment costs can be viewed as a “war of attrition” between the various sectors, which lengthens the transition.

If it is true that successful disinflation in a chronic-inflation country takes many years, even if carried out with the resolve of the Chilean military regime, then it is perhaps more understandable why so many stabilization programs end in failure. To the earlier explanations concerning failed stabilization may be added another one—policy-makers have been unaware how long it takes to complete a successful stabilization.

Recent work on signaling theory suggests that a policy-maker may establish credibility early in the game by adopting a sufficiently large overadjustment in the initial phase of the program (see, for example, the discussion of a “separating equilibrium” in Vickers 1986). However, when the tremendous efforts made by Chile in 1974–75, Israel in 1985–86 and Mexico in 1988–89 (and before) are examined, the applicability of this principle to the issue in question is unclear. These phenomena indicate that stabilization affects the real sector adversely. In Chile, however, the low inflation step has not generated distortions. When reference is made to the length of time required to stabilize, the goal is not a full reduction of inflation but rather a “Chilean low inflation step.”
Notes

1. This paper is based on research on high-inflation economies in Latin America (Kiguel and Liviatan 1988, 1990a and 1990b). These countries include Argentina, Brazil, Chile, Mexico and Uruguay. Israel has been added here because it is also high-inflation. For a table summarizing the main features of the stabilization programs, see the appendix.

2. This is an extended version of Calvo and Fernandez (1983).

3. The expected and actual rates of inflation are assumed to be equal.

4. "Tough" can also mean ability to commit.

5. The characterization of the optimal adjustment path (in a successful stabilization) of a tough policy-maker is the subject of current research by Alex Cukierman and Nissan Liviatan.

6. The one exception is the successful Brazilian program in the sixties, where a sustained flow of long-term inflows of capital financed the deterioration in the current account and the expansion in output.

7. Calvo (1986) explains how these aspects of temporariness can be generated in a cash-in-advance model. For alternative explanations, see Kiguel and Liviatan (1990a).

8. For a more comprehensive comparison of ERBS and MBS, see Kiguel and Liviatan (1990a).

9. Another reason relates to the difficulty of dealing with the increase in the demand for money that results from the disinflation.

10. Typically, heterodox ERBS produces an initial recession. However, it is usually small relative to that observed under MBS, as indicated by the sample of countries studied here and as observed in the industrial countries.

11. However, the high domestic interest rates in Mexico suggest that it did not solve the credibility problem with regard to exchange rate policy.

12. For an article on the populist economies in Latin America, see Dornbusch and Edwards (1989).

13. Dornbusch (1990b) offers a different view of this issue. He suggests starting the stabilization with an undervalued fixed exchange rate (as a cushion) and then "very soon" moving to an adjustable crawling peg to maintain competitiveness. While the latter part is certainly a desirable goal, it may be very hard to implement the proposed policy when people have pessimistic expectations about the evolution of the program. The initial undervaluation of the exchange rate will then be eroded quickly, and the adjustable peg will not provide an anchor for inflation.

14. These ideas are formalized in Cukierman and Liviatan (1991).
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### Appendix. Characteristics of the Stabilization Programs Included in the Study

<table>
<thead>
<tr>
<th>Program term or quarter</th>
<th>When did it finish?</th>
<th>Exchange rate — fixed versus crawl</th>
<th>Income policies</th>
<th>Multiple or unified</th>
<th>Fiscal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1980s</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel</td>
<td>Not yet</td>
<td>Fixed with infrequent adjustments</td>
<td>Yes</td>
<td>Official and parallel</td>
<td>Big initial adjustment</td>
</tr>
<tr>
<td>3rd Q. 1985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austral</td>
<td>3rd Q. 1986</td>
<td>Fixed</td>
<td>Yes (shock)</td>
<td>Official and parallel</td>
<td>Large transitory adjustment</td>
</tr>
<tr>
<td>3rd Q. 1985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cruzado</td>
<td>4th Q. 1986</td>
<td>Fixed</td>
<td>Yes (shock)</td>
<td>Official and parallel</td>
<td>No adjustment</td>
</tr>
<tr>
<td>1st Q. 1986</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>Not yet</td>
<td>Fixed (1st year), then crawl</td>
<td>Yes (small shock)</td>
<td>No</td>
<td>Yes, main adjustment prior to progress</td>
</tr>
<tr>
<td>1st Q. 1988</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1970s Tablitas</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>3rd Q. 1976</td>
<td>Crawl, then pre-announced, then fixed</td>
<td>No</td>
<td>Unified</td>
<td>Yes</td>
</tr>
<tr>
<td>3rd Q. 1976</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uruguay</td>
<td>4th Q. 1978</td>
<td>Pre-announced</td>
<td>No</td>
<td>Unified</td>
<td>Yes</td>
</tr>
<tr>
<td>4th Q. 1978</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>1st Q. 1978</td>
<td>Pre-announced</td>
<td>No</td>
<td>Unified</td>
<td>Moderate stable budget deficit</td>
</tr>
<tr>
<td>4th Q. 1978</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>2nd Q. 1975</td>
<td>Fixed</td>
<td>Yes</td>
<td>Three exchange rates</td>
<td>Expansionary</td>
</tr>
<tr>
<td>3rd Q. 1973</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1960s</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>3rd Q. 1970</td>
<td>Fixed</td>
<td>Yes (gradual)</td>
<td>Unified exchange rate</td>
<td>Fiscal adjustment</td>
</tr>
<tr>
<td>2nd Q. 1967</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>3rd Q. 1968</td>
<td>Fixed w/ step devaluation</td>
<td>Yes (gradual)</td>
<td>Official and parallel</td>
<td>Fiscal adjustment</td>
</tr>
<tr>
<td>2nd Q. 1964</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uruguay</td>
<td>1st Q. 1972</td>
<td>Fixed</td>
<td>Yes (shock)</td>
<td>Official and parallel</td>
<td>Fiscal preceded deterioration later on</td>
</tr>
<tr>
<td>2nd Q. 1968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1950s</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>2nd Q. 1952</td>
<td>Fixed</td>
<td>No</td>
<td>Unified exchange rate</td>
<td>Initial adjustment deteriorated later on</td>
</tr>
<tr>
<td>3rd Q. 1959</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* A shock usually includes a simultaneous freeze of wages, prices and the exchange rate.

Source: The authors.
<table>
<thead>
<tr>
<th>Initial reserves (months of imports)</th>
<th>Reduction in inflation from to</th>
<th>Commercial policy</th>
<th>Preceded by monetary fiscal measures</th>
<th>Termination shock or gradual</th>
<th>Initial inflation (average 12 months prior to program)</th>
<th>Preceded by maxi-devaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2 21.1 6.1</td>
<td>No special</td>
<td>No</td>
<td></td>
<td></td>
<td>327.7</td>
<td>Yes</td>
</tr>
<tr>
<td>5.3 24.9 2.6</td>
<td>No</td>
<td>No</td>
<td></td>
<td>Gradual</td>
<td>1082.4</td>
<td>Yes</td>
</tr>
<tr>
<td>10.4 11.1 1.7</td>
<td>No</td>
<td>No</td>
<td></td>
<td>Shock</td>
<td>237.2</td>
<td>No</td>
</tr>
<tr>
<td>12.4 8.2 2.6</td>
<td>Trade and capital account liberalization Fiscal adjustment</td>
<td>Not yet</td>
<td></td>
<td>131.8</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>2.6 11.2 6.5</td>
<td>Trade, capital account liberalization Yes</td>
<td>Shock</td>
<td></td>
<td>249.37</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>5.9 3.4 4.5</td>
<td>Liberalized trade and capital accounts Preceded by small fiscal adjustment</td>
<td>Shock</td>
<td></td>
<td>42.3</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>16.7 8.1 8.6</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td>Shock</td>
<td>180.7</td>
<td>No</td>
</tr>
<tr>
<td>3.5 5.7 0.8</td>
<td>No</td>
<td>No</td>
<td></td>
<td>Shock</td>
<td>75.4</td>
<td>No</td>
</tr>
<tr>
<td>1.9 2.5 2.7</td>
<td>Incentives for capital inflows No</td>
<td>Gradual</td>
<td></td>
<td>27.4</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>0.9 6.4 4.2</td>
<td>No</td>
<td>No</td>
<td></td>
<td>Gradual and successful</td>
<td>96.3</td>
<td>Yes</td>
</tr>
<tr>
<td>4.9 9.5 1.9</td>
<td>No</td>
<td>Yes</td>
<td>6 months earlier</td>
<td>Shock</td>
<td>163.0</td>
<td>Yes</td>
</tr>
<tr>
<td>5.7 9.5 1.9</td>
<td>Incentives for foreign investment Yes (IMF program 6 months before)</td>
<td>Gradual</td>
<td></td>
<td>136.1</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>
Comment

Rudiger Dornbusch

The research project of Miguel Kiguel and Nissan Liviatan on high inflation and stabilization has added in important ways to our understanding of what the right questions are and what the right answers might be (Kiguel and Liviatan 1988, 1989 and 1990a and b). I say cautiously what the right answers “might” be because I remain unconvinced of the basic thrust of their research: playing games of seigniorage and credibility. There are other stories that are as plausible and at least as consistent with the evidence.

Seigniorage

To start with, I would like to comment on the central role of seigniorage in much of the credibility-based literature on high inflation. Ever since the work of Bailey (1956), it ought to be obvious that thinking of high and extreme inflation in terms of optimal seigniorage is misdirected. Rather, attention should be paid to the experience of Argentina or Peru, for example, where the situation got entirely out of hand, with fiscal collapse and demonetization chasing each other in ever-accelerating rounds.

It is true that money creation is ultimately behind the high or extreme inflation. Even small deficits can produce extravagant rates of inflation in economies where demonetization has reached very extreme proportions. That does not mean there is anything optimal or optimizing at work. It might be more appropriate to view extreme inflation as an unstable process (Dornbusch, Sturzenegger and Wolf 1990).

The Key Questions

Kiguel-Liviatan ask three central questions:

- Is it preferable to learn to live with inflation?
- What is the explanation for the phenomenon of unsustainable growth during stabilization?
- What were the causes of the failures of stabilization, and why is successful stabilization such a lengthy process?

The authors vigorously reject the notion that living with inflation is a stable mode. In their view, it is an arrangement that postpones the ultimate costs but does not avoid them; in fact, it may make matters worse. Here it is necessary to ask for more evidence in support of that assertion. Consider, for example, Brazil in the period 1955–80. Real growth averaged 8.5 percent, and inflation came to an average of 40 percent. Where are the costs?

Kiguel-Liviatan will argue that the costs can be seen in the 1970s—in the form of inflation and stagnation. However, in the 1980s many countries experienced inflation in the aftermath of the oil and debt shocks and in the transition to democracy. Brazil was unusually careless with its system of indexation. There is a lesson here, and it surely must be that indexation systems must exempt real shocks, not that indexation is per se an unstable system. It must also be asked whether countries that did not have formal indexation systems found a better way of solving the problem of falling real wages in the face of adverse shocks. It is my impression that few did; the only difference with explicit indexation is the greater transparency of the process.

On the remaining two questions—the growth surges that occur with failing stabilization programs and the lengthy process of consolidating successful attempts—the authors conclude as follows:

To a large extent the answers to the foregoing questions seem to hinge on two issues related to the credibility of the stabilization effort—will policymakers sustain the fiscal policies, and will they have the resolve to uphold the nominal anchors of the system?

I do not share their confidence in “credibility gaps” being the all-around explanation for the failures. That explanation is too vacuous. According to their argument, anything that fails does so because there was no credibility, anything that succeeds does so because the commitment was credible. The European experience with disinflation does not suggest there was any credibility bonus at work. Nor is there evidence of a credibility bonus in the European stabilizations of the 1920s (Webb 1989; Siklos 1990; and Wicker 1986). All the evidence suggests it took quite a while for the reforms to become part of everyday life because of the expectation of a return to stability, as reflected in the interest rates.

This example accords with the Kiguel-Liviatan story. The authors argue that credibility needs to be cultivated over time, established if necessary by a showdown or two; it does not materialize at the first sight of a balanced budget. Their main assertion is that governments must seek a confrontation to establish their credentials because economic agents, hardened by the failed stabilizations of the past, will not believe that anything has changed fundamentally unless their noses are bloodied.

If the credibility perspective is seen as a hypothesis about how governments actually behave, it leads to the question of what kind of regime is more likely to enjoy low inflation. One possibility is to compare economies that view stability
as a public good and reward stewardship. Victorian Britain may have been a case in point. The alternative is long-lived governments for which the pay-off on the investment in credibility can be reaped over many years. That alternative helps explain why much of Latin America today cannot make progress: governments are short-lived, and the notion of public goods is not high on the agenda. It also suggests that control of inflation will not succeed because the necessary investments will not take place. That situation necessitates a look in a different direction.

The credibility battle would seem to be the strategy of last resort. More direct means would draw on two elements of strength. The first is a national unity government that, by its nature, facilitates the adoption of economic measures and lends some plausibility to their persistence. It is worth remembering that many successful stabilizations were in fact the product of a national unity effort or special powers, contrary to what the war of attrition model suggests. However, it is also likely that the quality of the reforms has a bearing on credibility. Anything that takes the form of emergency measures, without follow-up, cannot last. In contrast, broad-based reforms of the budget that assure balance with moderate taxation and cost-effective spending levels will inspire confidence in continuity. Thus the successful experiences might be interpreted not in terms of the decisive showdown, of the recession that taught the lessons. Rather, they might be interpreted in terms of the political compromise and economic modernization that made adjustment last.

The reason this alternative should be seriously considered is that the credibility battle need not succeed. It is altogether plausible that a government that tries to establish just how tough it is will find itself losing political support and going under. Avoiding a key battle over immediate credibility and spending the political capital to broaden the reforms (even with moderate and rising inflation) seem preferable to losing the battle early on.

Nominal Anchors

The Kiguel-Liviatan research seems to suggest that exchange rate-based programs are prone to an initial boom period, followed by overvaluation and ultimate collapse. Money-based programs, in contrast, do not run into the overvaluation problem and therefore are not doomed.

It is immediately obvious that the Brazilian program of 1986 cannot serve as the benchmark for anything: the budget deficit worsened radically, and wages were raised sharply by law as part of the stabilization. Leaving out that extreme experience, what other cases are there? Mexico pursued an exchange rate-based program, and so did Israel. Mexico is still waiting for the growth boom, and Israel has run out of steam. Clearly here there is no common pattern.

The most recent experiments in Argentina, Brazil and Peru involve some mixture of exchange rate targeting and money targeting. They are singularly unsuccessful in that the real exchange rates have become vastly overvalued while real incomes are declining. Strangely, even with the budgets balanced, inflation has continued at very high rates month after month. One explanation is that the trade deficits produced by the monetization have kept inflation alive, another that inflation has had extraordinary day-to-day inertia that has been hard to eliminate except with an even more massive recession or, my preferred answer, with a far more aggressive fiscal effort involving realistic real exchange rate and incomes policies. Incomes policy has been given too little credit for the role it played in Mexico and Israel, the two countries that effected successful stabilizations in economies that did not suffer extreme inflation (see also Artstein and Sussman 1990).

Mexico and Israel did stop inflation without the trauma of a deep recession. Israel did not go further with deregulation and other supply-side measures and may be bogged down by its large government, including defense, and high level of taxation. In Mexico, by contrast, real wages are rising, and growth is now picking up. With supportive capital inflows there is a serious possibility that inflation may only be moderate and growth substantial. The credibility, I would argue, comes from the accomplishment of the reform, not from a decisive recession showdown.

Competition

In many industrial countries and the developing world alike, control of inflation has always been a question of when, after things have gotten out of control, the next recession has to be staged. Something is missing. A better system would put far more weight on competition and far less on the deliberate use of booms and recessions. The labor markets are insufficiently competitive to play their role; in fact, in Britain, for example, they are entirely impervious to national inflation or nominal income targets except at peak unemployment levels. Only countries with a substantial degree of incorporation seem to succeed in maintaining low inflation, and even there unemployment plays a key role (Calmfors and Driffill 1988).

The Kiguel-Liviatan emphasis on credibility, or more broadly on having a policy rather than poorly predictable opportunistic reactions, is appropriate as one ingredient for successful stabilization. I suspect that far more competitive or more corporatist labor markets—the extremes—are additional elements. That point leads back to incomes policy as one of the pieces of stabilization, certainly in the transition but perhaps also in a TIPS form after disinflation has succeeded.
Notes


2. On the war of attrition see Alesina and Drazen (1990).
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Economic Adjustment and Investment Performance in Developing Countries: The Experience of the 1980s

Luis Serven and Andrés Solimano

Developing countries experienced a significant decline in investment rates and a parallel slowdown in growth in the eighties. Investment fell as part of the macroeconomic adjustment to the decline in the availability of external financing after the debt crisis, a decline that was not compensated for by an adequate increase in domestic savings. However, the drop in external financing was not the only factor behind the slowdown in investment. In some instances, the adjustment measures themselves were a factor. For example, the required fiscal adjustment, which was oriented to correct external imbalances and reduce inflation, often took the form of a decrease in public investment—in particular, in public projects that might have complemented private investment. The large resource transfer needed to service the foreign debt of most developing countries also discouraged private investment, as part of the future returns on investment accrued to creditors in the form of debt repayments.

The adjustment effort typically involved changes in economic incentives. However, very often they did not produce a sizable investment response, thus preventing an effective transition from adjustment to resumed growth. In many cases, the recovery of private investment was slowed by a lack of confidence in the permanence of the policy measures and a high level of uncertainty about the future macroeconomic environment—the causes of which could often be traced to the burden of the external debt service, which threatened the success of stabilization.

This chapter investigates the role different factors played in the investment performance of developing countries in the eighties, drawing on the experience of selected countries as described in the theoretical and empirical literature and on an econometric analysis of investment using a panel data set of time series information for a group of 15 developing countries. Moreover, some lessons that can be applied to the design of growth-enhancing adjustment policies so as to bridge the gap between adjustment and growth were to be drawn from this experience.

The chapter is organized as follows. The next section presents the empirical record of investment in developing countries in the 1970s and 1980s. It explores the response of private and public investment to external shocks, macroeconomic adjustment and structural reform by comparing three groups of selected countries: Latin American countries that pursued structural reform and liberalization (Chile, Mexico and Bolivia); countries that did not pursue such ambitious reforms and that suffered severe macroeconomic instability (Argentina and Brazil); and the outward-oriented East Asian countries that adjusted to the adverse external shocks of the 1980s while maintaining high growth, low inflation and, in general, a remarkable degree of macroeconomic stability (Republic of Korea, Singapore and Thailand).

The subsequent section reviews, briefly, the theoretical and empirical literature on macroeconomic policies and private investment, focusing on the effects of monetary, fiscal and exchange rate policies and emphasizing some economic and institutional features specific to developing countries (e.g., intervention in the financial market, possible complementarities between public and private investment and high reliance on imported capital goods) that affect the transmission mechanisms through which standard macro policies affect private investment.

The recent literature on credibility, uncertainty and irreversibility in investment decisions is explored in the fourth section, in order to highlight the main determinants of the investment response to a given set of economic incentives generated by the structural reforms.

An econometric analysis of the determinants of private investment in developing countries using cross-country data
for the period 1975–87 for a selected group of developing countries is presented next. The empirical estimates are used to evaluate the contribution of different factors to the slowdown in investment after 1982.

The conclusions appear in the final section.

Investment in Developing Countries, 1970–88

The Overall Picture

Between 1970 and 1988, investment rates in developing countries exhibited two distinct stages, with the turning point in 1982 (figure 7–1). For 78 developing countries, the average share of investment in gross domestic product (GDP) in constant prices increased from about 22 percent in 1970 to 25 percent in 1981, and for most of this period the investment rates were historically high. With the rise in international real interest rates in 1981 and the onset of the debt crisis in 1982, however, the rate of investment fell sharply. The decline started earlier in the highly indebted countries than it did in other developing countries, and in the former the decline was larger. For most developing countries, with the exception of Asia, a slowdown in growth accompanied the decline in investment (tables 7–1 and 7–2).

The fall in investment was so severe that some countries may not even have been able fully to replace depreciating capital. For example, in Africa the minimum investment needed to replace depreciated capital was estimated at 13 percent of GDP; in 1987, seven countries in sub-Saharan Africa had investment rates below that level. Similarly, the minimum rate of investment needed to replace capital in Latin America was estimated at 14 percent; in 1987, three countries were below that level (Easterly 1989).

The deficit in the resource balance (that is, the difference between domestic investment and domestic savings) in developing countries was considerably smaller after the 1982 debt crisis as a result of the decline in external financing.

Table 7–1. Investment, Saving and Growth in Developing Countries, 1970–88

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross domestic investment</td>
<td>All</td>
<td>22.4</td>
<td>24.0</td>
<td>20.2</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td>Highly indebted</td>
<td>22.8</td>
<td>23.0</td>
<td>18.0</td>
<td>18.4</td>
</tr>
<tr>
<td></td>
<td>Middle-income</td>
<td>25.5</td>
<td>28.6</td>
<td>24.4</td>
<td>21.9</td>
</tr>
<tr>
<td></td>
<td>Low-income</td>
<td>19.7</td>
<td>20.3</td>
<td>17.0</td>
<td>17.4</td>
</tr>
<tr>
<td>Gross domestic saving</td>
<td>All</td>
<td>16.1</td>
<td>13.7</td>
<td>13.9</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>Highly indebted</td>
<td>20.3</td>
<td>20.1</td>
<td>19.8</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td>Middle-income</td>
<td>18.3</td>
<td>17.5</td>
<td>17.7</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>Low-income</td>
<td>12.5</td>
<td>7.6</td>
<td>8.0</td>
<td>9.9</td>
</tr>
<tr>
<td>Resource balance deficit</td>
<td>All</td>
<td>6.4</td>
<td>10.3</td>
<td>6.2</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>Highly indebted</td>
<td>2.5</td>
<td>2.9</td>
<td>-1.7</td>
<td>-1.5</td>
</tr>
<tr>
<td></td>
<td>Middle-income</td>
<td>7.2</td>
<td>11.1</td>
<td>6.7</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>Low-income</td>
<td>7.2</td>
<td>12.7</td>
<td>8.9</td>
<td>7.5</td>
</tr>
<tr>
<td>Gross domestic investment</td>
<td>All</td>
<td>23.4</td>
<td>24.1</td>
<td>20.6</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td>Highly indebted</td>
<td>23.1</td>
<td>22.3</td>
<td>17.1</td>
<td>16.3</td>
</tr>
<tr>
<td></td>
<td>Middle-income</td>
<td>25.7</td>
<td>28.6</td>
<td>24.9</td>
<td>22.1</td>
</tr>
<tr>
<td></td>
<td>Low-income</td>
<td>21.5</td>
<td>20.7</td>
<td>17.5</td>
<td>18.0</td>
</tr>
<tr>
<td>Rate of growth of real GDP</td>
<td>All</td>
<td>4.7</td>
<td>2.7</td>
<td>1.8</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>Highly indebted</td>
<td>5.0</td>
<td>-0.3</td>
<td>-0.4</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>Middle-income</td>
<td>6.1</td>
<td>4.5</td>
<td>3.9</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>Low-income</td>
<td>3.5</td>
<td>2.5</td>
<td>0.5</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Source: World Bank data.
Table 7-2. Growth and Investment (percent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-Saharan Africa</td>
<td>3.3</td>
<td>0.5</td>
<td>17.6</td>
<td>15.9</td>
</tr>
<tr>
<td>Asia</td>
<td>6.3</td>
<td>7.4</td>
<td>27.7</td>
<td>31.1</td>
</tr>
<tr>
<td>Europe/Middle East/</td>
<td>4.6</td>
<td>2.8</td>
<td>28.4</td>
<td>27.3</td>
</tr>
<tr>
<td>North Africa</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latin America and</td>
<td>4.5</td>
<td>1.6</td>
<td>19.7</td>
<td>17.9</td>
</tr>
<tr>
<td>Caribbean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: International Monetary Fund (1989, Table 15).

(An asterisk indicates highly indebted countries.)

Table 7-3. Public and Private Investment for a Group of 29 Developing Countries, 1970–88 (percentage of GDP at current prices)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-Saharan Africa</td>
<td>20.3</td>
<td>18.8</td>
<td>17.6</td>
<td></td>
</tr>
<tr>
<td>Asia</td>
<td>12.2</td>
<td>9.7</td>
<td>9.6</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>8.2</td>
<td>10.5</td>
<td>9.0</td>
<td>8.0</td>
</tr>
<tr>
<td>Total</td>
<td>20.1</td>
<td>15.1</td>
<td>15.2</td>
<td></td>
</tr>
<tr>
<td>13 highly indebted</td>
<td>12.3</td>
<td>8.1</td>
<td>8.7</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>7.8</td>
<td>9.2</td>
<td>7.0</td>
<td>6.5</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


The empirical evidence from data for a set of 29 developing countries for which a breakdown between public and private investment was available shows that the share of private investment in GDP in current prices was relatively stable until 1980 and then declined, followed by a modest recovery after 1985 (figure 7-2). The decline was larger in the highly indebted countries than in other countries (figure 7-3). Public investment as a share of GDP rose until 1982 and then fell after 1982, two years later than private investment (table 7-3). Unlike private investment, the rates of public investment declined steadily until 1988.

Private Investment and Macroeconomic Adjustment: Some Country Stories

The discussion in this section is organized around the behavior of private investment during adjustment in three stylized groups of countries in Latin America and East Asia. The first group, composed of Chile, Mexico and Bolivia, adopted decisive stabilization policies oriented toward the elimination of the basic macroeconomic imbalances, together with policies of structural reform, including the liberalization of foreign trade and deregulation of the credit and labor markets along free-market lines. The second group was made up of Argentina and Brazil, two countries that in the 1980s were unable to stabilize their economies and correct the basic macroeconomic imbalances in a sustainable way. They did not attempt comprehensive structural reforms and liberalization of the type adopted by the countries in the first group. The third group, consisting of three East Asian economies—Korea, Singapore and Thailand—adjusted primarily through macro policies and managed to deal with the external shocks and debt crisis of the eighties without sacrificing growth and domestic macroeconomic stability.

Adjusting cum liberalizing countries in Latin America: Chile, Mexico and Bolivia. These Latin American countries shared several common features regarding their macroeconomic policies and structural reforms. The former entailed...
both real depreciation of the exchange rate and restrictive fiscal and monetary policies to reduce the large current account deficits and high rates of inflation existing at the time the reforms started to be applied. The structural reforms the three countries implemented were trade liberalization, financial deregulation, privatization and development of greater flexibility in the labor market. The degree, timing and results of these policy reforms varied in each country, although all three shared a general free-market orientation.

Following the swings in the world economy in the 1980s, the three countries suffered the cycle of over-borrowing, a sharp cut-off in foreign lending and the onset of the debt crisis. The pattern of investment followed the "debt cycle" (figure 7-4). Public investment in Mexico and private investment in Chile increased sharply during the boom of the late seventies and early eighties that was led by external borrowing. In 1982, when access to external lending was abruptly cut off and countries were forced to reduce their current account deficit rapidly, investment fell sharply. Thus, basically the adjustment was carried out by cutting the demand for investment rather than by increasing domestic savings.

**Investment in Chile: The "mature" reformer.** The experience of Chile is particularly interesting in several respects. First, it started its reforms earlier—in the mid-1970s—than the countries in the other two groups did, and it therefore provides a better "laboratory experiment" for assessing the impact of liberalization on private investment. Second, at the time the reforms started to be applied, the Chilean economy exhibited large macroeconomic imbalances in the form of high rates of inflation (over three digits by the mid-1970s) and a large fiscal deficit. Achievement and maintenance of low and stable inflation remained a top priority in economic policy. In addition, the commitment to structural reforms along free-market lines remained quite strong, and the democratic administration that took office in early 1990 reiterated the commitment to reform.

The response of private investment to the stabilization cum liberalization program of the mid-1970s was strong. The share of private investment in GDP rose from 5.3 percent in 1971–75 to 11.2 percent in 1976–81. In contrast, public investment fell from 10.6 percent in 1971–75 to 5.8 percent in 1976–81.

Several hypotheses (and some puzzles) can be offered to explain the response of private investment. One is the importance of the political economy. The country went from the "Chilean Road to Socialism" program of President Salvador Allende in 1970–73, which involved large-scale nationalization and deeper land reform, to a radical free-market experiment launched in 1975 under the military regime. The new economic program assured full respect for private property, deregulation of the markets and tight political control of the defeated left and of a militant working class very active under Allende. The private sector responded forcefully to the new program. The reduction in public investment apparently crowded-in private investment because a large part of the increase in public investment in the period 1971–75 corresponded to enterprises that had just been nationalized.

One of the puzzles in the strong response of private investment in that period is that it coincided with a period of
very high real interest rates—over 25 percent per year in the second half of the 1970s. Ex-post, however, given the massive rescue operation the government undertook in 1982–83 with respect to the internal and external debt the private sector had acquired previously, the private sector ended up paying an effective real interest rate that was much lower.

In the 1980s private investment followed closely the cycles of economic activity. It boomed in the early eighties, although its composition tilted heavily toward the non-traded sectors—housing, structures and commercial buildings—following the real appreciation of the peso that developed at the time. During the crisis of 1982–83, investment fell by more than 10 percentage points of GDP with respect to 1980–81. The subsequent recovery was relatively forceful, and by 1989 private investment had reached its 1980 level. Given the strong performance of the export sector and the very large real depreciation of the exchange rate after 1982 (on the order of 70 percent), it seems that private investment shifted toward the traded goods sector in contrast with the trend in the early 1980s.5

**Investment in Mexico and Bolivia.** Total investment in Mexico fell by 8 percentage points of GDP in the period 1982–89 compared with 1978–81. However, the bulk of the cut involved public investment: the ratio of public investment to GDP fell by nearly 5 percentage points in 1982–89 over 1978–81. Nevertheless, it is important to recognize that the level of public investment during the period 1978–81 had reached a high, and probably unsustainable, level following the oil boom.6 Private investment fell moderately between 1982–85 and then, despite the high real interest rates, started to recover, a shift that coincided with the implementation of the reforms.7

In Bolivia, investment declined steadily during the 1980s. The first half of the decade was characterized by macroeconomic turbulence that ended up in the hyper-inflation of 1984–85. Then, in August 1985 the government introduced a sharp and successful program to stabilize inflation, which went from the five-digit level of the hyper-inflation to an average of about 20 percent in the second half of the 1980s. The main problem Bolivia experienced in its stabilization cum liberalization effort was a lack of growth and any significant response by private investment in the aftermath of the stabilization (table 7–4).8

**Lessons from the three experiences.** What can be concluded about the effects of adjustment and the implementation of the reforms on the performance of private investment in these economies? The first point is that of diversity. In Chile, private investment reacted forcefully to the reforms in the mid-1970s and recovered relatively fast in the second half of the 1980s after the restoration of macroeconomic stability and the government’s reassurance that it was committed to the reforms. In Mexico, the response of private

### Table 7–4. Public and Private Investment and Macroeconomic Indicators in Chile, Mexico and Bolivia (annual averages)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chile</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP) (real)</td>
<td>19.3</td>
<td>10.5</td>
<td>15.3</td>
</tr>
<tr>
<td>Public investment (% of GDP) (real)</td>
<td>5.3</td>
<td>4.8</td>
<td>5.9</td>
</tr>
<tr>
<td>Private investment (% of GDP) (real)</td>
<td>14.0</td>
<td>2.7</td>
<td>9.4</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>7.5</td>
<td>-2.9</td>
<td>6.1</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>36.0</td>
<td>18.1</td>
<td>21.4</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-8.6</td>
<td>-8.1</td>
<td>-4.7</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>46.2</td>
<td>88.2</td>
<td>105.6</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>102.8</td>
<td>107.6</td>
<td>176.6</td>
</tr>
<tr>
<td><strong>Mexico</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP) (real)</td>
<td>24.3</td>
<td>17.2</td>
<td>15.8</td>
</tr>
<tr>
<td>Public investment (% of GDP) (real)</td>
<td>10.5</td>
<td>6.9</td>
<td>4.5</td>
</tr>
<tr>
<td>Private investment (% of GDP) (real)</td>
<td>13.8</td>
<td>10.3</td>
<td>11.3</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>8.7</td>
<td>-0.4</td>
<td>1.0</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>22.3</td>
<td>70.2</td>
<td>77.6</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-4.7</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>30.8</td>
<td>55.3</td>
<td>63.2</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>103.4</td>
<td>126.5</td>
<td>145.3</td>
</tr>
<tr>
<td><strong>Bolivia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP) (real)</td>
<td>15.7</td>
<td>9.6</td>
<td>4.9</td>
</tr>
<tr>
<td>Public investment (% of GDP) (real)</td>
<td>9.4</td>
<td>4.9</td>
<td>2.5</td>
</tr>
<tr>
<td>Private investment (% of GDP) (real)</td>
<td>6.3</td>
<td>4.7</td>
<td>2.4</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>0.8</td>
<td>-3.7</td>
<td>0.9</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>24.1</td>
<td>561.7</td>
<td>2,353.9</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-10.8</td>
<td>-5.5</td>
<td>-8.5</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>93.0</td>
<td>133.6</td>
<td>137.2</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>98.8</td>
<td>70.7</td>
<td>90.1</td>
</tr>
</tbody>
</table>

investment to the reforms launched in the mid- to late 1980s was moderate. In Bolivia, private investment remained stagnant, and so did growth in the aftermath of the stabilization and reform.

Second, the experience of these countries in the 1980s shows clearly that the reforms may enhance private investment if they are accompanied by a stable macro environment. Chile in the second half of the 1980s is a good example of how fiscal balance, moderate real interest rates and competitive real exchange rates provide a suitable framework for private investment to respond to the incentives generated by the structural reforms. To the contrary, in the case of Bolivia, where disinflation was consolidated but the fiscal deficit was still high (near 5 percent in 1986-90) and the economy highly dollarized (Morales 1991), the macroeconomic environment was not entirely supportive of a strong recovery of private investment.

A third point is that a favorable private investment response is associated with adequate external financing. All three countries experienced a debt overhang, and they carried out a sizable resource transfer abroad. From simple savings-investment identities it can be concluded that without a corresponding increase in domestic savings, a high level of investment can hardly be achieved. In addition, the foreign debt service acts like an implicit tax on investment.

A fourth point, generally downplayed in the academic literature but one that investors in the real world seem to pay a lot of attention to, is the favorable “business climate” generated by the liberalization. In fact, the privatization measures as well as other liberalizing policies adopted in these countries reflected a renewed faith in free markets and private initiative. The distinctive feature is that governments had come to perceive these principles as the “new engine to growth.”

Table 7–5. Public and Private Investment and Macroeconomic Indicators in Argentina and Brazil (annual averages)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP) (real)</td>
<td>20.3</td>
<td>14.9</td>
<td>11.7</td>
</tr>
<tr>
<td>Public investment (% of GDP) (real)</td>
<td>8.0</td>
<td>6.0</td>
<td>4.9</td>
</tr>
<tr>
<td>Private investment (% of GDP) (real)</td>
<td>12.3</td>
<td>8.9</td>
<td>6.8</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>-0.3</td>
<td>-0.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>128.9</td>
<td>396.6</td>
<td>945.7</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-3.3</td>
<td>-3.7</td>
<td>-2.9</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>45.4</td>
<td>70.0</td>
<td>71.7</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>124.1</td>
<td>210.10</td>
<td>251.1</td>
</tr>
<tr>
<td>Brazil</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP) (real)</td>
<td>23.1</td>
<td>18.7</td>
<td>17.6</td>
</tr>
<tr>
<td>Public investment (% of GDP) (real)</td>
<td>8.9</td>
<td>7.0</td>
<td>6.7*</td>
</tr>
<tr>
<td>Private investment (% of GDP) (real)</td>
<td>14.2</td>
<td>11.7</td>
<td>13.7*</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>3.7</td>
<td>0.8</td>
<td>4.9</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>73.0</td>
<td>154.1</td>
<td>780.1</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-4.5</td>
<td>-3.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>28.5</td>
<td>43.5</td>
<td>36.4</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>87.6</td>
<td>89.1</td>
<td>97.3</td>
</tr>
</tbody>
</table>

Note: *a = 1985-88.

Source: Investment—elaboration based on Pfeffermann and Madarassy (1991); others—World Bank.

In contrast with Mexico and Bolivia (Chile had undertaken its structural reforms in the mid-1970s), domestic authorities in Argentina and Brazil did not seize the opportunity of the crisis to attempt comprehensive structural reforms in the public sector, the trade regime or other areas. The governments devoted the bulk of their energy to fighting inflation and managing their large external debt.

It is not surprising to find that the investment record of countries such as Argentina and Brazil was poor in the 1980s. However, there are some differences in their experiences. As table 7–5 illustrates, investment rates dropped far more in Argentina than in Brazil. In fact, total investment in Argentina in the period 1985–89 was 8.6 percentage points of GDP lower than in 1978–81; this drop in total investment decomposes into a reduction in private investment of 5.5

Two non-adjusting cases in Latin America: Argentina and Brazil. In the eighties, Brazil and Argentina stood out in Latin America11 as clear-cut examples of countries that were unable to stabilize their high inflation, which, in several cases, slid into outright hyper-inflation. Brazil managed to grow at an impressive 7 percent a year between 1940 and 1980, and its development strategy at the time was that of a dirigiste state, supported, in the sixties and seventies, by foreign direct investment and abundant external credits. Brazil used the external borrowing of the seventies largely to finance its ambitious development plans, which required high rates of investment to speed growth. In contrast, Argentina started to experience a noticeable economic decline after the early seventies, a reflection of the slowdown in growth and mounting economic and political instability.

The adverse external shocks of the early eighties and the onset of the debt crisis hit Argentina and Brazil severely. The correction of the external and fiscal imbalances took the form of an acceleration of inflation and slowdown in growth. In contrast with Mexico and Bolivia (Chile had undertaken its structural reforms in the mid-1970s), domestic authorities in Argentina and Brazil did not seize the opportunity of the crisis to attempt comprehensive structural reforms in the public sector, the trade regime or other areas. The governments devoted the bulk of their energy to fighting inflation and managing their large external debt.

It is not surprising to find that the investment record of countries such as Argentina and Brazil was poor in the 1980s. However, there are some differences in their experiences. As table 7–5 illustrates, investment rates dropped far more in Argentina than in Brazil. In fact, total investment in Argentina in the period 1985–89 was 8.6 percentage points of GDP lower than in 1978–81; this drop in total investment decomposes into a reduction in private investment of 5.5
Figure 7-5. Investment as a Percentage of GDP in Argentina and Brazil (real)
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Source: World Bank data.

percentage points of GDP and a cut in public investment of 3.11 percentage points. Moreover, the decline in investment persisted (on average) in the second half of the 1980s, in contrast to the experience of other Latin American countries. In Brazil the drop in total investment was less serious than that in Argentina—its share in GDP was 5.4 percentage points lower in 1985–89 than in 1978–81—while private investment started to recover after 1984, although public investment was still below its pre-crisis level.

Argentina provides almost a textbook (and dramatic) case study of protracted economic instability acting as a powerful deterrent to private investment. As figure 7–5 shows, the downward trend in private investment—as well as in public investment—had already started in Argentina in the mid-seventies. Clearly, the preference for taking resources abroad rather than investing them at home was at work before the debt crisis, and to a large extent that factor was responsible for the absence of recovery afterwards. On top of that lack of private investment, the data show a decline in public investment in the 1980s, a phenomenon tied to the fiscal crisis that Argentina was suffering from.

Brazil experienced the same downward trend in public investment starting in the early eighties. That reduction was part of the fiscal response to the reduced external financing as well as to the enlarged burden posed by the internal public debt.

Macroeconomic stability in Southeast Asia: Korea, Singapore and Thailand. In stark contrast to several of the Latin American countries, Korea, Singapore and Thailand have had remarkable records of macroeconomic stability (table 7–6). In addition, they have had high-growth, outward-oriented but not laissez-faire economies. The distribution of income has been much more equitable in Southeast Asia than in Latin America.14

Since the mid-sixties Korea has been a high growth country, strongly oriented toward the expansion of manufacturing exports. The distribution of income has been relatively egalitarian,15 although at the political level authoritarian military regimes governed the country from the sixties until 1987.

The high rates of investment in Korea were guided by a series of five-year economic plans. The government intervened actively to control, among other things, the allocation of credit to firms, with an overwhelming focus on exports. The close link between government and business in turn created large conglomerates and a high degree of industrial concentration.16 The trade regime was far from liberal, with both tariffs and quantitative restrictions in place, although in the eighties the government relaxed these barriers. Exchange rate policy was oriented to maintaining the external competitiveness of Korean exports, although some episodes of real appreciation took place (for example, in the late 1970s). Korea recovered quickly from the impact of the debt crisis in the 1979–82. In contrast with most highly indebted countries,17 it was able to reduce its current account deficit after 1982 while restoring a high level of growth, maintaining a low level of inflation and avoiding fiscal imbalances.

The case of Singapore is unique. It is a city-state, with a high growth economy completely open to foreign trade and with (almost) unrestricted capital mobility operating under a fixed exchange rate regime. Per capita income is compa-
Table 7-6. Public and Private Investment and Macroeconomic Indicators in Korea, Singapore and Thailand (annual averages)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Korea</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP)</td>
<td>32.6</td>
<td>32.1</td>
<td>30.9</td>
</tr>
<tr>
<td>Public investment (% of GDP)</td>
<td>7.6</td>
<td>7.6</td>
<td>6.8</td>
</tr>
<tr>
<td>Private investment (% of GDP)</td>
<td>25.0</td>
<td>24.5</td>
<td>24.1</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>5.5</td>
<td>9.7</td>
<td>9.8</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>21.0</td>
<td>5.1</td>
<td>4.2</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-5.9</td>
<td>-2.3</td>
<td>4.7</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>41.1</td>
<td>48.7</td>
<td>32.6</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>97.7</td>
<td>96.5</td>
<td>112.4</td>
</tr>
<tr>
<td>Singapore</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP)</td>
<td>39.3</td>
<td>49.4</td>
<td>39.1</td>
</tr>
<tr>
<td>Public investment (% of GDP)</td>
<td>10.1</td>
<td>15.6</td>
<td>12.3</td>
</tr>
<tr>
<td>Private investment (% of GDP)</td>
<td>29.1</td>
<td>33.9</td>
<td>26.9</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>9.3</td>
<td>7.8</td>
<td>5.9</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>6.5</td>
<td>2.9</td>
<td>0.7</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-9.4</td>
<td>-4.7</td>
<td>3.1*</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>12.7</td>
<td>9.4</td>
<td>11.6*</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>98.6</td>
<td>89.1</td>
<td>105.9</td>
</tr>
<tr>
<td>Thailand</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total investment (% of GDP)</td>
<td>25.9</td>
<td>25.0</td>
<td>24.0</td>
</tr>
<tr>
<td>Public investment (% of GDP)</td>
<td>8.5</td>
<td>8.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Private investment (% of GDP)</td>
<td>17.5</td>
<td>16.5</td>
<td>17.6</td>
</tr>
<tr>
<td>Real GDP growth (%)</td>
<td>6.6</td>
<td>6.1</td>
<td>7.4</td>
</tr>
<tr>
<td>Inflation (GDP deflator, %)</td>
<td>9.9</td>
<td>2.4</td>
<td>4.2</td>
</tr>
<tr>
<td>Current account balance (% of GDP)</td>
<td>-6.6</td>
<td>-5.1</td>
<td>-2.2</td>
</tr>
<tr>
<td>Foreign debt (% of GDP)</td>
<td>25.5</td>
<td>35.2</td>
<td>38.8</td>
</tr>
<tr>
<td>Real exchange rate (1980=100)</td>
<td>103.5</td>
<td>93.3</td>
<td>120.0</td>
</tr>
</tbody>
</table>

Source: Investment—elaboration based on Pfeffermann and Madarassy (1991); others—World Bank.

*There are some clear differences in the level and composition of investment between the Latin American and East Asian countries. During the 1980s (and also earlier), rates of investment on the order of 30 percent of GDP and more (for example, 40 percent on average in Singapore) were not unusual in the East Asian countries. Their growth record was also remarkable for the 1980s, with annual average rates on the order of 6.5–7.5 percent. In Latin America, historically the rates of investment were on the order of 20–25 percent, supporting rates of growth of GDP of 5.5–6.0 percent a year. In the 1980s, the average annual rate of growth of GDP decelerated sharply to around 1.5 percent, and the rates of investment centered in the range of 15–18 percent of GDP.
The analysis suggests that a high degree of macroeconomic stability—defined as low and predictable inflation and external and internal balances—is of paramount importance to ensuring a strong response by private investment to economic incentives. The East Asian cases are good examples. In contrast, in some Latin American countries there is evidence that macroeconomic instability may have been largely responsible for the poor performance of private investment.

The evidence from Chile, Mexico and Bolivia on the effects of structural reforms (trade liberalization, fiscal reform and privatization) on private investment is mixed. Chile experienced a rapid recovery of private investment in both the late 1970s, following the inception of the reforms, and in the late 1980s when macroeconomic balance was restored, the terms of trade turned favorable and the government affirmed its commitment to the reforms. Mexico also saw a revival of private investment in the late 1980s in spite of high domestic real interest rates. Bolivia, however, which had also adopted liberalization policies after eliminating the hyper-inflation in the mid-1980s, did not witness an upsurge in private investment, and growth remained stagnant.

Several Latin American countries (adjusting and non-adjusting) experienced a decline in public investment during the 1980s. Chile was an exception, although public investment also declined sharply in the 1970s when the structural reforms were adopted. The implication is that public investment tends to be squeezed when balancing the fiscal and external accounts.


This section briefly reviews the literature on the effects of macroeconomic policies on private investment for the purpose of understanding some of the experiences discussed above. Of particular interest is the impact on investment of the monetary, fiscal and exchange rate policy measures typically included in macroeconomic adjustment programs, as well as the effects of the debt overhang and credibility issues on capital formation.

Demand Management Policies and Investment

A basic ingredient of macroeconomic adjustment programs is a set of absorption-reducing measures (for example, monetary and fiscal restraint) that, in the short run, are likely to lead to a reduction in output growth. While each of these measures may have some specific, direct effect on investment (as discussed below), they all affect investment indirectly through their impact on output. The reason is that, as most empirical studies of investment behavior show, investment responds strongly to changes in output. Investment in developing countries is no exception, and most econometric studies conclude that fluctuations in output are one of the most important determinants of private investment (see, for example, Blejer and Kahn 1984, Faini and de Melo 1990, Greene and Villanueva 1991, and this study).

The initial downturn in economic activity often associated with macroeconomic adjustment may affect investment
through its effect on expectations. A current recession could produce "pessimistic" expectations that lead investors to postpone investment until the recovery arrives; this phenomenon in turn may prevent the take-off of investment (particularly in projects with short gestation lags) and delay the recovery itself, and the economy could get stuck in a low investment equilibrium because of insufficient investment as a result of a self-fulfilling pessimism. How to avoid this eventuality is an important consideration in the design of restrictive demand policies that minimize the potentially adverse impact on investment and growth.

Monetary policy and private investment. The restrictive monetary and credit policies usually included in stabilization packages tend to raise the cost of capital to users by raising the real cost of bank credit, a major source of investment financing in developing countries, and by increasing the opportunity cost of retained earnings, the other main source of investment financing in most developing countries. The result is a decline in investment through both mechanisms. The empirical relevance of this effect has been confirmed in a number of studies (for example, de Melo and Tybout 1990, Greene and Villanueva 1990, and Solimano 1989), but others have not found a significant effect of interest rates on investment demand. The reason is that in the repressed financial markets that characterize many developing countries, credit policy affects investment directly through the stock of credit available to firms with access to preferential interest rates, rather than through the indirect channel of interest rates—although the latter will also operate for firms that borrow in the unofficial money market (see van Wijnbergen 1983a and b). Many empirical studies note this direct role of credit availability (for example, van Wijnbergen 1982, Blejer and Kahn 1984, Lim 1987 and Dailami 1990). Hence, the institutional set-up of the financial markets in developing countries is an important ingredient in the transmission mechanisms of monetary and credit policy with respect to investment.

Fiscal policy, public investment and private investment. High fiscal deficits push interest rates up and/or reduce the availability of credit to the private sector. Thus, they tend to crowd private investment out. In principle, a reduction of the public deficit—a main objective of many adjustment packages—should allow an expansion of private investment. However, as the experience of several Latin American countries in the 1980s shows, fiscal adjustment often takes the form of reduced public investment, some of whose components (especially investments in infrastructure such as roads and communications) may be complementary with private investment. As a result, private investment falls as well. From the policy viewpoint, this underscores the need to protect public investment in infrastructure during adjustment to facilitate the recovery of private investment and growth.

Several empirical studies shed some light on this issue. The results obtained by Blejer and Kahn (1984) from cross-country data indicate that public investment in infrastructure complements private investment (and other types of public investment do not). More recently, Greene and Villanueva (1991), using a panel of 23 developing countries, and this study, also found complementarity. Musalem (1989) found evidence of complementarity between private and public investment in a time-series study of investment in Mexico. However, Balassa (1988) reported cross-section estimates showing that public and private investment are negatively related, with an increase in public investment leading to a decline in private investment.22

Exchange Rate Policy and Private Investment

The other important ingredient of most adjustment programs is a real devaluation, aimed at expenditure-switching to complement the expenditure-reducing measures. In the 1980s many developing countries undertook sharp real depreciations as part of their adjustment to the debt crisis. A real depreciation affects investment through three main channels: the real cost of capital goods; the real interest rate; and real output.23

First, a real depreciation tends to raise the real cost of capital goods relative to domestic goods. The reason is that in most developing countries capital has a high import content (mainly machinery and equipment), whose relative price is increased by a real devaluation. As argued by Buffie (1986) and Branson (1986), this situation tends, ceteris paribus, to depress investment in non-tradable activities. However, the opposite happens in the traded goods sector: the real cost of new capital goods in terms of final goods falls and investment rises. The result for aggregate investment is therefore uncertain. Despite this theoretical ambiguity, most empirical studies conclude that in the short run a real depreciation has an adverse impact on investment through this cost-of-capital-goods effect (although its long-run effect may be positive).24 In general, a high dependence on imported capital and intermediate goods and a relatively low share of the traded goods sector in total investment would make the contractionary result hold.25

A second channel through which devaluation affects the profitability of investment is the real interest rate. Consider first the case of an unanticipated devaluation and assume that interest rates are determined in the markets for domestic assets (for example, in the money market). Devaluation raises the price level through its impact on the cost of imported intermediate inputs and wages under indexation; if monetary policy does not fully accommodate the increase in the price level, real money balances fall, pushing up the real interest rate for a given rate of (anticipated) inflation. Hence, the cost of capital to the user rises and investment falls. On the other hand, if the devaluation is anticipated and if it
succeeds in eliminating the expectations of a devaluation, then it may result in an expansion of investment, since the required return on capital would tend to fall, a reflection of the reduction in the anticipated rate of depreciation.\textsuperscript{25}

The third channel through which a devaluation may affect investment is through its impact on aggregate demand. If the devaluation reduces aggregate demand ex ante, then ex-post investment is likely to fall. Moreover, if investment has a significant import content, then an expansion in output is likely to be a necessary (but not sufficient) condition for investment not to fall ex-post (Serven 1990). The literature on contractionary devaluation (Krugman and Taylor 1978, van Wijnbergen 1985, Solimano 1986, Edwards 1986 and Lizondo and Montiel 1989) emphasizes how slowly the substitution effects of a devaluation emerge; hence, in the short run the impact of a real devaluation on aggregate demand is dominated by its adverse effects on income: it generates transfers of real income abroad (because of the volatility. Many developing countries suffer from high and unpredictable inflation, which is usually matched by high relative price variability. The irreversibility approach suggests that instability would reduce the effectiveness with which relative price changes stimulate investment.

The relevance of these issues for macroeconomic policy, especially in developing countries, cannot be overemphasized. Consider, for example, the problem of relative price volatility. Many developing countries suffer from high and unpredictable inflation, which is usually matched by high relative price variability. The irreversibility approach suggests that instability would reduce the effectiveness with which relative price changes stimulate investment.\textsuperscript{29}

The debt overhang that many high-indebted countries face creates a similar problem, a point emphasized by Sachs (1988). It arises from the need to carry out an external transfer to the country’s creditors, and it represents another source of instability in the macroeconomic environment: in a context of uncertainty, the level of the real exchange rate and/or the demand management policies consistent with the required transfer also become uncertain; and the size of the transfer itself is not known with certainty, as it depends on uncontrollable factors such as the future level of world interest rates and the terms of trade. Carrying out the transfer may require future changes in the real exchange rate, fiscal contraction or both. Thus, investors face the risk of large swings in relative prices, taxation or aggregate demand, any of which, as argued above, would lead to reduced investment.

In practice, this effect may be hard to identify, since the foreign debt may affect investment adversely through two additional channels (emphasized by Borensztein 1989). First, there is the debt overhang, which acts as an anticipated foreign tax on current and future income: since part of the future return on any investment will accrue to the creditors as bigger debt service payments, the overhang discourages capital accumulation and promotes capital flight. Second is the credit rationing effect: a highly indebted country is likely to face credit constraints in the international capital markets, a situation that is equivalent to facing higher real interest rates and that will also discourage investment.\textsuperscript{30}

The Role of Credibility

From a policy perspective, the imperfect credibility of policy reforms is a very important source of uncertainty. It is re-
lated to the public’s perceptions about both the internal consistency of the adjustment program and the government’s willingness to carry out the program despite the implied social costs. Unless investors view the adjustment program as fully credible in both senses, the possibility of a future policy reversal will be a key determinant of the investment response (Dombusch 1988 and Rodrik 1990). In such conditions, the value of waiting arises from the losses (the “irreversible mistake” in Bernanke’s [1983] terminology) that investors would incur if the policy were in fact reversed in the future. In conclusion, when investment is irreversible, uncertainty over policy can have very adverse consequences for private investment.

Thus, stabilization may entail large social and economic costs if credibility is low. The reasons are that the investment response will be insufficient to offset the deflationary bias of the usual fiscal and monetary restraint measures, and a persistent recession may develop before investors become confident enough that the adjustment measures will be maintained.

Although establishing the right economic incentives is a precondition for investment and growth, it does not guarantee that investment and growth will take place. The investment response in Bolivia and Mexico was slow, whereas in Chile, Korea and Singapore the reaction of the private sector to the economic incentives was strong.

It is important to emphasize that in practice a reversal of policy is an endogenous outcome, since current decisions by the private sector affect the opportunity set of future policy actions and ultimately determine the sustainability of the adjustment policy. As an example, consider the case of a large real depreciation that, because of a low level of confidence, fails to stimulate investment in the tradable sector. Its only visible effects will be a deflationary cut in real income and a redistribution of income from labor to capital, especially in the traded goods sector. However, because the depreciation is not sufficient to compensate for the lack of credibility, the increased profits will be reflected in increased capital flight. Social pressure and balance-of-payments problems may eventually force a policy reversal that would confirm the initial skepticism of investors. The alternative scenario is a high level of confidence at the outset that fosters an investment boom and validates the adjustment program.

In the context of these two possible outcomes, the final result of the adjustment measures is indeterminate. If left alone, the economy might get stuck in the “low investment-adjustment failure” equilibrium. Since the “high investment-adjustment success” equilibrium is clearly better, it is crucial to investigate what specific policy measures can lead the economy to this superior outcome.

There is no simple answer. While transitory investment incentives appear to be the most appropriate tool for addressing the investment externality, in practice they run the risk of destabilizing public finances, which often are a key element in adjustment programs. On the other hand, adequate external support for stabilization may play an important role by raising investors’ confidence in the sustainability of adjustment, thus giving rise to the investment take-off.

Econometric Analysis

The preceding discussion examined from a theoretical viewpoint the effect of a number of factors on private investment. The immediate question is to what extent these factors explain the actual performance of investment in developing countries in recent years.

To investigate this question, a simple investment equation was estimated using pooled cross section-time series data for a group of 15 developing countries. Based on the discussion in the previous section, it is postulated that real private investment is a function of real growth in output, the real exchange rate, real public investment, the foreign debt burden and the degree of macroeconomic uncertainty/instability, as follows:

\[ IP/Y = F(\Delta Y, e, IG/Y, D'/Y, \sigma) \]

where

- \( IP \) = real private investment
- \( Y \) = real GDP
- \( e \) = the real exchange rate
- \( IG \) = real public investment
- \( D'/Y \) = the ratio of foreign debt to GDP and
- \( \sigma \) = an appropriate measure of instability.

According to the previous discussion, it is expected that the growth of real output will exert a positive effect on the rate of private investment. In turn, the effect of the real exchange rate is uncertain, as discussed before. The sign of the coefficient of public investment depends on whether public investment is primarily complementary to or substitutive of private investment. Last, an increase in the degree of economic instability or the burden of foreign debt should reduce investment. Finally, a dummy variable is introduced into the regressions that takes a value of one after 1982 to capture a possible shift in the empirical equation as a result of the reduction in the availability of external financing after the debt crisis.

To estimate the investment equation, data for the years 1976–88 for 15 developing countries were used; hence, the sample consists of 195 observations. The choice of countries and time period was dictated by the availability and reliability of the data. The countries in the study were: Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Kenya, Korea, Mexico, Peru, Singapore, Thailand, Turkey, Uruguay and Zimbabwe.

To measure uncertainty, \( \sigma \), the sample variability of some key macroeconomic variables was used. In particular,
the variabilities of the real exchange rate and the variability of the inflation rate were considered. In each case, uncertainty is summarized by the coefficient of variation of the relevant variable over the last three years; however, using longer or shorter time horizons did not significantly affect the estimated parameters.

The sample averages of the explanatory variables are summarized in table 7-7 for all the countries in the sample and for some regional subsamples. It should be emphasized that the regional groupings are “unbalanced,” in that the Latin American group consists of nine countries, while the East Asian and African regions only include three and two countries, respectively. Nevertheless, the information in the table reveals a number of interesting differences across time periods and country groups.

For the overall sample, there was a decline in all the investment indicators between the pre- and post-debt crisis years. The fall in total investment exceeded 4 percentage points of GDP. When looked at regionally, however, the decline was concentrated in the Latin American and African country groups, for which the fall was about 6 percent of GDP. In contrast, the East Asia region actually showed a small increase in investment in the second half of the sample period—in addition to a consistently higher rate of investment than the other groups had in all periods. It can also be seen that the rates of both private and public investment declined in the Latin American and Africa country groups, while they both rose in East Asia.

On average, real GDP growth also declined after 1982. However, the regional disaggregation again shows that the slowdown was concentrated in the Latin American countries, with the other groups in the sample showing no significant change in their growth pattern.

Table 7-7. Macroeconomic and Investment Indicators

<table>
<thead>
<tr>
<th>Country group</th>
<th>Period</th>
<th>Real GDP growth (%)</th>
<th>Ratio of total invest. to GDP (%)</th>
<th>Ratio of private invest. to GDP (%)</th>
<th>Ratio of public invest. to GDP (%)</th>
<th>Ratio of debt to GDP (%)</th>
<th>Ratio of real exchange rate (1980=100)</th>
<th>Inflation instability index</th>
<th>Real exchange rate instability index</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>1975-81</td>
<td>0.036</td>
<td>0.206</td>
<td>0.131</td>
<td>0.075</td>
<td>0.487</td>
<td>113.6</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>1982-88</td>
<td>0.028</td>
<td>0.185</td>
<td>0.117</td>
<td>0.068</td>
<td>0.629</td>
<td>122.6</td>
<td>1.593</td>
<td>1.103</td>
</tr>
<tr>
<td>Latin America</td>
<td>1975-81</td>
<td>0.023</td>
<td>0.171</td>
<td>0.106</td>
<td>0.065</td>
<td>0.589</td>
<td>125.2</td>
<td>1.585</td>
<td>1.167</td>
</tr>
<tr>
<td></td>
<td>1982-88</td>
<td>0.037</td>
<td>0.200</td>
<td>0.123</td>
<td>0.077</td>
<td>0.409</td>
<td>113.1</td>
<td>0.585</td>
<td>1.040</td>
</tr>
<tr>
<td>East Asia</td>
<td>1975-81</td>
<td>0.009</td>
<td>0.143</td>
<td>0.089</td>
<td>0.054</td>
<td>0.769</td>
<td>138.1</td>
<td>2.584</td>
<td>1.286</td>
</tr>
<tr>
<td></td>
<td>1982-88</td>
<td>0.036</td>
<td>0.320</td>
<td>0.230</td>
<td>0.269</td>
<td>0.993</td>
<td>0.068</td>
<td>0.643</td>
<td>1.175</td>
</tr>
<tr>
<td>Africa</td>
<td>1975-81</td>
<td>0.036</td>
<td>0.184</td>
<td>0.104</td>
<td>0.080</td>
<td>0.414</td>
<td>98.8</td>
<td>0.091</td>
<td>1.234</td>
</tr>
<tr>
<td></td>
<td>1982-88</td>
<td>0.036</td>
<td>0.217</td>
<td>0.128</td>
<td>0.089</td>
<td>0.270</td>
<td>94.7</td>
<td>0.094</td>
<td>1.230</td>
</tr>
</tbody>
</table>

Note: The sample covers the years 1975-88 and includes Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Kenya, Korea, Mexico, Peru, Singapore, Thailand, Turkey, Uruguay and Zimbabwe.

Source: World Bank data.

All country groups experienced an increase in their average debt ratios between the pre- and post-1982 periods. The increase was, however, much larger in the Latin American and African countries in the sample (it almost doubled for both groups after the debt crisis) than it was in the East Asian group. Similarly, the real exchange rate depreciated on average in all three country groups, although the extent of the depreciation was much larger in Latin America (in excess of 20 percent) than in the other two country groups (around 10 percent).

The pattern of the indicators of instability over time and across regions also deserves comment. The last two columns of table 7-7 show two interesting facts. First, the East Asian country group was clearly “more stable” in terms of either of the instability measures than the other two regions were. Second, for the overall sample, after 1982 there was a spectacular increase in the variability of inflation, along with a more moderate rise in the instability of the real exchange rate. However, the regional grouping reveals that the increase in instability was concentrated in the Latin American countries, while the East Asian group actually showed an improvement in terms of both indicators, and the African countries in the sample did not register any significant change in macroeconomic instability.

The investment equation was estimated using the “fixed effects” panel data specification (see, for example, Hsiao 1986). Since preliminary experiments indicated the presence of moderate but significant first-order serial correlation in the residuals, the two-stage estimation procedure proposed by Bhargava, Franzini and Narendranathan (1982) was used. The second round estimates do not show any symptoms of auto-correlation. Finally, both linear and logarithmic specifications were tested; the latter were adopted in
of their superior performance in terms of explanatory power and overall significance.

The empirical estimates appear in table 7–8. Since the real exchange rate always failed to be statistically significant at any reasonable level of confidence, both the specifications with and without it are reported. As can be seen from the table, deleting the real exchange rate has only a negligible effect on the remaining coefficients.

Overall, the results for either specification are quite good: the parameter estimates carry their theoretically correct signs; and the explanatory power of the equations is extremely high.

As with most of the empirical studies, it was found here that growth in real output had a strong positive impact on private investment. Public investment also had a positive effect on private investment. In short, the complementarity relationships between both investment categories dominated the sample. As expected, the foreign debt burden had a strong negative effect on the private investment ratio; as argued above, this result may reflect a combination of the increased macroeconomic uncertainty arising from the need to carry out an increased resource transfer abroad and the effects of credit rationing on the world capital markets. In contrast, the effect of the real exchange rate reported in the first column of table 7–8 is not significant; this result is in accordance with the theoretical discussion in which several channels were identified through which the real exchange rate may affect investment in opposite directions.

The two measures of instability carry a negative sign, as expected. Although their individual significance is not always above the 5 percent level, taken together they are strongly significant: for example, using model II, the null hypothesis that they are jointly insignificant can be rejected (the computed value of the chi-square statistic with two degrees of freedom is 6.70, well above the 5 percent limit of 5.99). This result is probably attributable to the fact that both variables contain some common information (for example, greater variability in inflation will often be reflected in greater variability in the real exchange rate).

Finally, the post-1982 dummy is negative and strongly significant, clear evidence of a downward shift in the investment rule as a result of the reduction in external financing after the debt crisis.

Since the parameter estimates in the previous table 7–8 correspond to a logarithmic specification of the determinants of the ratio of private investment to GDP, it may be useful to restate them in a manner that provides a more direct measure of the impact of the different variables on the investment ratio. Table 7–9 provides that information: it details the impact on the share of private investment in GDP of a 1 percentage point increase in each of the right-hand side variables, using the second specification in the previous table.

According to the figures in the table, the largest effect corresponds to the public investment ratio: an increase in the ratio of public investment to GDP of 1 percentage point raises the private investment ratio by over one-fourth of a point. Similarly, a 1 percentage point increase in the growth rate of real GDP increases the investment ratio by 0.15 percentage point; in turn, an increase in foreign debt of 1 percentage point of GDP reduces investment by about 0.07 percentage point of GDP. Finally, a 1 percent increase in the instability of inflation and the real exchange rate results in declines in the investment ratio of .001 and .003 percentage point, respectively.

An important practical question that follows from the empirical results is what has been the relative contribution of each of the explanatory variables to the actual variation of investment in developing countries in recent years? Identify-

Table 7–8. Estimation Results, 1976–88
(dependent variable: log of the private investment/GDP ratio)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model I ¹</th>
<th>Model II ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real GDP growth *(lagged)</td>
<td>1.166</td>
<td>1.149</td>
</tr>
<tr>
<td></td>
<td>(3.500)</td>
<td>(3.560)</td>
</tr>
<tr>
<td>Real public investment</td>
<td>0.160</td>
<td>0.147</td>
</tr>
<tr>
<td>as % of real GDP</td>
<td>(2.550)</td>
<td>(2.310)</td>
</tr>
<tr>
<td>Foreign debt</td>
<td>-0.230</td>
<td>-0.240</td>
</tr>
<tr>
<td>as % of GDP</td>
<td>(-3.500)</td>
<td>(-3.560)</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>0.101</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.980)</td>
<td></td>
</tr>
<tr>
<td>Inflation instability</td>
<td>-0.006</td>
<td>-0.008</td>
</tr>
<tr>
<td>index*</td>
<td>(-1.690)</td>
<td>(-2.030)</td>
</tr>
<tr>
<td>Real exchange rate instability</td>
<td>-0.043</td>
<td>-0.027</td>
</tr>
<tr>
<td>index‡</td>
<td>(-1.920)</td>
<td>(-1.610)</td>
</tr>
<tr>
<td>Post-1982 dummy</td>
<td>-0.107</td>
<td>-0.095</td>
</tr>
<tr>
<td></td>
<td>(-3.090)</td>
<td>(-2.890)</td>
</tr>
<tr>
<td>R²</td>
<td>0.974</td>
<td>0.978</td>
</tr>
<tr>
<td>Autocorrelation coefficient</td>
<td>0.400</td>
<td>0.402</td>
</tr>
<tr>
<td>SEE</td>
<td>0.068</td>
<td>0.068</td>
</tr>
<tr>
<td>Standard deviation of dependent variable</td>
<td>0.530</td>
<td>0.530</td>
</tr>
<tr>
<td>Number of observations</td>
<td>195</td>
<td>195</td>
</tr>
</tbody>
</table>

¹ - Not applicable.
Note: T-statistics appear in parentheses. The regressions also include 15 country dummies.

Table 7–9. Determinants of Real Private Investment
(percentage of GDP)

<table>
<thead>
<tr>
<th>Effect on the private investment/GDP ratio</th>
<th>Percentage of a 1 percentage point increase in</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio of public investment to GDP</td>
<td>0.257</td>
</tr>
<tr>
<td>Ratio of foreign debt to GDP</td>
<td>-0.065</td>
</tr>
<tr>
<td>Real GDP growth</td>
<td>0.151</td>
</tr>
<tr>
<td>Inflation instability</td>
<td>-0.003</td>
</tr>
<tr>
<td>Real exchange rate instability</td>
<td>-0.003</td>
</tr>
</tbody>
</table>

Note: The figures were obtained using the "all countries" sample mean of each variable (presented in table 7-7).
Source: Authors' calculations.
ing the variables that have made the greatest contributions is a task of more that scholarly interest: if some of the variables can be affected in a systematic manner by economic policy, then the exercise may provide some guidance as to what the main policy priorities should be to revive private investment.

Table 7–10 presents the contribution of each of the determinants of investment to the observed evolution of the ratio of private investment to GDP between the pre- and post-debt crisis periods. The calculations for the overall sample of countries and for the three regional groupings defined above are both reported.

For all country groups, the estimated equation predicts a fall in the investment share between both subperiods. For the overall sample, all variables contribute to the adverse investment performance. However, the largest contribution corresponds to the debt burden, which is responsible for a decline in the share of private investment in GDP of almost 2 percentage points; moreover, this variable contributes about half of the explained change for all country groups. Similarly, the post-crisis dummy also has a large impact: it explains a reduction in the investment share of more than 1 percentage point.

In turn, the evolution of public investment played a significant role: its reduction contributed to a deterioration in the private investment ratio of about 0.5 percentage point in both the overall sample and the Latin American and African country groups; however, its increase in the East Asian countries helped raise their private investment ratio by about 0.3 percentage point of GDP.

According to table 7–7, real GDP growth in the sample countries slowed only in the Latin American countries, while it was practically unchanged in the rest. Hence, in table 7–10 its contribution to the decline in investment is only 0.2 percentage points in the overall sample; however, in the case of the Latin America region, the deterioration in growth contributes a fall of 0.4 percentage points in the investment ratio.

Finally, the change in macroeconomic uncertainty, which combines the two instability measures, also contributed to the change in the private investment ratio. Its pattern differed widely across regions: it led to a 0.3 percentage point decline in investment in Latin America but to a 0.1 percent increase in East Asia; in the African country group, its contribution was nil. It should be remembered, however, that these figures probably represent a lower bound for the effects of instability, since a significant portion of the adverse contribution of the external debt burden to the investment performance reported above is likely to be related to the macroeconomic uncertainty associated with the servicing of the foreign debt.

To conclude, it should be emphasized that these computed contributions of the different explanatory variables to the observed investment performance should be viewed with caution. Interpreting the contributions in terms of "causality" may be misleading, as in general the different variables are not mutually independent. For example, in a context of external credit rationing, an increased foreign debt burden is likely (or almost certain) to be associated with reduced public investment; in this sense, the adverse effect of the external debt burden on private investment would be understated by simple calculations such as the ones reported above—which consider only the direct effect of each variable on investment.

### Conclusions and Policy Implications

This chapter investigated the macroeconomic determinants of the recent investment performance of developing countries, drawing on the experience of selected countries, on the theoretical and empirical literature and on an econometric analysis of a sample of developing countries.

The comparison of the experience of several Latin American and East Asian countries suggests some lessons regarding the performance of investment following adjustment and reform. First, the investment and growth performance of the Latin American and East Asian countries in the 1980s differed markedly. In the latter, the adjustment to the external shocks was relatively mild, and after an initial decline in investment and growth, both returned to the pre-shock levels fairly rapidly. In contrast, in several Latin American economies the adverse external shocks of the early 1980s and the debt crisis led to a protracted period of macroeconomic instability, with large drops in investment and growth. Moreover, recovering a path of sustained growth has proved slow and complicated. The maintenance of macroeconomic stability and predictable policy, in addition to a more rapid resumption of foreign financing in East Asia relative to

---

This text is a factual description of the investment performance of developing countries during the 1980s, focusing on the determinants of private investment and the impact of various factors such as debt burden, public investment, and macroeconomic uncertainty. The text highlights the significant role of the debt burden in reducing private investment, while emphasizing the importance of policy stability and predictability in fostering recovery and growth. The conclusions and policy implications section underscores the need for sustained macroeconomic stability and predictable policy to enhance investment and growth in developing countries.
Latin America, to a large extent explain the differences in the performance of investment in both regions.

Second, the evidence from Chile, Mexico and Bolivia on the effects of structural reforms (trade liberalization, fiscal reform and privatization) on private investment is mixed. In the late 1970s and 1980s in Chile and in the late 1980s in Mexico, the response of private investment to the reforms was considerable. However, Bolivia, which adopted liberalization policies after eliminating the hyper-inflation of the mid-1980s, did not see an upsurge in private investment, and growth remained stagnant.

Third, the decline in public investment is a disturbing factor in the response to adjustment and reform. That trend was observed in Chile in the mid- to late 1970s and in Mexico in the late 1980s. In addition, this feature was also present in non-adjusting economies such as Argentina and Brazil in the 1980s. While in some instances the cut in public investment was unavoidable (because it had reached unsustainable levels, as, for example, in Mexico in the late 1970s), in others the across-the-board contraction of the accumulation of public capital probably affected many projects that were complementary with private investment.

The determinants of private investment were analyzed econometrically using panel data for 15 developing countries. Overall, the specification presented here had a high explanatory power, accounting for more than 90 percent of the observed variation in the ratio of private investment to GDP. The results indicate that, in the sample, growth in output and public investment had a significant positive impact on private investment. In contrast, the foreign debt burden, macroeconomic instability (measured by the variability of inflation and the real exchange rate) and the reduction in external financing after 1982 exerted a significantly adverse effect on private investment. Finally, the effect of the real exchange rate was found to be insignificant.

Given the econometric estimates, the contributions of the different explanatory variables to the decline in the average ratio of private investment to GDP after 1982 were analyzed. All the variables contributed to some extent to the fall in investment, but at the same time the external debt burden and credit rationing may have played relatively the largest roles in the slowdown in investment. However, the contributions of the different variables differed widely across the regions represented in the sample; for example, increased macroeconomic instability and reduced public investment helped push the private investment ratio in Latin America down, while reduced instability and higher public investment had the opposite effect in East Asia. These regional patterns are in broad agreement with the conclusions derived from the country experiences reviewed above.

This analysis has some important implications for the design of growth-enhancing macroeconomic adjustment programs. First, macroeconomic stability and policy credibility are key ingredients for the achievement of a strong investment response. In a context of high macroeconomic uncertainty, the reaction of investment to changes in incentives is likely to be very limited. The same will happen if the policy measures are perceived as inconsistent or suspected of being temporary. In such circumstances, investors will prefer to wait and see before committing resources to irreversible fixed investments.

Second, even if the policy changes are perceived as permanent, insufficient public investment (particularly in infrastructure) that is complementary with private investment may hamper the recovery of the latter. The protection of well-targeted public investment projects in infrastructure during the course of macroeconomic and, particularly, fiscal adjustment can play an important role in stimulating the private sector’s response to adjustment measures.

Third, the availability of sufficient external resources may be a key ingredient for the recovery of private investment, not only because it contributes directly to an easing of the financing constraints on investment, but also because it may raise the private sector’s confidence in the viability of the adjustment effort. In particular, the empirical findings suggest that debt relief measures could go a long way toward helping revive investment by liberating investible resources currently committed to service the debt burden, and also by reducing the disincentive effects on investment caused by the debt overhang.

Notes

1. The authors appreciate the comments by Bela Balassa, Max Corden, Stanley Fischer, Felipe Larrain and Dani Rodrik on an earlier version of this chapter. Raimundo Soto provided efficient research assistance.

2. The breakdown of investment into private and public components draws on Pfeffermann and Madarassy (1991). Private investment was obtained from the national accounts data as the difference between total investment and investment by the consolidated public sector.

3. Mexico used incomes policy for stabilization purposes after the late 1970s; Chile and Bolivia used some form of exchange rate stabilization and/or wage controls to help disinflation at different times during stabilization. For the Chilean experience with stabilization in the last two decades, see Corbo and Solimano (1991). Bolivia’s experience with stabilization and reform is described in Morales (1991).

4. The crisis of 1982-83 put some of these policies in Chile under heavy stress. Some reversals took place, such as increases in tariffs and direct intervention in the financial system. However, as the crisis receded, the government lowered tariffs again and gradually deregulated the financial system.

5. An econometric analysis of the behavior of private investment in Chile in the 1980s appears in Solimano (1989).

6. The share of public investment in GDP in Mexico rose from 7.7 percent in the period 1971-77 to 10.5 percent in 1978-81.

7. See Ortiz (1990) for a discussion of the Mexican case and the behavior of private investment in the late 1980s.


9. The development plans of the late sixities in forestry and
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agro-industrial activities, and the new land-property structure following the agrarian reform, are also elements in the strong export response of agricultural goods in Chile in the mid- to late 1980s.

10. Keynes (1936, chapter 12), referred to it as "...the state of confidence...a matter to which practical men always pay the closest and most anxious attention. But economists have not analyzed it carefully..."

11. Peru and Nicaragua are other cases of extreme macroeconomic instability in Latin America in the 1980s.

12. Argentina was the pioneer with heterodox stabilization, launching the Austral Plan in mid-1985; Brazil followed with the Cruzado plan in early 1986. After some initial success, those plans were undercut by a resumption of inflation and the repeated use of price controls and emergency fiscal measures to curb (transitorily) the escalating inflation. The situation in both economies worsened in 1989 as the rate of inflation approached hyper-inflationary levels in the context of domestic recession and political disarray. See Heymann (1991), Kiguel and Liviatan (1991), Cardoso (1991) and Solimano (1990) on these two and other experiences with stabilization.

13. It is well-known that the quality of public services has deteriorated sharply in Argentina in recent years. No doubt this situation is related to the inability of the state to improve the collection of fiscal revenues from the tax system.

14. See Larrain and Vergara (1991) for an international comparison of the patterns of income distribution. They compare East Asia, Latin America and the countries in the Organisation for Economic Co-operation and Development (OECD).

15. The agrarian reform is credited with being an important factor in the relatively even distribution of income in Korea (Collins and Park 1989).


17. Chile is perhaps an exception in this respect.

18. In terms of the composition of total investment, private investment was overwhelmingly dominant, representing between two-thirds and three-quarters of the total capital accumulation in these East Asian economies.

19. The average annual rate of growth of GDP in 19 Latin American countries for the period 1950-80 was 5.8 percent, with output measured in terms of adjusted purchasing power. GDP per capita grew in the same period at an annual rate of 3 percent. See Cardoso and Fishlow (1989).

20. This range is an unweighted average for Argentina, Bolivia, Brazil, Chile and Mexico for the period 1978-88.

21. A more thorough review of the literature can be found in Serven and Solimano (1992).

22. Khan and Reinhart (1990) reexamined the issue of the differentials in productivity between private and public investment for a sample of 24 developing countries and found that the marginal productivity of public sector capital was negative, although not significantly so, while that of private investment was significantly positive.

23. A real depreciation may also have potentially important effects on the timing of investment, depending on the degree of financial openness in the economy and on the import content of capital goods. For reasons of space this issue is ignored here; details can be found in Dornbusch (1986) and Serven (1990).

24. Musalem (1989) found that in Mexico the devaluation had an adverse investment effect. Faini and de Melo (1990) arrived at similar results using data for 24 developing countries. Solimano (1989), on the basis of an empirical simultaneous equation model for Chile derived from an extended Tobin's Q approach, also concluded that a real depreciation reduced investment in the short run. See also Branson (1986).

25. See Lizardo and Montiel (1989) for a detailed analysis of this issue.

26. In fact, whether this shift takes place will depend on the degree of capital mobility and import content of investment; see Serven (1990).

27. A real depreciation may also have adverse supply-side effects that lead to a contraction in output, such as the increased real cost (in terms of domestic goods) of imported inputs and the rise in the costs of working capital (because of higher interest rates).

28. See Solimano (1986) for an evaluation of these J curve-type effects of devaluation on output in Chile.

29. van Wijnbergen (1985) provides an example along these lines. A trade reform that is suspected of being only temporary can in fact lead to a fall in investment, as the economic agents postpone investment in both the domestic and traded goods sectors in order to receive additional information.

30. Empirical studies have confirmed the adverse impact on investment of the foreign debt burden (for example, Faini and Melo 1990, Greene and Villanueva 1990, and this chapter), although more research is needed to identify the specific mechanisms at work.

31. Clearly, the larger the perceived probability of a future policy reversal, the less willing investors will be to undertake fixed investment projects—or the larger the current return they will require to compensate for the possibility of an irreversible mistake. Moreover, such an increase in the required return on investment can be substantial even when the perceived probability of reversal is moderately low, as Dornbusch (1989) and Rodrik (1989) have shown.

32. This adverse impact of uncertainty on private investment in developing countries has been empirically verified in several recent studies (see Solimano 1989, Faini and de Melo 1990 and Lopez 1990) as well as in this chapter (see below).

33. Obviously, a high level of credibility speeds the investment response and reduces the costs of adjustment. However, the question of how government actions can affect credibility is largely unresolved. An important related issue here is the choice between gradual and abrupt stabilization. The former involves initially modest objectives that can be achieved with near certainty, an approach that enables the government to build its reputation. The latter starts with an over-adjustment (for example, an over-depreciation of the exchange rate) to frontload the incentives for resource reallocation (but this approach also raises the costs of adjustment).

34. The reason is the existence of an externality that creates a wedge between the social and private returns on investment: higher aggregate investment helps sustain the adjustment effort and therefore results in higher returns on investment, a mechanism that the individual investor will ignore. Observe also that in both outcomes the expectations are self-fulfilling, a phenomenon that reflects the existence of multiple rational expectations equilibria. This result is familiar from the literature on investment under monopolistic competition (Kiyotaki 1988 and Shleifer and Vishny 1989). Rodrik (1989) provides an example of indeterminacy similar to that in the text, but focused on the consequences of trade liberalization.

35. However, when multiple equilibria are present, there is no clear rule for determining which of the possible outcomes will prevail. Krugman (1991) addressed this issue.
36. In fact, the lack of external resources has been a negative element that probably has contributed to a weakening of the private sector’s confidence in some stabilization attempts in highly indebted countries.

37. It is important to emphasize that, as discussed above, the ratio of debt to GDP may affect investment negatively through more than one channel, as it constitutes a summary measure of anticipated taxation, external liquidity problems and the macroeconomic uncertainty associated with the servicing of the foreign debt.

38. The empirical equation does not include the real interest rate among the explanatory variables. Experiments by the authors with alternative measures of the ex-ante rate of interest proved unsuccessful. The usual difficulties in measuring such a variable are likely to be compounded here by the wide differences in financial market arrangements across the countries in the sample and across time periods. Thus, a decision was made to exclude the interest rate from the final specification.

39. The measure thus obtained was rescaled so that its sample mean equaled 1.

40. This result was not altered in other specifications that allowed for one- or two-year lags in the effect of the real exchange rate.

41. Time-series studies of private investment tell a somewhat different story. In Solimano (1989), which examines the case of Chile, a real appreciation of the exchange rate raises (aggregate) private investment, but the outburst of investment is unsustainable; conversely, a real depreciation reduces investment in the short term. Musalem (1989) also finds a significant negative effect of depreciation on investment for Mexico. For further discussion of this issue, see Fischer (1991).

42. Thus, the calculations in table 7–9 involve a linearization of the logarithmic equation around the sample means of the variables.

43. The figures in table 7–10 follow directly from tables 7–7 and 7–9. Because for each subperiod and/or region the residuals need not add up to zero, and because table 7–9 is based on a linear approximation, there is in general a discrepancy between the observed and actual changes in the ratio of investment to GDP. This discrepancy is the figure reported at the bottom of table 7–10.
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Comment

Dani Rodrik

This is a very useful chapter, summarizing neatly much of what we know about the theory of and evidence on investment behavior in developing countries. Luis Serven and Andrés Solimano do an exemplary job of discussing the major linkages between macroeconomic stabilization and investment, and they make good use of both case studies and econometric evidence. Their major worry is the disappointing investment performance after 1982. Their major culprits, although this does not come out particularly strongly in the regressions, are instability and lack of policy credibility.

I would be the last person to quarrel with these conclusions. I agree with the emphasis on instability, and I share the implicit view in the chapter that, no matter how much investment efficiency is enhanced by adjustment programs, economic recovery will require a substantial increase in investment also. What I would like to do in my comments is broaden the discussion on the determinants of the private investment response to the 1982 shock.

But first a few small comments. While I think the use of some country cases is helpful, the section presenting them as it presently stands is an awkward mixture of factual description and hypothesized causal links. Since the theoretical discussion and econometric evidence do not come until later, the explanations advanced as to why, for example, Bolivia did so much worse in investment than Chile and Mexico are unsatisfactory and smell too much of after-the-fact rationalization. The real message in this section is the diversity in the countries’ experiences (Bolivia versus Chile and Mexico, Argentina versus Brazil) even within broadly similar groupings. I would suggest that the case studies be limited to factual descriptions or that the section be moved to the end of the chapter.

Second, the analytical basis of the three country groupings is unclear. The first two groups are classified according to whether they had undertaken adjustment measures; the last group is classified on the basis of the success of its adjustment, that is, by an outcome. I would cut it a bit differently. What distinguishes Korea and Thailand in the last group from the first group (adjusting cum liberalizing countries) is that their adjustment was by and large limited to macro policies and that structural reforms were clearly of secondary importance to their policy-makers. So the threefold classification really should read: (1) adjusting cum liberalizing countries; (2) non-adjusting countries; and (3) countries adjusting through macro policies primarily. One obvious benefit of renaming the last category is that this supports one of the main themes of the paper: the primacy of macro stability (over structural reforms) in eliciting the desired investment response.

Third, the theoretical discussion on the determinants of private investment overlooks, except in the case of exchange rate policy, a fundamental property of unsustainable policies: such policies must be reversed at some point, and forward-looking investors will anticipate that reversal. Therefore a monetary squeeze, a reduction in public investment or a reduction in public deficits should not be viewed as an unanticipated change in policy; frequently the private sector will have anticipated them, and hence the investment response to their implementation can be quite different. The arguments made in the chapter regarding the effects of anticipated versus unanticipated devaluations also carry over to these other policy changes.

Fourth, there is somewhat of an imbalance in the chapter between the emphasis on instability and policy credibility in the conceptual discussion and the air time these receive in the empirical work. It is, of course, difficult to do serious econometrics when it comes to credibility issues. Nor would I make too much of the discouraging results obtained in the second-stage regressions with the instability variables (which the authors do not). However, I think a more serious effort could have been undertaken. For example, instead of averaging instability over a decade and a half for each country and reducing the observations to 12, a rolling index of instability covering observations for, say, the most recent four years could have been constructed. This approach would have allowed the time-series dimension to be maintained and the whole estimation to have been done in a single round. At the very least, the sample could be split between the pre- and post-1982 periods to see whether instability had a differential impact.

Now, as I mentioned earlier, one of the important messages of the chapter is the diversity of experience with private investment, even among countries that look superficially similar. Private investment in Brazil has rebounded while in Argentina the slide continues. In Bolivia, the investment response (like Godot) is still awaited, even though the reforms there look not much different from those undertaken in Chile and Mexico. In fact, once the typical economic variables are controlled for, a regression such as the one in table 7-7 typically finds post-1982 country dummies to be statistically significant for a large number of countries. This inter-country variation in investment performance after 1982 is an important puzzle.
Since the usual economic variables do an incomplete job, it stands to reason that much of the variation may be attributable to differences in what might be called the "political transmission mechanism." I use this term to capture the notion that the effect of an external shock on private investment is mediated through the local political economy and through political institutions. What I would like to do is discuss how this fuzzy notion can be operationalized and used to provide insight into inter-country differences in investment response.

Begin by dividing the economy into two groups: capitalists and workers (or, more broadly, the popular sector). As in classical political economy (and in the more recent literature on populism), an appropriate focus is the distributive struggle between these groups. The questions we should ask are (1) how that struggle is affected by the external environment and in turn (2) how it affects private investment. Broadly speaking, each group has one "weapon" in this struggle. The capitalists have economics on their side (in the form of their investment behavior), while workers have politics on their side (in the form of political activity). We can think of the government maximizing a weighted average of the welfare of the two groups, where the weight put on the workers increases with the political activity undertaken by that group. (Political activity by workers in the form of general strikes or election contributions is naturally costly to them.) To carry out its (endogenous) objectives, the government has recourse to a tax on capital, which it uses to finance transfers to workers as well as public investment (which increases the efficiency of private production). Capitalists decide how much to invest, and workers how much pressure to exert on the government, in anticipation of how these decisions will shape government policies.

The framework leads to a picture as in figure 7–C–1. The KK schedule shows the capitalists' "reaction function": it is downward-sloping because increased redistributive activity by workers translates into a higher tax rate on capital. RR is the workers' "reaction function": it, too, is downward-sloping because a rise in private investment increases real wages, reducing the marginal benefit of redistributive activity (thanks to the concavity of the utility function). The figure shows a political-economy Nash equilibrium.

Now consider an external shock in the form of an increase in the world interest rate. The KK schedule is shifted downward as a consequence, as the opportunity cost of private investment is now larger. Figure 7–C–2 shows the new equilibrium. Two results are noteworthy. First, political activity by workers increases, the implication being that the effect of the external shock is magnified by the distributive struggle at home. As shown in figure 7–C–2, the net effect on investment can be decomposed into two components: (1) the direct economic effect of the shock; and (2) the indirect effect resulting from the interaction of the shock with the local political economy. Second, the extent of the magnification depends on the slopes of the RR and KK schedules. For example, the flatter RR is (without crossing over to the other side of KK), the larger the magnification effect. These slopes are in turn functions of primitive political parameters: the slope of RR will depend on the opportunity cost of political activity, the responsiveness of the government to political pressure, and the government's own ideology, among other things.

In a full-fledged model many more things can and do happen. The point is simply that such a framework can provide another layer of analysis in addition to the usual economic one. Returning to the original puzzle about diverse country experiences, it can help us trace our way from the external shock to the investment response through the political context. It can help us understand why Argentina, with its populist tradition (which translates into a flatter RR schedule), suffered a more severe investment collapse than did Brazil, with its technocratic tradition. It can help us understand why some countries are able to manage external shocks so much better than others. More generally, it can help us think more analytically about that elusive concept, "the investment climate."
**Figure 7-C-1. A Political-Economy Nash Equation**

\[ KK = \text{Capitalists' reaction function.} \]
\[ RR = \text{ Workers' reaction function.} \]

**Figure 7-C-2. Effect of Political Shock**

**A. Technocratic Government**

**B. "Populist" Government**

\[ KK = \text{Capitalists' reaction function.} \]
\[ RR = \text{ Workers' reaction function.} \]
\[ I = \text{Investment.} \]

**Source:** The author.
Public Policy and Private Saving

Klaus Schmidt-Hebbel and Steven B. Webb

Introduction

Saving—A Central Issue for Public Policy

Faster economic growth is a major objective of economic policy in most developing countries. Normally faster growth requires a higher quality and quantity of investment. In turn, more resources for investment require higher levels of saving, which, in the absence of significant flows of foreign saving, have to come from increased national saving. Thus, policy-makers need to know what policies can raise national saving in the short and medium terms, and they need to be aware of how policies pursued for other objectives will affect saving by the private sector.

This chapter focuses on two categories of ways in which public policies can affect national saving. One is through policies that change public sector saving, and the second, more indirect, channel is through policy changes that affect variables to which private saving is sensitive.

With regard to fiscal policies, this chapter shows that raising public saving is the most direct, powerful and immediate way that government policy can contribute to higher national saving. The private sector will not offset most of the increase in public saving. On average, a $1 increase in public saving is only partially offset by a decline in private saving, which ranges from $0.16 to $0.50 for a sample of 13 developing countries. Hence, fiscal reform, aimed at reducing unsustainable budget deficits, will be effective in achieving the objectives of both stabilization and higher national saving.

Adjustment policies that raise growth are by far the most effective ways to raise private saving. Consistent with the results of previous studies using national income, this chapter shows that, on average, it is possible to achieve a 1 percentage point increase in the rate of household saving by increasing either trend per capita income by 4 percent or its growth rate by 2 percentage points, based on a sample of 10 low- to medium-income developing countries. The important implication is that when policies reform the incentive structure of developing economies in a way that spurs growth, the increased income will feed back into higher private and national saving, providing resources for even higher growth. Hence, successful structural reforms can move countries out of the initial trap of low resource mobilization and slow income growth and give rise to a virtuous cycle of mutually reinforcing saving and growth, as illustrated by the East Asian experience.

Usually, the effects of policy reforms on private saving through the variables directly affected by the reforms are not large or direct. For instance, higher real interest rates and increased financial assets brought about by liberalization of the domestic financial system, or reduced uncertainty and lower inflation stemming from successful stabilization, often have ambiguous or at best minor positive direct effects on private saving. If the policy reforms are effective in raising growth, however, they make a strong indirect contribution to higher private saving.

Saving Rates in Developing Countries: 1960–87

Saving has declined in many developing countries since the second half of the 1970s, as measured by both the average ratios of gross national saving (GNS) to gross national product (GNP) and of gross domestic saving (GDS) to gross domestic product (GDP); figure 8-1 shows the averages for 83 developing countries.

Figure 8-1 confirms two stylized facts. First, the gap between the national and domestic rates of saving was small in the 1970s in relation to that in the 1960s and 1980s, a reflection of the low real rates of interest in the 1970s. In the 1980s, however, foreign factor payments by developing countries increased sharply because of the combined effect of higher ratios of interest rates and foreign debt to output.

Second, rates of saving are procyclical, a characteristic that was probably clearest during the recession of the early 1980s, when the rates declined sharply. To some extent at
started to diverge radically from each other: those in Asia almost doubled, reaching 22 percent of GDP, while those in Africa fell by half to, as noted, 6 percent. These trends illustrate the phenomena mentioned earlier: the virtuous cycle of high growth and saving, and the vicious cycle of stagnation and low saving.

**Objectives and Organization of the Chapter**

This chapter uses new empirical evidence to assess the determinants of private consumption and saving and from that to draw conclusions about the ability of public policy to raise the rates of private and national saving.

The next section reviews the empirical evidence in previous studies on the main economic and demographic determinants of saving in developing countries. The studies surveyed here for the most part used national rates of saving in their statistical analysis. To improve the understanding of the behavior of the private sector, this chapter reports on two statistical investigations of aggregate private consumption and household saving rates in developing countries.

The third section discusses the specification of the model, the characteristics of the data, and the estimation techniques used here.

The fourth section, which draws heavily on Corbo and Schmidt-Hebbel (1991), presents the results of the estimations of the consumption function for a panel sample of 13 developing countries, focusing on the sensitivity of consumption to direct and indirect public policy and the implications for the effectiveness of fiscal policy in raising national saving.

The first empirical evidence on saving behavior of households in developing countries, which was based on a 10-country panel sample, is presented in the fifth section, in keeping with Schmidt-Hebbel, Webb and Corsetti (1992).

The policy implications of the findings are discussed in the final section. The section highlights the significant effectiveness of, first, fiscal reforms in raising national saving immediately through increases in public saving and, second, structural adjustment/growth policies in raising national saving over the medium term through a strong response of private saving to higher growth.

**Survey of Previous Studies**

There are many earlier empirical studies of saving in developing countries (for surveys, see Mikesell and Zinser 1973, Gersovitz 1988 and Deaton 1989). Before delving into an issue-by-issue discussion of the literature, it is useful to note the types of data they used, because the differences in results usually derive from the differences in the data sets.

Typically the studies used a combination of cross-section and time-series data on the rates of national saving (see, for instance, Collins 1989; Fry 1978, 1980 and 1988;
Giovannini 1983 and 1985; and Gupta 1987). The advantage of this procedure was that more years of data were available for more countries and, it was argued, private saving was a large and normally predominant part of national saving. The drawback of using national aggregates was that public sector saving may have responded very differently from private sector saving. Consequently, the response of public sector saving could have masked that of private sector saving. For instance, when the focus is on national saving, it is possible that changes in public saving in response to shifts in fiscal policy can cause changes in the real interest rate, so that the shift in public saving would overshadow any effect of the interest rate on private or household saving.

A few studies used data on private sector saving or household consumption, but none of the studies of developing countries focused on aggregate household saving or on the combination of household consumption and income from which household saving was derived. Typically only one disaggregation, at best, was available for each country, so that the relevant question was not which was better but rather how to interpret what emerged.

Because data of this type are only gradually becoming available, the data sets vary widely from study to study. Rossi (1988) used a cross-section time-series data set for 49 countries over 10 years. Saving was implicit, since his dependent variable was per capita private consumption as a function of per capita private income, among other things. Lahiri (1988) used time-series for private consumption to run separate regressions for eight Asian countries, with about 20 years of data for each. Despite the differences in the data, the results on most of the major issues are consistent across the studies when data on the private sector were used.

The main determinants of saving or consumption considered in the literature fall into five groups: income and wealth; public deficits and saving; rates of return; foreign saving; and demographic variables. The individual contribution of these variables to private saving in developing countries, as identified by the empirical literature, is reviewed below.

**Income and Wealth**

Adjustment programs aim to affect income and wealth positively in the long run, although they are far from being under the direct control of policy-makers. Most studies included levels of per capita income and/or rates of growth and total or financial wealth as the relevant determinants of income and wealth.

The level of per capita income is hypothesized to have a positive effect on the rate of saving—rich people save more—because they can afford the luxury of doing more to assure their future consumption. The poor are more likely to be at their biological or social minimum level of current consumption. This point does not mean zero saving by the poor in all years, for they also wish to cushion themselves against fluctuating current income. They have relatively smaller cushions, however, and more frequently find themselves with zero wealth and no opportunity to borrow to sustain smooth consumption in a year of low income (Deaton 1989; and Zeldes 1989). All the studies mentioned in the previous section found that the current level of income had a strong positive effect on the rate of saving.

The rate of growth of income has also been a typical variable in the recent studies on saving in developing countries. Intertemporal optimizing (i.e., permanent income or life-cycle) models of consumption and saving usually predict that faster growth of the income of an individual household will lower its rate of saving, because people will save less now if they know that higher incomes in the future will allow them to have both higher consumption and higher saving in the future. However, faster growth in average per capita (or average household) income could have positive effects on saving. More rapid income growth would raise the average rate of household saving if the growth were relatively concentrated in households with relatively high rates of saving—rich or medium-aged households. For instance, if rapid growth in income is relatively concentrated in household cohorts at an age when they save for old age, it will raise the average rate of household saving. Collins (1989) developed these concepts in a simple model. Rostow (1961) argued that rapid growth in income initially increases the concentration of income, which raises saving and thus contributes to the take-off into sustained growth. A positive coefficient for the growth rate could also reflect the slowness with which people change their consumption habits or could indicate that people have regressive expectations about the level of income. The studies that included real GDP growth, such as Collins (1989), Fry (1978 and 1980), Giovannini (1983 and 1985) and Mason (1986 and 1988), found positive and usually significant effects on the rate of saving.

Consumption-smoothing models in their simple forms predict that most income resulting from temporary fluctuations in income should go into saving. If households are not credit-constrained and the temporary fluctuation does not affect the perception of permanent income, consumption would change only marginally in response to temporary fluctuations, and most of these income variations would be saved and be reflected by changes in saving. Households are usually credit-constrained, however, particularly in developing countries. In addition, Campbell and Deaton (1989) argued that, at least in industrial countries, current shocks drive perceived permanent income, with no distinction between flows of current and permanent income. These considerations imply that households would vary consumption in response to temporary income fluctuations, and thus changes in saving would not offset all temporary changes in income. Most empirical studies of developing countries did
not look closely at the effect of fluctuations in income on saving. Gupta (1987) is an exception; he consistently found a significantly positive response by the level of saving to temporary fluctuations in income, with a coefficient ranging from 0.2 to 1.0.

Theoretical models of intertemporally optimizing consumption or saving typically have wealth as a key argument. Of course, permanent income can be viewed as the stream of income from total wealth, but a narrower definition of wealth is the assets that can be exchanged for current consumption. Theory clearly predicts that greater wealth will reduce saving as a share of current income. Since most concepts of wealth are not easily observed directly, very few empirical studies of saving in developing countries used them. Schmidt-Hebbel (1987) used five alternative measures of total wealth for an empirical intertemporal consumption model for Chile, based on different assumptions on how expectations of future variables are formed. Behrman and Sussangkarn (1989) had micro data on household wealth and saving. Both studies found a negative effect of wealth on saving.

Monetary or financial assets lessen a household's dependence on sources of current income when income declines transitorily. The reason is that consumers can draw on the assets to maintain their levels of consumption. Hence, holding a higher stock of assets over the business cycle allows a household on average to maintain a higher rate of consumption, which depresses the rate of saving. In addition, holdings of monetary assets are an important component of total consumer wealth. The implication is that monetary holdings have a second, negative influence on the rate of saving, a conclusion that previous studies did not test for.

**Government Deficits and Government Saving**

Fiscal stabilization programs aim to lower public sector deficits or raise public saving (equal to public investment minus the deficit). A key question on fiscal adjustment is whether changes in government deficits or government saving cause offsetting changes in private saving, because of the effects of government deficits on the perceived permanent income of households. A voluminous empirical literature is devoted to the Ricardian equivalence proposition as reformulated by Barro (1974), which states that issues of public debt are macroeconomically undistinguishable from increases in taxes and hence that public saving should be exactly offset by private saving.

The empirical studies of industrialized countries have led to widespread rejection of the Ricardian hypothesis. The main explanation for rejection is pervasive credit constraints on households. A study of a set of developing countries by Montiel and Haque (1987) found that constraints on borrowing were the main cause for the deviations from Ricardian equivalence. Constraints on borrowing, with current income or holdings of financial assets used as a proxy, were also identified as major determinants in Rossi's (1989) cross-developing country study on private saving.

**Rates of Return**

Controls on interest rates and credit rationing are common in many countries. As a result, real interest rates on deposits and targeted credits are often very low or negative, and loanable funds are in short supply—conditions that effectively ration investment. Financial reforms often raise the real rates of interest with the aim of improving the efficiency of resource use and increasing private saving. While financial reforms are justified on the grounds of improving the allocation of saving and raising the efficiency of investment as a result of liberalized flows of credit and interest rates, higher real rates of interest have an ambiguous effect on the quantity of private saving. The reason is that an increase in the real return on saving has two offsetting effects. First, a higher real interest rate decreases the present cost of future consumption, so that it is attractive to consume less now and more in the future and thus to save more today. Second, it is no longer necessary to save as much to achieve a target level of future consumption, so that a higher real interest rate allows greater consumption today and tomorrow, and thus reduces the need to save today.

Given this theoretical ambiguity, the effect of the real interest rate on saving becomes an empirical matter. Economists have heatedly debated what the empirical evidence indicates. McKinnon (1973) and Shaw (1973), and more recently Balassa (1989), argued that the rate of return on saving as indicated by the real rate of interest would have a positive effect on the rate of saving. Fry (1978 and 1980) found statistical evidence to support the contention that higher real rates of interest contributed to higher rates of saving. In his recent book, Fry (1988, p. 140) conceded that the magnitude of the effect is small, although the coefficient is statistically significant. Thus, only large changes in real interest rates would be economically important. Giovannini (1983 and 1985) revisited Fry's earlier work and found that two observations (Korea in 1967 and 1968) accounted for the entire result. On the basis of an expanded data set, Giovannini concluded that the interest rate did not contribute significantly to explaining saving. Both Fry and Giovannini used national saving data, which are especially problematic for testing the effects of interest rates, as discussed above.

Gupta (1987) found some support for a positive effect of interest rates on saving in Asia but not in Latin America. Schmidt-Hebbel (1987) and Arrau (1989), who estimated intertemporal elasticities of substitution in private consumption for Southern Cone countries, found the elasticity to be around 1.0, the implication being that consumption was insensitive to the interest rate.

While higher real interest rates are unlikely to raise private saving and hence total private wealth, the portfolio
composition of private wealth may be altered substantially. For instance, negative real interest rates on deposits cause a substitution of assets away from bank deposits into real assets, especially consumer durables, and into foreign currency assets via capital flight. From the policy-maker’s perspective, these are good reasons for avoiding artificially low and, in particular, negative real interest rates. However, the evidence should not be interpreted as a responsiveness of private saving to changes in real interest rates.

While inflation enters into a calculation of the real interest rate, it may also have independent effects. A high level of inflation often contributes to stagnation in output or outright recession, effects that are picked up by the income variable. Greater inflation also increases instability and uncertainty about future variables, including levels of income and rates of return on real assets. Consequently, inflation has a theoretically ambiguous effect on private saving, in that uncertainty about the future value of assets could either discourage saving because of the substitution effect of the lower effective rate of return or could encourage saving for precautionary motives. Similarly, greater riskiness of income streams, which inflation often exacerbates, affects private saving ambiguously, depending on the form of the underlying utility function.12

Gupta (1987) and Lahiri (1988) included the expected and unexpected components of the rate of inflation as separate determinants of saving; Gupta also included the nominal interest rate, while Lahiri did not. Gupta’s results differed sharply by region. In Asia, both expected and unexpected inflation had positive and significant coefficients. In Latin America, neither coefficient was significant with the preferred estimation technique. In Lahiri’s all-Asian sample, the eight separate country regressions showed a mixture of signs on both inflation variables. Overall, there was no clear evidence that inflation affected the rate of saving.

**Foreign Saving**

During most of the post-World War II period, developing countries have not had access to unrestricted voluntary lending from private commercial sources, the exception being the brief period of 1976–81 before the debt crisis. Even during that short span many developing countries maintained domestic restrictions on foreign borrowing. Thus, for most of the relevant period, foreign saving has been exogenous with respect to household decisions on saving, and the level of foreign saving has acted as a constraint on credit that has held domestic spending down.

A number of empirical studies have included foreign saving as a determinant of the rate of saving. Fry (1978 and 1980) and Giovannini (1985) found significant and negative coefficients on foreign saving, although they were also significantly less than one. Chenery and Strout’s (1966) non-econometric analysis also found that inflows of capital initially had a negative impact on domestic saving, although the secondary effects on the growth of capacity worked the other way. Giovannini (1983) obtained coefficients with mixed and insignificant signs. Gupta (1987) got positive coefficients that were significant for Latin America but not Asia.

The results seem to have depended on the sample and model specification. All the studies with the foreign saving variable were looking at total saving, so that the results may have reflected the extent to which inflows of capital went straight into investment by the public and corporate sectors, which counts as an increase in saving.

**Demographic Variables**

Much research has been conducted on the influence of demographic variables on saving (Collins 1989; Hammer 1987; Leff 1969; Mason 1986; and Webb and Zia 1990; see Hammer 1986 for a survey). This chapter touches on the topic only cursorily, because for the most part demographic changes are too gradual to show up in the short time series of this study. The life-cycle models of saving imply that demographic variables should affect the rate of saving. The dependency ratio—the number of people under the age of 15 or over 65 as a share of total population—is the most common variable. In the life-cycle models, older people work less and live at least partially off their saving. Households with more children at home are also thought to save less because they defer their saving for retirement until their children have moved out (a change that raises the per capita income of the parents) or because they anticipate that their children will provide support in their old age. Thus, it would be expected that the rate of saving would depend negatively on the dependency ratio.

Early work on this question, especially that of Leff (1969), found that the dependency ratio had a strong negative effect on saving. Subsequent studies challenged the robustness of his results and looked more carefully at the theory and measurement of demographic variables (Mason 1986). Again, the results seem to have depended a lot on the sample and on the other variables included. Mason (1986) and Collins (1989) got good results using an interaction term of the dependency ratio with the growth rate of per capita income.

**Summary**

To summarize the empirical findings of previous studies, there is a broad consensus that faster growth and high incomes contribute to higher rates of saving. Evidence on the pervasiveness of liquidity constraints suggests indirectly that an increase in public saving is not neutralized by an offsetting decline in private saving. Some evidence indicates that greater monetary wealth, with income held constant, leads to lower saving. There is still controversy over the effect of
inflows of foreign capital, the real interest rate and inflation, and demographic variables.

**Empirical Approach**

The aim here is to provide fresh evidence on some of the above controversies by analyzing saving behavior at the private and household levels, in contrast to most of the above-mentioned studies, which focused on saving at the national level.

**Specification**

Since the intent is to draw implications about the effectiveness of different policies in affecting private and national saving, the specification is not based on a particular model for decisions on saving or consumption. Rather, it contains a broad range of variables consistent with different hypotheses about saving, with the emphasis on those affected by stabilization and adjustment policies.

The specification of private consumption in the next section and household saving in the following section is consistent with the long-run relation between income, wealth and consumption posited by the life-cycle or permanent income hypotheses. The short-term variables that affect intertemporal decisions on consumption or that restrict current spending on consumption, common to both specifications, are the real rates of interest and inflation and the variables that proxy the constraints on liquidity (such as current income, domestic monetary assets and foreign saving).

The two sections differ in focus, however—differences that are determined in part by the dissimilarities in the data samples, as discussed below. The specification in the section on private sector saving allows the influence of fiscal policies on private consumption decisions to be quantified, distinguishing between transitory and permanent changes in public expenditures and taxes. The section on household saving emphasizes immediate variables in the household budget, such as current income, interest rates, household transfers and monetary wealth, and long-term determinants of saving, such as economic growth, levels of per capita income and demographic variables.

A final common feature of the specification is the treatment of trend variables. Co-integration tests and estimation of error-correction models could not be conducted because the time series were too short and the samples combined cross-country and time-series data. As an alternative, every dependent or independent variable with a trend was divided by a common scale variable. Private disposable income was used in the case of private consumption and GDP in the case of household saving. Hence, the final specifications are for the average rate of private consumption and the average rate of household saving as linear functions of other rates and non-trend variables such as inflation and interest rates.

**Measurement Problems**

National accounts calculate private consumption residually as the difference between output and the sum of the other, independently estimated, components of aggregate demand. Hence consumption is affected by measurement errors in all the other accounts. Saving, calculated as the difference between income and consumption, is even more affected by estimation errors in its two components, because they may be very large relative to saving. For instance, income earned in informal markets or in the underground economy is not accounted for in the national accounts, implying that official saving underestimates actual saving, particularly private saving.

In addition to errors in measurement, national saving and its sectoral composition are plagued by a host of methodological shortcomings, such as the inclusion of consumer durables and public investment in consumption, the way social security and pension payments are treated and the exclusion of capital gains and losses, which represent changes in net wealth. Of particular concern in high inflation countries is the inflation component of the interest payments on public debt, which are often very large. This repayment of the principal that private creditors must set aside to maintain the real value of their wealth compensates them for the capital loss from inflation they would have suffered in the absence of this payment.

**Data**

The research work on consumption and saving behavior presented here uses previously unanalyzed cross-national data from 10–13 countries. One study uses data on the consolidated non-financial public sector deficit, adjusted for the inflation component of interest payments by the public sector, to construct the variables for public saving and private disposable income for the estimations of the private consumption function. The other study uses aggregate household data to estimate the household saving function (as opposed to data on the private sector or national saving), since households are the relevant units for the consumption or saving theories to be tested.

**Private consumption.** The data set for the estimations of private consumption in the next section combine annual time series for 13 developing countries (Argentina, Brazil, Chile, Colombia, Costa Rica, Ghana, Mexico, Pakistan, Peru, the Philippines, Thailand, Venezuela and Zimbabwe) for the period 1980–87. The time series were short because they were restricted by the availability of data for the deficits and
saving of the consolidated non-financial public sector, which play a crucial role in the consumption specification.

Household saving. The data for the estimations of household saving combine annual time series for 10 countries (Botswana, Colombia, Ecuador, Honduras, Korea, the Philippines, Paraguay, Thailand, South Africa and Taiwan) for which there were at least 8 and as many as 13 consecutive observations from the subperiods in the 1970–85 period. (The appendix discusses the sources for the two data sets.)

Estimation Techniques

This discussion begins with the common elements of the estimation strategy applied in the next two sections and then turns to the specific features of each.

For the two panel samples (pooled cross-country time-series), the panel fixed-effect estimator was the basic regression model. This class of models assumes that the empirical results are conditional on the particular sample used in the estimation. Alternative estimators, such as the error component (or random effect) model, treat the available observations as a random sample from some universe. Given the small size of the country samples used here and the marked differences in the economic features of the countries, the fixed-effect estimator seemed to be a more appropriate choice.

An important caveat is the low number of cross-sectional units considered in the estimation, since the properties of panel data models are based on asymptotic results for large samples. The choice to exploit a data set consistent with the theoretical propositions to be tested limited the sample to only those countries for which data on private consumption and household saving were available for an adequate time span (seven annual observations).

The private consumption function is estimated by weighted least squares fixed-effects to take care of heteroskedasticity. Because of possible simultaneity between the dependent and one right-hand variable (foreign saving), fitted values of the latter variable were used.

The choice of fixed-effects panel estimation for the household saving function presented later was verified by a set of specification tests between competing models. The first test carried out was the Breusch-Pagan test for the presence of both cross-sectional and time-related effects in the residuals of a simple OLS estimate. Rejection of the OLS implies that fixed effects are superior. The second test applied here is the Hausman specification test, which compares fixed-effect against random-effect estimators. Random-effect estimators are more efficient but are consistent only in the absence of a correlation between the included regressors and the errors. Fixed effects are less efficient but still consistent when the above condition is not satisfied. Rejection of the random effects as inconsistent implies that fixed effects is superior. The results of the tests consistently support the use of the fixed-effects model, as discussed later.

Finally, instrumental variable estimation was used in the estimations of household saving to take care of the possible simultaneity bias stemming from the interaction between the dependent variable and one right-hand variable (the domestic real interest rate).

Private Saving

The empirical evidence reviewed earlier suggested that private rates of saving are usually not very sensitive to changes in macroeconomic and financial policies. Raising real interest rates often induces shifts in the composition of portfolios but has ambiguous or minor effects on saving. The rates of private saving are sensitive to the business cycle as a result of consumption smoothing.

The rate of saving for the public sector can be increased directly by more stringent fiscal policies and reforms of public enterprises, local government finances and the central government budget. If the rate of private saving is negatively affected by an increase in the rate of public saving, however, the prospects for an increase in the rate of national saving will be much reduced. To examine the effect of public saving on national saving, this section first provides evidence on the link between private consumption and government saving using a general consumption specification. Then it discusses the implications for the design of policies to increase national saving.

Public Policies and Private Consumption

Fiscal policies directly affect consumption or saving through public saving (or the deficit) and its composition. As indicated in the survey, the nature of the effect varies radically with the way that the private sector perceives government debt—in accordance with the Ricardian hypothesis or the Keynesian. If the stringent conditions required for Ricardian equivalence are satisfied (i.e., if the private sector is rational forward-looking, satisfies the permanent-income hypothesis [PIH], and incorporates the intertemporal public budget constraint into its own), then an increase in public saving accomplished through lower public spending is fully offset by an increase in private consumption. Since disposable income does not change, the reduction in private saving matches the increase in public saving. A rise in public saving does not affect private consumption at all if it comes about through higher taxes. Since higher taxes reduce disposable income, a reduction in private saving matches the increase in public saving (the latter being macroeconomically equivalent to issuing more public debt). The opposite results are predicted by the Keynesian hypothesis: current (permanent) taxes directly affect private consumption, but
current (permanent) levels of public spending have only indirect effects.

Fiscal and monetary policies have indirect effects on private consumption through the impact of public deficits and their financing on the major prices influencing private consumption: real interest rates, inflation and the real exchange rate. Judging from the evidence surveyed earlier, consumption seems to be insensitive to real interest rates. The first order effect of inflation is on the composition of the stock of saving and not on the levels of saving and consumption. There may be second-order effects that reduce measured saving, however, if inflation causes capital flight or flight into consumer durables or if it raises precautionary saving by raising uncertainty. An anticipated devaluation leads to changes in the timing of investment and consumption decisions, but over the medium term, once the anticipated devaluation has occurred, the fluctuation in the real exchange rate has a clear predicted effect on average saving.24

Monetary policy and financial reform affect the aggregate of monetary and quasi-monetary assets. Broad money increases consumption because it reduces the extent of the constraints on liquidity and also because it is a major component of financial wealth.

Finally, and less related to direct public policies, foreign saving affects private consumption when it is a (partial) substitute for private saving in a regime of binding foreign resource constraints.

A good starting point for the discussion of a relevant framework for assessing the impact of public policies on private consumption is to refer to a standard form for testing the Ricardian equivalence proposition, based on Bernheim's (1987) survey:

\[
(8-1) \quad C_{p,t} = \alpha_0 + \alpha_1 (YN_t - T_t + i_t D_t) + \alpha_2 (T_t - E_{Gt} - i_t D_t) + \alpha_4 D_t + \alpha_5 W_t + u_t,
\]

where

- \( C_p \) = private consumption
- \( YN \) = national income
- \( T \) = tax revenue net of transfers and subsidies to the private sector
- \( i \) = the nominal interest rate
- \( D \) = government domestic debt
- \( E_G \) = public spending
- \( W \) = private wealth (net of government domestic debt),
- \( u_t \) = a stochastic error term, and
- \( t \) = a time index.

Hence the first right-hand determinant is private disposable income, and the second is the nominal or total government surplus.

Three hypotheses can be tested with this specification:

1. the Keynesian hypothesis—\( \alpha_0 > 0, \alpha_1 > 0, \) other coefficients 0;
2. the PIH without Ricardian equivalence—\( \alpha_0 > 0, \alpha_2 > 0, \) other coefficients 0; and
3. the Ricardian equivalence hypothesis—\( \alpha_1 = \alpha_2 > 0, \) other coefficients 0.

This standard specification has various shortcomings, which can be corrected.23 First, public saving and not the public surplus should be the relevant determinant in equation (8-1), because public investment adds to real capital and therefore constitutes “net wealth” in the sense of Barro (1974). Second, under inflation only the real component of domestic interest payments should enter both private disposable income and the government surplus (saving).26 Third, permanent, not current, private disposable income and public surplus (saving) should enter equation (8-1) for a fair test of the Ricardian proposition. Fourth, additional potential determinants of consumption, such as foreign payments and the real interest rate or inflation, should be included. Finally, the role played by the public sector surplus may not reflect Ricardian behavior but could result from direct crowding-out effects and from institutional arrangements through which the public sector captures private saving either directly or through the domestic financial markets. The latter two hypotheses are not distinguishable, so that reference should be made to the joint Ricardian/direct crowding-out hypothesis when introducing the public sector surplus as a determinant of private consumption.

The following specification for the ratio of private consumption to private disposable income takes care of the above-mentioned shortcomings of equation (8-1). In addition, dividing through with private disposable income reduces the extent of non-stationarity of the time series and makes the cross-country data comparable. Hence, the rate of private consumption is specified as:

\[
(8-2) \quad \frac{C_{p,t}}{DY_{p,t}} = \beta_0 + \beta_1 \frac{PDY_{p,t}}{DY_{p,t}} + \beta_2 \frac{PS_{Gt}}{DY_{p,t}} + \beta_3 r_t + \beta_4 INF_t + \beta_5 M_{t} + \beta_6 \frac{FS_t}{DY_{p,t}} + u_t,
\]

where

- \( C_p \) = private consumption
- \( DY_p \) = current private disposable income
- \( PDY_p \) = permanent private disposable income
- \( PS_{Gt} \) = permanent public saving
- \( r \) = real interest rate
- \( INF \) = domestic inflation
- \( M \) = broad money
- \( FS \) = foreign saving, and
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\( Y_s = \text{a stochastic error term.} \)

Permanent private disposable income and permanent public saving are consistent with the following definitions of their corresponding current values:

\[
(8-3) \quad D Y_{p_t} = G D P_{t-1} - N F P_{p_t} - T_i + r_i D_i
\]

and

\[
(8-4) \quad S_{g_t} = T_i - C_{g_t} - N F P_{g_t} - r_i D_i
\]

where

\[
\begin{align*}
G D P & = \text{gross domestic product} \\
N F P_{p} & = \text{net foreign payments made by the private sector} \\
S_g & = \text{current public saving} \\
C_g & = \text{public consumption} \\
N F P_g & = \text{net foreign payments made by the public sector} \\
T & = \text{tax revenue net of transfers and subsidies to the private sector} \\
D & = \text{government domestic debt.}
\end{align*}
\]

Note that now the coefficients \( \beta_2, \beta_1, \text{and } \beta_2 \) in equation (8-2) reflect more appropriately the Keynesian, permanent income and Ricardian/direct crowding-out hypotheses, respectively. According to the definition in equation (8-3), public saving is now consistent with the concept of an operational public deficit. Under the Ricardian hypothesis, \( \beta_1 = \beta_2 \); hence, the Ricardian concept of permanent private disposable income results from adding PDY and PSG, which is permanent GDP net of permanent total net foreign payments and permanent public consumption. Under the direct crowding-out hypothesis, \( \beta_2 \) is positive and could easily be larger than \( \beta_1 \) or \( \beta_2 \).

Equation (8-2) was estimated using the data set introduced earlier, with operational non-financial public sector deficits for 1980-87 for 13 developing countries. Table 8-1 presents the results of the estimation for a fixed-effects weighted least squares panel. The results differ based on the assumptions made about permanent public saving,\textsuperscript{27} the inclusion of the rates of real interest and inflation, money, and period dummies for 1980-82 or 1980-83.\textsuperscript{28}

The main results are robust to the different specifications and estimation methods. While the marginal propensity to consume out of current private disposable income hovers around 0.60 (the fixed-effects constants vary between 0.49 and 0.79, depending on the country), the propensity to consume out of permanent income is significantly lower, varying around 0.24. Therefore, the evidence on intertemporal smoothing of consumption in these developing countries is only partial: for each percentage point increase in current (transitory) income vis-à-vis permanent income, the rate of private consumption declines by one-fourth—which less than the 1.0 fall predicted by the PIH.

Private consumers respond to long-term or "permanent" public saving, although they do so by much less than the 1.0 coefficient predicted by either the Ricardian or the direct crowding-out propositions. Nonetheless, the impact of public saving is sizable: for each $1 increase in public saving, private consumption rises (private saving declines) by an average of $0.44 (under the forward-looking hypothesis) to $0.49 (under the steady expectation hypothesis). The hypothesis here is that this coefficient reflects both the direct crowding-out effects of public deficit financing and the Ricardian behavior of private consumers, and is presumed to be more the former than the latter.\textsuperscript{29}

Real interest rates, inflation rates and broad money do not emerge as consistently significant influences on private consumption in the results obtained here. Hence, lines 1.4-1.6 and 2.4-2.6 of table 8-1 show the results with these variables omitted.

The coefficient of the real interest rate is negative in most results but is never significant at the 5 percent level. This outcome is consistent with most of the empirical literature discussed above. Similarly, inflation has a non-significant, small and negative influence on private consumption.

Broad money plays an ambiguous, non-significant role under the forward-looking specification. However, it shows a small, negative and significant coefficient under the static expectations alternative, a result that contradicts the predictions of its sign.

Finally, foreign saving has a major and consistently positive effect on private consumption in the sample of 13 developing countries. According to the results, foreign saving is a partial substitute for private saving; for each $1 increase in the current account deficit, private consumption rises by an average of $0.42, the remainder financing public consumption or domestic investment.

The results discussed here tend to reject the Keynesian, the permanent income and the Ricardian/direct crowding-out hypotheses in their extreme forms, which are mutually exclusive. Rather, there is strong evidence for the joint contribution of Keynesian cum liquidity constraint determinants as well as permanent income and Ricardian/direct crowding-out elements in explaining private consumption in developing countries during the eighties.

Effects of Public Saving on Private Saving

Beyond testing for the rejection of each of the main theories, it is also illuminating to compare the relative importance of the significant determinants of private consumption or saving. To analyze the impact of public saving on private saving and hence on national saving, the results with respect to private consumption behavior as reported in table 8-1, based on equation (8-2), are used. Rewriting equation (8-2)
Table 8-1. Private Consumption in 13 Developing Countries, 1980–87: Fixed-Effects Weighted Least Squares Panel Estimation

(dependent variable: the ratio of private consumption to private disposable income \([Cp/DYp]\))

<table>
<thead>
<tr>
<th></th>
<th>(\text{PDP}_r)</th>
<th>(\text{PS}_o)</th>
<th>(\text{r})</th>
<th>(\text{INF})</th>
<th>(\text{M})</th>
<th>(\text{FS})</th>
<th>Dummy</th>
<th>(R^2)</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\text{DY})</td>
<td>(\text{DY})</td>
<td></td>
<td></td>
<td>(\text{DY})</td>
<td>(\text{DY})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I. Forward-looking (\text{PS}_o)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 Complete specification Without dummies</td>
<td>0.260</td>
<td>0.481</td>
<td>0.008</td>
<td>-0.026</td>
<td>-0.013</td>
<td>0.425</td>
<td>-</td>
<td>.52</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>(4.9)</td>
<td>(7.5)</td>
<td>(0.6)</td>
<td>(-0.7)</td>
<td>(-0.3)</td>
<td>(7.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2 Complete specification Dummy 1980–82</td>
<td>0.226</td>
<td>0.417</td>
<td>-0.006</td>
<td>-0.030</td>
<td>0.057</td>
<td>0.465</td>
<td>-0.024</td>
<td>.46</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>(4.1)</td>
<td>(6.1)</td>
<td>(-0.5)</td>
<td>(-0.8)</td>
<td>(1.3)</td>
<td>(6.2)</td>
<td>(-3.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3 Complete specification Dummy 1980–83</td>
<td>0.283</td>
<td>0.434</td>
<td>-0.001</td>
<td>-0.018</td>
<td>0.071</td>
<td>0.490</td>
<td>-0.021</td>
<td>.49</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>(5.1)</td>
<td>(6.4)</td>
<td>(-0.1)</td>
<td>(-0.5)</td>
<td>(-1.6)</td>
<td>(6.3)</td>
<td>(-2.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4 Partial specification Without dummies</td>
<td>0.241</td>
<td>0.473</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.413</td>
<td>-</td>
<td>.52</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>(4.8)</td>
<td>(7.3)</td>
<td></td>
<td></td>
<td></td>
<td>(7.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5 Partial specification Dummy 1980–82</td>
<td>0.207</td>
<td>0.417</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.451</td>
<td>-0.019</td>
<td>.46</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>(4.1)</td>
<td>(6.2)</td>
<td></td>
<td></td>
<td></td>
<td>(6.2)</td>
<td>(-3.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6 Partial specification Dummy 1980–83</td>
<td>0.256</td>
<td>0.422</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.468</td>
<td>-0.017</td>
<td>.47</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>(5.0)</td>
<td>(6.3)</td>
<td></td>
<td></td>
<td></td>
<td>(6.2)</td>
<td>(-2.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II. Static expectations (\text{PS}_o)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 Complete specification Without dummies</td>
<td>0.239</td>
<td>0.555</td>
<td>-0.011</td>
<td>-0.003</td>
<td>-0.060</td>
<td>0.381</td>
<td>-</td>
<td>.55</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>(4.5)</td>
<td>(8.3)</td>
<td>(-1.0)</td>
<td>(-0.1)</td>
<td>(-1.8)</td>
<td>(5.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2 Complete specification Dummy 1980–82</td>
<td>0.227</td>
<td>0.514</td>
<td>-0.018</td>
<td>-0.028</td>
<td>-0.112</td>
<td>0.398</td>
<td>-0.018</td>
<td>.49</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>(4.0)</td>
<td>(6.8)</td>
<td>(-1.7)</td>
<td>(-0.7)</td>
<td>(-2.6)</td>
<td>(5.1)</td>
<td>(-2.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3 Complete specification Dummy 1980–83</td>
<td>0.265</td>
<td>0.504</td>
<td>0.015</td>
<td>-0.008</td>
<td>-0.110</td>
<td>0.420</td>
<td>-0.016</td>
<td>.50</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>(4.5)</td>
<td>(6.8)</td>
<td>(-1.3)</td>
<td>(-0.2)</td>
<td>(-2.6)</td>
<td>(5.1)</td>
<td>(-2.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4 Partial specification No dummy</td>
<td>0.237</td>
<td>0.497</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.393</td>
<td>-</td>
<td>.49</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>(4.7)</td>
<td>(7.2)</td>
<td></td>
<td></td>
<td></td>
<td>(6.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5 Partial specification Dummy 1980–82</td>
<td>0.214</td>
<td>0.435</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.376</td>
<td>-0.010</td>
<td>.41</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>(4.1)</td>
<td>(5.6)</td>
<td></td>
<td></td>
<td></td>
<td>(4.8)</td>
<td>(-1.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6 Partial specification Dummy 1980–83</td>
<td>0.243</td>
<td>0.425</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.390</td>
<td>-0.009</td>
<td>.41</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>(4.4)</td>
<td>(5.5)</td>
<td></td>
<td></td>
<td></td>
<td>(4.9)</td>
<td>(-1.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The t-statistics are in parentheses. The specification corresponds to equation (8-2). The weighted least squares panel results correspond to a specification with weights to take care of the heteroskedasticity resulting from combining different country data. Fitted foreign saving values and not actual values were used in the regressions to address the possible simultaneity between consumption and the current account deficit during 1976-81. The regressors of foreign saving were lagged foreign saving, permanent income over actual income and lagged permanent income over actual income. Different specifications with dummies for Argentina and Venezuela during some sub-periods were tried. Although the improvement in fits were large (\(R^2\) adjusted around .80), there were only slight changes in the values of the parameters. - denotes variable not included as regressor.

PDY = permanent private disposable income;
DY = current private disposable income;
PD = permanent public saving;
r = real interest rate;
INF = domestic inflation;
M = broad money;
FS = foreign saving.

Source: Calculations by Klaus Schmidt-Hebbel and Vittorio Corbo.
in terms of the levels of private saving and using the coefficients of table 8-1 yield the following equations for private saving:

\[(8-5) \quad S_{p_i} = (1 - cons_i) \, DY_{p_i} - 0.24 \, PDY_{p_i},\]
and

\[(8-6) \quad S_{p_i} = (1 - cons_i) \, DY_{p_i} - 0.24 \, PDY_{p_i},\]

where

- $S_p$ = private saving
- $DY_p$ = permanent private disposable income
- $PDY_p$ = permanent private disposable income
- $PS_{\alpha}$ = permanent public saving, and
- $FS$ = foreign saving.

The coefficients in equation (8-5) are the estimated parameters presented in line 1.4 of table 8-1 (forward-looking permanent public saving), and those in equation (8-6) are from line 2.4 (static-expectations permanent public saving). The country-specific coefficient $cons_i$ is the fixed-effects parameter for country $i$.

Table 8-2 presents the results of computing the partial effects of various changes in income and fiscal policy variables on private saving, calculated from equations (8-5) and (8-6) after substituting the identities (8-3) and (8-4).

Private saving (or consumption) in developing countries tends to be more sensitive to current than to permanent income shocks, with corresponding marginal propensities in the neighborhood of 0.40 and 0.24, respectively (table 8-2, lines 1 and 3). For each $S_1$ increase in "permanent" or longer term public saving achieved by a "permanent" S1 decrease in public consumption, private saving declines by $0.47-0.50$ (lines 4 and 5)—a far cry from the 1.0 offset coefficient predicted by the Ricardian/direct crowding-out hypotheses. If the "permanent" reduction in the public deficit is achieved by lowering the long-term tax burden, private saving falls by $0.23-26$ for each $S_1$ increase in permanent taxation (line 6). By contrast, if permanent income and permanent public saving had the same coefficient, which would be a necessary (but not sufficient) condition for Ricardian equivalence to hold, the effect of long-term taxes on private saving would be zero.

The responsiveness of saving to current income and fiscal policy shocks depends significantly on how the private sector forms its expectations about the permanent variables, as can be seen when comparing the coefficients in columns 1 and 2 of table 8-2. Hence, a $S_1$ increase in current public saving (which determines expected permanent public saving fully under static expectations but only partly under partial perfect foresight) achieved by reducing current public expenditure reduces private saving by $0.16-0.50$, depending on the underlying expectations (line 7). If the current public deficit is reduced by increasing current taxes, however, the effect would be much stronger, because a tax increase affects current and expected permanent private disposable income, in addition to permanent public saving. For each $S_1$ of higher current taxes, private saving declines on average by $0.48-0.65$ (line 9), depending on how expectations are formed.

From the empirical results it is clear that raising public saving is the most effective and sure way to increase national saving—a point made for the United States by Summers (1985). The final impact depends crucially, however, on the way in which the increase takes place—by raising taxes or lowering current expenditures—on how permanent it is perceived to be and on how private consumer expectations are formed.

Increasing public saving helps countries experiencing high inflation and unsustainable current account deficits. For countries that have already made progress with stabili-

<table>
<thead>
<tr>
<th>Table 8-2. Public Expenditures and Taxes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marginal saving propensity with respect to *</td>
</tr>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Marginal saving propensity with respect to *</td>
</tr>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td>1. $DY_p$</td>
</tr>
<tr>
<td>2. $DY_{p1}$</td>
</tr>
<tr>
<td>3. $DY_p$</td>
</tr>
<tr>
<td>4. $PS_{\alpha}$</td>
</tr>
<tr>
<td>5. $PC_{\alpha}$</td>
</tr>
<tr>
<td>6. $PT_i$</td>
</tr>
<tr>
<td>7. $S_{\alpha}$</td>
</tr>
<tr>
<td>8. $C_{\alpha}$</td>
</tr>
<tr>
<td>9. $T_i$</td>
</tr>
</tbody>
</table>

Note: SE corresponds to the standard error of the parameter(s). Lines 1 and 9 show the minimum and maximum country fixed-effects coefficients $cons_i$.

a. $DY_p$ = current private disposable income.

b. $PDY_p$ = permanent private disposable income.

c. $PS_{\alpha}$ = permanent public saving.

d. $PC_{\alpha}$ = permanent public consumption.

* $PT_i$ = permanent tax revenue net of transfers and subsidies to the private sector.

* $S_{\alpha}$ = current public saving.

* $C_{\alpha}$ = public consumption.

* $T_i$ = tax revenue net of transfers and subsidies to the private sector.

Source: Equations (8-5) and (8-6).
zation but that now need to start growing again, raising public saving—for a given level of a sustainable current account deficit—will be required to achieve higher levels of public and private investment.

**Household Saving**

This section focuses on saving by the household sector, excluding private firms, which were included in the aggregate private sector income, saving and consumption measures of the previous section. The advantage of focusing on households is that they are the natural unit for testing consumption theories. The sensitivity of households to long-term determinants of saving, such as growth and demographic variables, is analyzed here, abstracting from fiscal policy issues, which were at the heart of the preceding section.

**Household Saving: Empirical Results**

The specification for the rate of household saving, based on the earlier discussion, is:

\[
\frac{S}{I} = \frac{S}{I} (LITP, GITP, [LIP - LITP], HT, r, INF, (+), (+), (+), (-), (?, ?)) \]

\[
MQM, FS, DEP, URB) \]

\[
(-), (-), (?, ?) \]

where

\[
S = \text{household saving} \]

\[
I = \text{household disposable income} \]

\[
LIP = \text{the natural logarithm of per capita household disposable income} \]

\[
LITP = \text{the natural logarithm of trend per capita household disposable income} \]

\[
GITP = \text{the growth rate of trend per capita household disposable income} \]

\[
HT = \text{transfers to households} \]

\[
r = \text{the real interest rate} \]

\[
INF = \text{the inflation rate} \]

\[
MQM = \text{money plus quasi-money at the end of the previous period} \]

\[
I' = \text{an average of } I \text{ in the current and previous years} \]

\[
FS = \text{foreign saving (the current account deficit)} \]

\[
DEP = \text{the dependency ratio, and} \]

\[
URB = \text{the urbanization rate.} \]

The signs below the variables indicate the expected a priori signs according to the earlier discussion.

Three dimensions of income were included as determinants of the rate of household saving in equation (8-7): the log of trend per capita private disposable income; its growth rate; and the log deviation of current from trend private disposable income. Note that trend income plus log income deviation equals the log of current income. Thus, the proposition, implicitly assumed in some earlier studies, that the coefficients on the two components of income are the same can be tested. A fourth income variable included here is household transfers.

The domestic real rates of interest and inflation could affect decisions about intertemporal consumption and portfolio composition, but theory cannot predict the direction of the effects on household saving. Monetary wealth (which affects liquidity constraints and constitutes consumer wealth) and foreign saving should depress the rate of household saving. Finally, while the dependency ratio also reduces saving, the urbanization variable was added to control for the potential effect of differences in the measurement of urban and rural saving, as well as for other structural differences in the economies.

A linear form of the saving equation (8-7) was estimated using the panel sample and the econometric techniques summarized briefly in the second section. Tables 8-3 and 8-4 summarize the regression results, showing first the results with different methods of estimation and then some runs with certain variables excluded.

Four estimation techniques were used—ordinary least squares (OLS), instrumental variables (IV) for the interest rate term, a fixed-effects country dummy, and random effects. A priori it was expected that fixed effects with IV for the interest rate would be best, and the results in table 8-1 bore that out.

For the IV estimation, the London interbank borrowing rate (LIBOR) corrected by international inflation was used as the instrument for the domestic real rate of interest. Line 4 in table 8-3—the fixed-effects estimations with instrumentalization of the real interest rate—thus constitutes the preferred result. Table 8-4 presents a set of fixed-effects results obtained from omitting some variables.

Each of the income variables has a strong positive effect on household saving rates, which accords with most of the previous studies for developing countries. The growth rate of trend per capita disposable income (GITP) has a strong effect on the rate of household saving in developing countries: a 1 percentage point increase in per capita income growth raises the household saving rate by at least 0.5 percentage points in the sample of developing countries used here. Faster growth of per capita income over the medium term is the best way to raise the rate of private saving, a point that suggests the presence of a virtuous cycle between growth and saving.
Table 8-3. Determinants of Household Saving: Different Estimation Methods
(dependent variable: household sector saving as a percentage of household disposable income)

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Trend income (log)</th>
<th>Income growth rate (5-year average)</th>
<th>Income deviation from trend (log)</th>
<th>Transfers to household (ratio to income)</th>
<th>Real interest rate</th>
<th>Inflation rate</th>
<th>Beginning of period money and quasi-money (ratio to income)</th>
<th>Foreign savings (ratio to income)</th>
<th>Dependency ratio</th>
<th>Urban population ratio</th>
<th>$R^2_{adj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. OLS</td>
<td>0.03</td>
<td>0.75</td>
<td>0.12</td>
<td>-0.32</td>
<td>-0.10</td>
<td>-0.06</td>
<td>-0.03</td>
<td>-0.32</td>
<td>-0.48</td>
<td>-0.001</td>
<td>0.646</td>
</tr>
<tr>
<td></td>
<td>(1.4)</td>
<td>(6.2)</td>
<td>(0.8)</td>
<td>(-1.7)</td>
<td>(-0.8)</td>
<td>(-0.6)</td>
<td>(-1.0)</td>
<td>(-4.3)</td>
<td>(-3.2)</td>
<td>(-2.1)</td>
<td></td>
</tr>
<tr>
<td>2. Fixed effect a</td>
<td>0.26</td>
<td>0.54</td>
<td>0.30</td>
<td>-0.40</td>
<td>-0.08</td>
<td>-0.14</td>
<td>-0.19</td>
<td>-0.14</td>
<td>0.83</td>
<td>0.0001</td>
<td>0.811</td>
</tr>
<tr>
<td></td>
<td>(5.4)</td>
<td>(4.2)</td>
<td>(2.5)</td>
<td>(2.1)</td>
<td>(-0.7)</td>
<td>(-1.5)</td>
<td>(-3.1)</td>
<td>(-2.8)</td>
<td>(2.5)</td>
<td>(0.1)</td>
<td></td>
</tr>
<tr>
<td>3. Random effect b</td>
<td>-0.04</td>
<td>0.70</td>
<td>0.19</td>
<td>-0.38</td>
<td>-0.13</td>
<td>-0.13</td>
<td>-0.06</td>
<td>-0.18</td>
<td>-0.54</td>
<td>-0.001</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>(1.6)</td>
<td>(5.8)</td>
<td>(1.3)</td>
<td>(-1.9)</td>
<td>(-1.1)</td>
<td>(-1.2)</td>
<td>(-3.4)</td>
<td>(-3.1)</td>
<td>(-1.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Fixed effect IV</td>
<td>0.25</td>
<td>0.51</td>
<td>0.27</td>
<td>-0.42</td>
<td>-0.19</td>
<td>-0.23</td>
<td>-0.18</td>
<td>-0.12</td>
<td>0.75</td>
<td>0.0004</td>
<td>0.809</td>
</tr>
<tr>
<td></td>
<td>(4.6)</td>
<td>(3.5)</td>
<td>(2.0)</td>
<td>(-2.1)</td>
<td>(-0.7)</td>
<td>(-1.0)</td>
<td>(-3.0)</td>
<td>(-2.2)</td>
<td>(2.0)</td>
<td>(0.2)</td>
<td></td>
</tr>
</tbody>
</table>

Note: The t-statistics are in parentheses.

a. Breusch-Pagan test for the absence of individual effects in the errors: $= 15.99$ (P-value = .00006).

Table 8-4. Determinants of Household Saving
(dependent variable: household sector saving as a percentage of household disposable income *)

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Trend income (log)</th>
<th>Income growth rate (5-year average)</th>
<th>Income deviation from trend (log)</th>
<th>Transfers to household (ratio to income)</th>
<th>Real interest rate</th>
<th>Inflation rate</th>
<th>Beginning of period money and quasi-money (ratio to income)</th>
<th>Foreign savings (ratio to income)</th>
<th>Dependency ratio</th>
<th>Urban population ratio</th>
<th>$R^2_{adj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Inflation rate</td>
<td>0.22</td>
<td>0.56</td>
<td>0.26</td>
<td>-0.19</td>
<td>-0.15</td>
<td>-0.16</td>
<td>-0.14</td>
<td>-0.56</td>
<td>-0.0004</td>
<td>0.765</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.11)</td>
<td>(3.88)</td>
<td>(1.77)</td>
<td>(-0.73)</td>
<td>(-0.54)</td>
<td>(-2.26)</td>
<td>(-2.70)</td>
<td>(-1.00)</td>
<td>(-0.22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Real income</td>
<td>0.26</td>
<td>0.56</td>
<td>0.31</td>
<td>-0.38</td>
<td>-0.08</td>
<td>-0.18</td>
<td>-0.14</td>
<td>-0.87</td>
<td>-0.0001</td>
<td>0.812</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.67)</td>
<td>(4.43)</td>
<td>(2.78)</td>
<td>(-2.00)</td>
<td>(-1.88)</td>
<td>(-3.21)</td>
<td>(-3.05)</td>
<td>(2.68)</td>
<td>(-0.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Trend income</td>
<td>—</td>
<td>0.75</td>
<td>0.24</td>
<td>-0.34</td>
<td>-0.13</td>
<td>-0.15</td>
<td>-0.08</td>
<td>-0.14</td>
<td>-0.26</td>
<td>0.003</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>(4.2)</td>
<td>(1.5)</td>
<td>(-1.4)</td>
<td>(-0.4)</td>
<td>(-0.6)</td>
<td>(-1.2)</td>
<td>(-2.2)</td>
<td>(-0.8)</td>
<td>(1.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The t-statistics are in parentheses.

a. All estimations are with fixed-effect country dummies and instrumental variables for the real interest rate.

The deviation of income from its trend level, the proxy for the business cycle, has a positive influence on the saving rate. Its coefficient is approximately 0.30, however, which is significantly lower than the 1.0 coefficient predicted by the permanent income theory. The implication is that households will save about one-third of each additional percentage point of current (transitory) income over its trend level. This important effect of current income on consumption probably signals the combined effect of borrowing constraints faced by households and their use of current income in reestimating their permanent income levels.

The (log of the) level of per capita trend disposable income also plays a significant role in increasing saving, as reported in tables 8-3 and 8-4. Saving is a superior good, over the range of income levels in the present sample, so that it increases by a higher percentage rate than that of (trend) household income. The high elasticity of the saving rate with respect to the per capita level of trend income (around 0.25) suggests that this coefficient should not be used for
wide out-of-sample extrapolations, since the rate of saving cannot rise indefinitely with income. Omitting this variable with the present sample, as in line 7 in table 8-4, significantly worsens the fit of the regression and affects the coefficients on other variables that are correlated with income levels—mainly the ratios of monetization, dependency and urbanization.

The two components of the level of income—trend and deviation from trend—have almost identical coefficients. Although the effect of higher current income shows up in a higher value for trend income and a higher estimate for trend growth, temporarily raising income seems to have a relatively weak impact on saving. The reasons might be that many households are credit-constrained or that they sharply revise their estimates of permanent income in response to fluctuations in current income. The coefficient on transfers is negative, frequently significant and surprisingly large. Since transfers are already counted as part of disposable income, it indicates that households consume on average $1.40 more for one additional dollar of transfers.

The domestic real interest rate has a small, mostly negative and non-significant influence on the rate of household saving. This result, which confirms most previous studies on the role of interest rates in determining consumption or saving, implies either that the income and substitution effects cancel each other out or that liquidity constraints weaken the effects of intertemporal relative prices.

Inflation has a negative effect on saving, but the effect is not statistically significant. Since the real interest rate and the inflation rate are somewhat collinear, they were entered one at a time (table 8-4). This approach raises the significance of inflation to about the 10 percent level (equation 8-7), still with the negative sign. Omitting inflation, on the other hand, does not make the effect of the real interest rate significant. In other words, reducing inflation seems to encourage saving, but raising the rate for deposits relative to inflation has no positive effect on saving and might even discourage it.

Monetary assets play a dual role in the specification: first, they constitute a stock variable signalling (inversely) the extent of domestic liquidity constraints; and, second, they indicate the financial wealth of the households. For both reasons monetary stocks were expected to have a negative influence on saving. The results show a negative and significant coefficient for the ratio of money to income; it is around 0.18 in most equations with fixed-effect estimation.

Foreign saving acts as a constraint on external liquidity, although it might not have during the period 1976-81 when developing countries had access to foreign lending. Its role in boosting private consumption is reflected in the results obtained here. It had a negative influence on saving—statistically significant but not large.

Because of the short time series for each country and because the fixed-effect (country dummy) technique of estimation does not consider cross-country variation, not much significance was attached to the coefficients on the demographic variables. The rate of urbanization has no discernible effect on saving. The dependency ratio has widely varying effects depending on the specification and estimation technique. It was also highly collinear with the growth term for each country, as a result of which both coefficients were highly unstable.

Requirements for Raising Household Saving

The results lead to the conclusion that the measures of income and wealth explain most of the variation in the rates of household saving. Households save a larger share of their income when that income is higher and is growing faster. They save less when they start the period with greater liquid wealth, although wealth reduces saving much less than one-for-one. Table 8-5 calculates the changes in all significant non-demographic determinants of saving required to raise the rate of household saving by 1 percentage point, based on the fixed-effect IV regression with all variables included (line 4 in table 8-3).

To raise the rate of household saving 1 percentage point would require increasing the trend growth rate of per capita disposable income 2.0 percentage points. Because the business cycle has a relatively small influence on the rate of saving, a 3.7 percentage point increase in the ratio of current to trend disposable income is required to achieve a 1 percentage point rise in the rate of saving. A 5.6 percentage point reduction in the ratio of money to income or a 8.3 percentage point reduction in the current account deficit (foreign saving) corresponds to a 1 percentage point increase in the rate of household saving.

Table 8-5. Changes in the Determinants of Saving Required to Raise the Rate of Saving 1 Percentage Point

<table>
<thead>
<tr>
<th>Change in Determinant</th>
<th>Required Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage change in the level of trend per capita disposable income</td>
<td>4.0</td>
</tr>
<tr>
<td>Percentage point change in the trend growth rate of per capita disposable income</td>
<td>2.0</td>
</tr>
<tr>
<td>Percentage point change in the ratio of current per capita disposable income to the trend level</td>
<td>3.7</td>
</tr>
<tr>
<td>Percentage point change in the ratio of household transfers to private disposable income</td>
<td>-2.4</td>
</tr>
<tr>
<td>Percentage point change in the ratio of monetary assets to private disposable income</td>
<td>-5.6</td>
</tr>
<tr>
<td>Percentage point change in the ratio of foreign saving to private disposable income</td>
<td>-8.3</td>
</tr>
</tbody>
</table>

As many people suspected, inflation may discourage saving. The result is at best marginally significant statistically, but there are few high-inflation observations in the sample. Higher real interest rates do not encourage saving in the countries in this sample; the coefficient is not statistically significant. That real interest rates have no effect on saving is especially striking given that liquid wealth was controlled for. Households with a high level of wealth would be more likely to reduce their rate of saving in response to increased rates of interest because the wealth effect would more likely predominate.

Policy Implications

The rate of saving has risen substantially in many developing countries, and fallen substantially in others, particularly in Sub-Saharan Africa since the mid-1970s and in the highly indebted countries since the early 1980s. To raise investment to levels necessary for desirable rates of growth, these country groups have to increase their rates of saving substantially. In the absence of large flows of foreign lending, the required increase in saving will have to come mostly from domestic efforts.

Public policies can affect national saving in two ways: fiscal policies can change the level of saving by the public sector; and, more indirectly, policy changes can affect the variables to which private saving is sensitive. The following discussion identifies the implications for the effectiveness of public policies in raising national saving in developing countries that can be drawn from the empirical literature reviewed earlier and from the results of this study as described in the preceding two sections.

Stabilization Policies

Fiscal reform aimed at reducing unsustainable public sector deficits is normally at the heart of effective stabilization programs. Raising public saving is the most direct and powerful way the public sector can contribute to higher national saving, because the private sector will not offset one-for-one the increase in public saving. This policy implication rests on the empirical rejection of the Ricardian equivalence hypothesis in most studies for both industrialized and developing countries and on the results obtained here. For the sample of developing countries, a $1 increase in public saving is only partially offset by declines in private saving that range between $0.16 and $0.50, depending on how the reduction in public saving is achieved (via higher taxes or lower current expenditures) and how permanent the private sector perceives the change to be.

Fiscal stabilization has additional, indirect effects on national saving that stem from the lower requirements for domestic financing of the budget deficits, the short-run recessionary impact of stabilization, and the longer term stability of the macroeconomic and financial environment.

Reduced domestic budgetary financing requirements contribute to lower real interest rates or lower inflation, or both. Most of the empirical literature shows that real interest rates have no significant effect on private saving—because either the substitution, income and wealth effects of changed interest rates cancel each other out or the constraints on liquidity are pervasive, so that the incidence of changing incentives for the intertemporal allocation of consumption is reduced.

Inflation is equivalent to a tax levied on the holders of base money. As with any other tax on a particular financial asset, inflation causes a shift in the composition of private portfolios without necessarily affecting how fast the portfolios grow over time through saving. The results obtained here confirm the latter point—inflation has no significant, systematic effect on levels of consumption or saving.

Temporary declines in income, often associated with stabilization programs, normally depress saving more than proportionally. This procyclical behavior of saving is far less intense, however, than what the permanent income hypothesis predicts. As a result, the intertemporal smoothing of consumption is far from perfect: liquidity constraints and uncertainty over future income streams seem to account for the significant variations of consumption in response to temporary fluctuations of income.

Finally, macroeconomic stabilization reduces the variability of relative prices and the uncertainty about future policies and key macro variables. While reduced uncertainty tends to boost investment, it has no clear effect on private saving other than diminishing flight into consumer durables and foreign capital, an outcome that tends to increase measured private saving in developing countries suffering from high instability during the pre-stabilization phase.

Financial Liberalization

Interest rate controls and credit rationing are common in many countries. As a result, real interest rates are very low or negative, and loanable funds are in short supply. Financial reforms often raise real interest rates and contribute to financial deepening. While higher real interest rates improve the efficiency with which resources are used, they do not have a significant effect on private saving, as discussed above. Financial deepening resulting from deregulation of the financial sector leads to higher holdings of quasi-monetary and financial assets, which probably results more from reallocation within portfolios than from growth of total portfolios. Greater holdings of monetary and financial assets could reduce the constraints on domestic borrowing, however, and hence lower private saving. The evidence in the present studies has mixed implications about the effects of these stocks of assets: while these stocks appear to affect some of the consumption functions for the first sample of countries negatively, some of the saving regressions for the second
sample also show a negative role for holdings of monetary assets. The first sample includes many high inflation countries, with very variable real money balances. Further investigation is needed before a conclusion about the effects of financial deepening on rates of saving can be reached.

**Inflows of Foreign Capital and Adjustment Lending**

Inflows of foreign capital tend to reduce private saving, i.e., a fraction of each additional dollar of foreign borrowing finances private investment. The findings obtained here confirm this result, which was also observed by most of the earlier literature: in the first sample, consumption is increased by some $0.40 and in the second by only some $0.14 for each dollar of foreign lending.

It is important, however, not to jump to the conclusion from this evidence that foreign loans, and adjustment lending in particular, usually worsen the economic performance of developing countries. The relevant questions are whether effective public policies supported by adjustment lending can raise aggregate saving—even if private or household saving declines in the short run—and whether those policies can increase private saving in the long run. Positive answers to these questions hinge on two things: adjustment lending must contribute to increases in public saving by more than the decline in private saving; and it must contribute to future higher growth, which will have a significant impact on private saving, as discussed next.

**Structural Adjustment and Growth Policies**

Most empirical studies show that per capita income and/or the rate of income growth have significant, high and positive effects on private saving. The results obtained here for household saving confirm these findings, showing that both the level of per capita trend income and its rate of growth increase household saving over the relevant low- to middle-income range of the sample. It implies that higher growth will feed back into higher private and national saving and allow for even higher growth. Hence, successful structural reforms need to move countries beyond the initial conditions of low mobilization of resources and income growth and into a virtuous cycle of mutually reinforcing saving and growth efforts, as has happened in successful East Asian countries.

**Appendix**

**Data Sources and Transformations for Private Consumption Functions**

This section discusses the definitions of the variables, the data sources and the data transformations corresponding to the variables in equation (8-2).

**Original variables.** The following original variables were obtained from the World Bank ANDREX data base (which compiles data from the United Nations National Accounts, the International Monetary Fund’s [IMF] International Financial Statistics [IFS] [various issues, b] and national sources): total consumption; money and quasi-money; private consumption; and GDP and GNP. All variables are measured at current prices in local currency units.

The following original variables were obtained from the World Bank SAVEM database (which compiles data from the United Nations National Accounts, among other sources): local currency investment; GNS; and GDP. All variables are measured at current prices in local currency units.

The source of the nominal interest rate is the IMF IFS data bank.

The sources for the operational non-financial public sector deficit (percent of GDP at current prices) for Latin American countries are: Argentina—Kiguel and Liviatan (1989) and United Nations Economic Commission for Latin America and the Caribbean (ECLAC) Project on Fiscal Policies, Santiago, Chile; and Brazil, Chile, Colombia, Costa Rica, Mexico, Peru and Venezuela—ECLAC Project on Fiscal Policies.

The sources for non-financial public sector investment (percent of GDP at current prices) for Latin American countries are: Argentina, Brazil, Chile, Costa Rica and Venezuela—ECLAC Project on Fiscal Policies; Colombia—internal World Bank data; Mexico—proportion of public investment in GDI at constant prices, from Banco de Mexico (1989) applied to the GDI/GDP share at current prices from the World Bank’s ANDREX database; and Peru—proportion of public investment in GDI at constant prices from the International Development Bank (IDB) (1989, table IX-2, p. 203) applied to the GDI/GDP share at current prices from the World Bank’s ANDREX database.

Additional country-specific variables for the five non-Latin American countries were obtained from the following sources: Ghana—non-financial public sector deficit and share of public investment in GDI from Islam and Wetzel (1990); Pakistan—public sector figures from Pakistan Economic Survey; the Philippines—public sector figures from Easterly (1989) (figures were not available for 1980, and it was assumed they were the proportion of GDP that pertained in 1981); Thailand—public sector figures from Easterly and Honohan (1990) (figures were not available for 1980, and it was assumed they were the proportion of GDP that pertained in 1981); and Zimbabwe—figures for the public sector from Schmidt-Hebbel (1990).

**Transformed variables.** These include current period variables, permanent disposable income, permanent public saving, and inflation and interest rates.

- **Current period variables.** Public saving in current prices was obtained by subtracting the operational non-
financial public sector deficit from non-financial public sector investment. To obtain private saving, either foreign saving and public saving was subtracted from GNI or public saving was deducted from GNS. Private disposable income is the sum of private saving and private consumption.

- **Permanent disposable income.** For the estimate of permanent private disposable income at current prices (which is divided by current period private disposable income at current prices in equation 8-3), the first step was to obtain real private disposable income by dividing private disposable income in current prices (DY) by the GNP deflator. In the cases of Brazil, Colombia, Pakistan, Thailand and Venezuela, the next step was to calculate permanent private disposable income in constant prices (real PDY), accomplished by estimating the 1980-87 deterministic trend. In the cases of Argentina, Chile, Costa Rica, Ghana, Mexico, Peru, the Philippines and Zimbabwe, the trend was not significant, and real PDY was therefore defined as the sample arithmetic average of the real DY series. Finally, permanent private disposable income (PDY) in current prices was obtained by multiplying real PDY by the GNP deflator.

- **Permanent public saving.** Two extreme alternatives for permanent public saving in current prices (which is divided by current-period private disposable income in current prices in equation 8-3) were used for the estimations. The first one is a partial forward-looking option that specifies expected long-term public saving as an arithmetic average of actual current and future public saving levels two periods into the future. The second option corresponds to static expectations.

- **Inflation and interest rates.** The rate of inflation corresponding to the private consumption deflator was normalized as follows:

\[
(8-8) \quad \text{INF} = \frac{\Delta P_a}{P_{a,t-1}} \left( 1 + \frac{\Delta P_a}{P_{a,t-1}} \right)^{-1}
\]

where \( P_a \) is the private consumption deflator and \( \Delta \) is the first-difference operator.

The real interest rate \( (r) \) was measured ex-post using the standard Fisher equation:

\[
(8-9) \quad r = \frac{1 + i}{1 + \frac{\Delta P_a}{P_{a,t-1}}} - 1
\]

where \( i \) is the nominal interest rate.

**Data Sources for Household Saving Functions**

The United Nations National Accounts break income and consumption series into general government and corporate and household sectors, from which household disposable income, household saving and transfers from the general government to households were calculated. Interest rates came from a data set developed by the Financial Policy Division of the World Bank. The remaining data—inflation, share of the urban population, dependency ratio, current account balance and money balances—came from the IMF IFS (various issues, b) and Government Finance Statistics (GFS) (various issues, a) and the World Bank’s Economic and Social Database.

Household disposable income includes all current receipts by households less taxes and social security contributions. The key question is whether the exclusion of the retained earnings of (private) corporations owned by households distorts the picture of household decision-making. The household sector already includes all agricultural firms and firms in informal non-agriculture. Excluding the income of private corporations does not affect the results as long as most of the variation in household income and saving involves households that would not count the corporate income and saving as part of their own budget and would not make household saving decisions to offset what was going on in the corporate sector.

To calculate the three income variables actually used in the analysis, regressions were run with five-year overlapping series up to and including the current year, regressing the log of household disposable income on time. The estimated value for the current year gives the trend value of current income; the coefficient on time is the trend rate of growth; and the deviation from the estimated value in the current year is the temporary component of income.

To test whether saving out of transfers to households was different from that out of other income, it was included on the right-hand side. Transfers included social security, unemployment relief and transfers from abroad; they did not include indirect transfers such as farm price supports or subsidies that permitted food to be sold at below-market prices. Since transfers are already counted as part of total income, the coefficient on transfers would be zero if consumption out of that income were the same as other income. A significant negative coefficient would indicate that saving out of transfer income was on average less than that out of other income.

The interest rate is the rate on three-month time deposits. The inflation rate is the change in the log of the household consumption deflator, going from the year average for the previous year to the year average for the year subsequent to the observation. The real interest rate is the difference between the two.

As a measure of holdings of monetary assets, money plus quasi-money at the end of the previous period was used as a measure of the liquid wealth available for consumption in the current period. To get its real value relative to income, it was divided by the geometric average of nominal disposable income in the current and previous years.

Foreign saving is the current account balance, again as a share of household disposable income. There are two reasons for believing that foreign saving is exogenous with
respect to household saving. First, developing countries were
credit-constrained during the bulk of the period; most of the
countries in the sample were borrowers throughout the pe-
period, and during the subperiod of freer access to foreign
lending (1976-81), many developing country governments
restricted the access of the private sector to foreign capital.
Second, any endogenous response of capital inflows to
domestic investment would most likely be in the public and
corporate sectors, not the household sector.

The two demographic variables in the regression are the
rates of dependency and urbanization. The variables change
little for each country over the observation periods and in
many cases are not actually known on an annual basis. They
are entered mainly as control variables, and not too much
importance should be attached to the coefficient estimates.
The dependency ratio is the population below 15 years and
above 65 years as a percent of total population. The rate of
urbanization is the share of the population in cities, based on
United Nations data; the cut-off for city size varies from
country to country.

Notes

1. GDS is defined as the difference between GDP and total
consumption, or the difference between gross domestic invest-
ment (GDI) and the trade surplus. The difference between (GNS)
and GDS, or between GNP or GDP, is the sum of net current transfers and factor payments to the rest of the world. Hence, GNS
is the difference between GDI and foreign saving (the current account deficit). All variables are measured in current prices in
domestic currencies. An increase in factor payments to the rest of
the world in relative terms reduces national saving more than
GNP. The results are a shrinking of the ratio of GNS to GDP and
an increase in the wedge between the latter and the ratio of GDS to
GDP.

In figures 8-1 and 8-2, the rates of saving are unweighted
arithmetic sample averages. Unweighted averages make sense if
the relevant unit of analysis is the country, the case in most
empirical cross-country studies, including that described in this
chapter. Weighted averages are preferable when drawing implica-
tions for the entire sample under study, using, for instance, the
share of each country’s GDP (or GNP) in the corresponding
indicator for the entire sample.

2. Collins (1989) discussed data on the private sector or house-
holds for some countries but did not use them in the regressions
for lack of comparability.

3. Rossi’s data are somewhat flawed in that private income
included the profits of public as well as private enterprises. Thus,
imPLICIT saving included saving by public sector enterprises.

4. Several older studies—Singh (1972) and Williamson
(1968)—also used data on private saving from the 1950s and
1970s, but their theories were traditional Keynesian, which over-
looked many of the issues currently of interest.

5. Rossi (1988) had first differences of consumption on the left
side and current income minus past consumption on the right so
that the absolute level of income did not enter explicitly; rather, it
was implicitly assumed not to matter in each regression. This
approach made sense because he grouped his countries by region
so as to control for level of income, and he put in country dum-
mies. Singh (1972) used the inverses of the square root and the
fourth root of the per capita level of income to test hypotheses
about average and marginal propensities to save.

6. There might be some simultaneity bias—high rates of sav-
ing and of growth reflect the effect of good investment opportuni-
ties, which are not fully reflected in the real rates of interest for
deposits. Further, with the public sector defined to include aggre-
gate saving, revenues would be expected to adjust more automatic-
ally to increases in income than to current expenditures. In
addition, government investment (which counts as saving) might
be driving both faster growth and higher aggregate saving.

7. However, not all holdings of monetary assets have a corre-
spending counterpart in current and permanent flows of income;
the returns on holdings of base money, for instance, are excluded
from private disposable income.

8. For Ricardian equivalence to hold, the main conditions that
have to be satisfied jointly are: absence of liquidity constraints;
equal rates of discount for the public and private sectors; and
certainty of the flows of future income, taxes and public sector
expenditures. For a further discussion of these conditions and for
surveys of the empirical studies, see Hayashi (1985), Hubbard and
Judd (1986), Bernheim (1987), and Leiderman and Blejer (1988).

9. Montiel and Haque also tested for differences between
public and private discount rates and did not find that they ex-
plained the deviation from Ricardian equivalence.

10. Giovannini (1985) implicitly recognized this point in noting
that much of the increase in Korean saving in the late 1960s
resulted from the increase in government saving.

11. Both greater purchases of durables and capital flight tend
to reduce measured private saving, as measured by the official
national accounts, without affecting true private saving, defined as
the total accumulation of private wealth.

12. For a comprehensive treatment of the effects of different
sources of uncertainty on saving, see Gersovitz (1988).

13. A recent error-correction model for U.S. private consump-
tion can be found in Bovenberg and Evans (1990).

14. First, the use of appropriate exchange rates is required for
cross-country comparability and estimation. Second, in the case
of data and estimations on saving, there is no adequate deflator for
obtaining series for saving in constant prices. These two problems
are avoided by specifying ratios instead of levels.

15. Private consumption is normally measured accurately (see
Bovenberg and Evans 1990). This assertion should be qualified,
however, in the case of underground production leaving the coun-
cry as unrecorded capital flight (via the underinvoicing of net
exports or outright smuggling), which tends to finance consump-
tion abroad by holders of flight capital.

16. For a review of the measurement problems with national
saving and its components in an international context, see Aghievi,
et al. (1990), and for a discussion of the issues related to the
measurement of saving in the United States, see Bovenberg and

17. In a country with a ratio of domestic public debt to GDP of
0.5 and an annual rate of inflation of 30 percent, the inflation
component of nominal interest payments is close to 15 percent per
year, the implication being a corresponding underestimation of
public saving and overestimation of private saving.

18. See Judge, et al. (1988) for a detailed discussion of pooled
cross-section time-series estimators.

19. Because fitted values for a right-hand variable were used,
the t-statistics obtained from the regression were corrected by
using the variance-covariance matrix of the actual (and not fitted)
values of the independent variables.

20. For a description of the tests described below, see, for instance, Kmenta (1986) and Hsiao (1986).

21. Consider the residuals of a single-intercept OLS model run on the pooled cross-sectional and time-series data. The aim is to test for the appropriateness of a two-component model, i.e., an individual-specific effect constant over time, plus an error that is identically and independently distributed (i.i.d.) over time and across individuals: \( \varepsilon_i = \eta_i + \alpha_i \). For the Breusch-Pagan test the null and alternative hypotheses are: \( H_0: \alpha_i = 0 \); and \( H_1: \alpha_i \neq 0 \). The test statistic is distributed as a \( \chi^2 \).

22. Consider \( H_0: E(\varepsilon_i | X) = 0 \) against \( H_1: E(\varepsilon_i | X) \neq 0 \). The Hausman specification test compares fixed-effect estimators, which are consistent under both hypotheses, with random-effect estimators, which are consistent and efficient under \( H_0 \) but inconsistent under \( H_1 \). The test statistic is distributed as a \( \chi^2 \).

23. In addition, regression t-tests for the presence of trend and/or time-specific effects were carried out by including appropriate dummy variables. These effects were not significant in any of the model specifications.

24. For the theory and the experience of Latin America with the role of consumption-based real interest rates on the intertemporal allocation of consumption see Dornbusch (1983 and 1985), and for the relation between saving and capital flight see Dornbusch (1989).

25. Bernheim (1987) addressed the third and fourth limitations discussed below.

26. The inflation component of interest payments on the public debt, which compensates for the loss in principal resulting from inflation, is put back into public bond holdings by private investors. For further discussion see Tanzi, Blejer, and Teijeiro (1987).

27. Under the first hypothesis of partial forward-looking expectations, \( \delta \) is constructed as an arithmetic average of current and future actual public saving, carried two periods into the future, while under the static expectations alternative current public saving is used (see the appendix).

28. The dummies \( (PDAY, T) \) for the presence of trend and/or time-specific effects were carried out by including appropriate dummy variables. These effects were not significant in any of the model specifications.

29. The fixed-effect coefficients for each country corresponding to the estimations of table 8.1 are available upon request.

30. Other sets of instrumental variables, such as the lagged independent variables, were also tried but did not improve the reported results. IV without fixed-effect country dummies were also rejected in favor of IV with fixed-effect dummies.

31. The hypothesis that their coefficients are identical cannot be rejected. The implication, then, is that for the present sample there would be no error in using just the log of current income, rather than decomposing income into trend and fluctuation.

32. An interaction term of growth and dependency in the spirit of Collins (1989) and Mason (1986) was attempted, but it was insignificant.

33. In the case of Taiwan, the data come from China, Taiwan (1988).

34. So as not to lose too many degrees of freedom with this method, household income was extrapolated back four years prior to the start of the sample period by using the growth rate of GDP.
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Comment

Mark Gersovitz

Klaus Schmidt-Hebbel and Steven Webb provide a wide-ranging discussion of saving in poor countries. They present evidence on the variation in the rates of saving across countries over time and thereby highlight such issues as Africa's low and falling rates of saving. Undoubtedly this phenomenon must be associated with the perplexing problem of that continent's poor record of growth, so that we are quickly confronted with issues that need analysis. The authors follow this overview of national rates of saving with a review of the findings of studies that have investigated the variation in those rates. Finally, they present results from two of their own studies of saving behavior.

Their basic conclusion is plausible: the most direct and sure way to increase national saving is to raise public saving, because private saving does not fall sufficiently to offset significantly the increase in public saving. The authors are able to investigate this issue because they have data on both public and private saving. The results illustrate the benefit of their emphasis on a disaggregation of rates of saving.

This chapter, although extensive, is not exhaustive: a thorough analysis of saving would be an exceedingly vast undertaking. Therefore my remaining comments indicate some of the directions for further inquiry that are suggested by this chapter.

Analysis of saving is complicated by the simple fact that saving is a sacrifice of current consumption that is usually thought to be motivated by the expectation of a consequent gain in future consumption. Decisions on saving are therefore inherently intertemporal and involve expectations about future events. The authors pay attention to these issues, following the traditional distinction between permanent and transitory variables. For instance, they decompose the actual series on income into permanent and transitory components. An area for further work would be to give more attention to this decomposition because the authors use relatively simple schemes.

Furthermore, they carry out the decompositions on such variables as income that may be subject to problems of measurement and endogeneity. It would be useful to investigate some of the underlying variables that cause income to change either permanently or temporarily, variables such as agro-climatic conditions, international commodity prices and even the national incomes of the rich countries. These variables are less likely to be endogenous and are less ambiguously measured, and their own decompositions into permanent and temporary components may be easier to interpret.

Such decompositions may also be useful themselves in providing information on the nature of shocks so that policymakers can be ready to respond in offsetting ways.

The authors explain some of their results by reference to a supposed inability of individuals to borrow in these countries. For instance, that constraint would help rationalize the finding that private saving does not fall sufficiently to offset fully an increase in public saving, or that consumers respond to transitory income as well as permanent income, or that they do not respond to the rate of interest. However, we really do not have direct evidence on the prevalence of these liquidity constraints. What is needed are implications of credit constraints that are more directly testable at the aggregate level. Furthermore, an inability to borrow can raise saving rather than lower it, if individuals have to save up for discrete purchases that they would otherwise buy on credit. Finally, if individuals are liquidity-constrained and want to save little or nothing, it is not at all clear that it is a good idea to force them to increase their saving by, for instance, increasing public saving. Here, of course, is an example of a very general issue: higher levels of saving do not necessarily imply an augmentation in the well-being of the individuals in the economy because that increase comes at the cost of current consumption. After all, saving is not a goal in itself.

A related set of issues concerns the rate of return that savers are supposed to get. The rate-of-return variable that these authors use is an interest rate reported by the IMF, a rate from the formal financial markets in each country. However, those rates may correspond poorly or not at all to the rates of return most savers in the economy face. In addition, the interactions between public activity and private saving through the rate of return may be more complicated than the authors suggest. For instance, public expenditures on infrastructure may complement private investment rather than substitute for it and thereby raise the rate of return on private saving and potentially increase the level of private saving. This scenario could provide one channel whereby increased public saving does not lead to a fully offsetting fall in private saving—private saving is crowded in rather than out.

The authors place considerable emphasis on the decomposition of saving: national versus domestic and public versus private. This approach brings to mind another distinction on which little information exists in poor countries—that between corporate and personal saving. Policies that increase corporate saving may be offset by opposite movements in personal saving if individuals regard the increased corporate saving as a substitute for their own saving.
Endogenous Growth in Developing Countries with Government-Induced Distortions

William R. Easterly

Introduction

Economists that work on developing countries have long argued that the large differentials in growth among these countries can be explained at least partly by differences in policies. Policies that directly distort relative prices and the allocation of resources—such as tariffs and import quotas, controls on prices and interest rates, and taxes—have in particular been singled out to explain the varying performance of developing countries (Krueger 1978; and Chenery, Robinson and Syrquin 1986). Much empirical evidence has accumulated that growth is significantly related to such policies, especially distortionary trade policies. However, in the standard neoclassical growth model of Solow (1956), distortionary policies affect the level of income and not its rate of growth. Assuming the existence of non-reproducible factors, constant returns to scale and diminishing returns to each factor of production, sustained growth will only occur if there is exogenous technological progress. The long-run growth effects of distortionary policies have accordingly been questioned (for example, Lucas 1988). It follows that distortionary policies are not that important in explaining large differences in income levels (Rodrik 1988).

The standard neoclassical theory leaves unexplained the very large differentials in growth across regions, as shown in table 9-1. As is well-known, per capita growth in East Asia has been higher by far than that in other countries over the last two and a half decades, while growth in Sub-Saharan Africa has lagged badly. A significant set of the poorest developing countries have failed to grow at all. Countries in the Organization for Economic Co-operation and Development (OECD) have outperformed all developing country regions except East Asia and the Middle East. This pattern seems contrary to the prediction of the Solow model that income levels across countries will converge over time.

The Endogenous Growth Literature

The endogenous growth literature, following on the work of Romer (1986, 1987, 1988, and 1989a), Lucas (1988) and Barro (1989a and 1991), has presented models in which policies can have significant effects on long-run growth. These models variously relax the assumptions of constant returns to scale (Romer 1986, 1987, 1988, and 1989a; and Lucas 1988), the dependence on non-reproducible factors (Rebelo 1991), and diminishing returns to each factor (Jones and Manuelli 1990). While much empirical testing of these models remains to be done, the empirical work in this literature has so far tended to confirm that policy has strong effects on growth (Barro 1991 and Romer 1989b).

The analysis of fiscal policy in the endogenous growth models is of particular interest to the theme of this chapter. Barro (1989) and Barro and Sala-i-Martin (1990) have discussed how tax rates can distort decisions on saving and reduce growth, while government services financed by those taxes can potentially raise private productivity and increase growth. Rebelo (1991) and King and Rebelo (1990) have similarly shown how differences in tax rates can translate into large differences in growth rates.

Distortionary Policies in Developing Countries

While the endogenous growth models strongly support the attention paid in the development literature to policies, so far these models have not paid much attention to the special characteristics of policies in developing countries. The salient fact about these policies is that they are associated with severe distortions of static resource allocation.

Tax systems in developing countries often have a very narrow base because of widespread tax evasion and the small size of the formal sector. Generation of revenue from
Table 9-1. Growth by Region (percent)

<table>
<thead>
<tr>
<th>Country grouping</th>
<th>Average per capita income growth, 1965-88</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-income</td>
<td>3.1</td>
</tr>
<tr>
<td>China and India</td>
<td>4.0</td>
</tr>
<tr>
<td>Other</td>
<td>1.5</td>
</tr>
<tr>
<td>Middle-income</td>
<td>2.3</td>
</tr>
<tr>
<td>Lower</td>
<td>2.6</td>
</tr>
<tr>
<td>Upper</td>
<td>2.3</td>
</tr>
<tr>
<td>High-income</td>
<td>2.3</td>
</tr>
<tr>
<td>OECD</td>
<td>2.3</td>
</tr>
<tr>
<td>Other*</td>
<td>3.1</td>
</tr>
<tr>
<td>Low- and middle-income by region</td>
<td></td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>0.2</td>
</tr>
<tr>
<td>East Asia</td>
<td>5.2</td>
</tr>
<tr>
<td>South Asia</td>
<td>1.8</td>
</tr>
<tr>
<td>Europe, Middle East, North Africa</td>
<td>2.4</td>
</tr>
<tr>
<td>Latin America and Caribbean</td>
<td>1.9</td>
</tr>
</tbody>
</table>

a. Countries classified by United Nations or otherwise regarded by their authorities as developing.


This narrow base often implies very high tax rates. In Argentina, more than 80 percent of income is said to go unreported (World Bank 1988). In Côte d’Ivoire, employment in the formal sector amounts to only 1.4 percent of the population while the average effective tax rate in the formal sector is 48 percent (Chamley and Ghanem 1990). Repeated attempts to increase tax revenues from the formal sector have met with failure, as there is large-scale evasion of taxes. Developing countries rely heavily on taxes on international trade, particularly in Africa, where it amounts to 35 percent of revenues (World Bank 1988).

The tax systems in developing countries are also characterized by large inequalities in the treatment of different types of income. The tax system is used even more than in industrial countries to promote a multitude of economic and non-economic objectives. For example, the tax rate on manufacturing assets in Malawi is 20 percentage points higher than on non-manufacturing assets (World Bank 1988).

There are numerous other ways in addition to taxation in which governments in developing countries intervene to create large distortions in prices and the allocation of resources. Controls on foreign exchange lead to the creation of black markets in foreign exchange, where the exchange rate is a large multiple of the official one. For example, prior to the reforms in Ghana in 1983, the black market exchange rate was 44 times the official rate (Islam and Wetzel 1991). Government marketing boards pay prices to domestic producers of export commodities that are a small fraction of the international price. Controls on nominal interest rates often result in large negative real interest rates, while quantitative rules for the allocation of credit imply large subsidies for some types of capital and heavy implicit taxes on others. For example, credit for mortgage lending in Turkey was heavily subsidized in the early 1980s, so that the borrowers paid highly negative real interest rates, while commercial credits for other types of loans carried real interest rates as high as 50 percent (World Bank 1989b). Heavy reliance on money creation in some developing countries—especially in Latin America, where inflation has at times exceeded 1,000 percent a year—generates large taxes on money balances and disproportionately penalizes activities that are intensive in the use of cash. In all of these cases, transactions continue to take place even when the distortions penalizing them are extremely severe.

In addition, however, a large informal sector has sprung up side by side with the formal economy in many developing countries in response to the distortionary government policies. de Soto (1987) has convincingly shown how government regulation led to a thriving informal sector in Peru. Over half of urban employment in Africa is said to be in the informal sector (World Bank 1989a). The illegal economy in Ghana in 1982 was estimated to have been about 32 percent of GDP (Islam and Wetzel 1991). The informal sector often seems to provide a cushion to soften the impact of even the most extreme government policies. For example, the depredations of the Amin government in Uganda caused output by the formal sector to fall by 2 percent a year, but the traditional sector continued to grow at 3 percent a year (Reynolds 1985).

A particularly interesting case of severely distortionary government policy is that of the (formerly) centrally planned economies of China, the Soviet Union and Eastern Europe. As shown in Easterly (1991), their growth does not compare badly with the rest of the world, although their rates of investment are much higher. This evidence suggests that the effects of even severe distortions can be offset by sufficiently high rates of saving.

A Model of Endogenous Growth with Distortionary Policies

This section presents an endogenous model of growth that attempts to capture some of the special features of distortionary government policy in developing countries. It postulates a model of constant returns to scale in reproducible capital, as in Rebelo (1991). Capital is broadly defined as both physical and human. Two generic types of capital are considered to produce the single output; the types are variously interpreted as imported and domestic capital and formal and informal sector capital. The distortion is defined as any government policy that causes the marginal products of the two types of capital to diverge from static competitive equilibrium. The relationship between this rate of distortion...
and growth is then discussed, taking into account both fixed rates of saving and optimal saving behavior. While the government plays no productive role in this section, productive government spending is considered in the following section. Throughout the chapter, it is assumed that the economy is insulated from the international financial markets, although trade in goods is considered.

While the model is highly stylized, the results seem to give insight into some of the characteristics of developing countries discussed above.

Production

Equation (9-1) shows the production function for the analysis:

\[ Y = (\gamma_1 K_1^p + \gamma_2 K_2^p)^{\frac{1}{p}} \]

where

- \( Y \) = output
- \( K_1 \) = type 1 capital
- \( K_2 \) = type 2 capital.

Output \( Y \) is a CES function of the two generic types of capital, \( K_1 \) and \( K_2 \), with the elasticity of substitution \( 1/(p - 1) \). Since no fixed inputs enter the production function, sustained growth is feasible through the accumulation of physical and human capital. For simplicity’s sake, the population is assumed to be fixed throughout the analysis. This type of production function can be justified as being an asymptotic approximation of one in which fixed inputs become less important at high levels of income (Jones and Manuelli 1990 and Easterly 1990). Others have argued that spillovers from the accumulation of physical and human capital produce a linear relation between output and capital (Romer 1987).

Finally, Rebelo (1991) has shown that all that is necessary for sustained growth is a core of capital goods that can be produced without fixed inputs, as in equation (9-1).

The distortion, measured at exponential rate \( \tau \), is defined as a unit cost associated with investment in type 1 capital goods. Two alternative real-world interpretations of the capital types and distortions are illuminating (although analytically equivalent). First, it is assumed that the economy produces a single domestic good, with capital made up of imported goods (\( K_1 \)) and the domestic good itself (\( K_2 \)). Both goods are assumed to be traded, and the economy is assumed to be small in international trade. The price ratio of the two goods is thus fixed and can be normalized at unity. The distortion rate \( \tau \) is either a tariff on the imported capital good or an import quota (defined as the equivalent tariff rate). The proceeds of the tariff are assumed to be rebated to the private sector in lump-sum form, while the holders of import licenses receive rents under the quota system.

The other interpretation is that two types of capital are formed out of the single domestic output in an autarkic economy. The first type, called formal sector capital, is subject to a sales tax at the moment of purchase for investment. The second type is informal sector capital, which evades the sales tax. The two types of capital can both be formed from domestic output at zero installation cost. However, they differ in other characteristics such as location or institutional form of ownership. These characteristics cause them to enter into production differently and also determine whether they can be hidden successfully from the tax authorities.

Although the analysis is presented in the form of a sales or import tax on type 1 capital (the most common types of taxation in developing countries), it can be shown that in a steady state a tax on the income from type 1 capital is equivalent. Thus, the analysis would be the same for a proportional income tax (on both labor earnings from human capital and profits from physical capital) that is widely but incompletely evaded. The tax is also equivalent to other government actions that imply either extra unit costs for investment in the formal sector—such as investment licenses or other regulatory requirements—or implicit proportional deductions from income, such as government violations of property rights. The analysis is the same if different types of capital are subject to differential rates of implicit or explicit subsidization/taxation, such as would occur with directed credit schemes or quantitative allocation of foreign exchange. Thus, this simple set-up captures many of the stylized realities of government distortions in developing economies.

The essential characteristic of this set-up is not who or what is being taxed, but simply that a wedge is driven between the marginal products of the two types of capital, as follows:

\[ \frac{\partial Y}{\partial K_1} = e^{\tau} \]

where

- \( Y \) = output
- \( K_1 \) = type 1 capital
- \( K_2 \) = type 2 capital.

\( \tau \) is the exponential rate of the sales tax (or tariff) on investment in type 1 capital.

Profit-maximizing producers will rent the two types of capital such that equation (9-2) is satisfied. The implication is the following ratio of type 2 to type 1 capital (denoted \( B \), derived from equations (9-1) and (9-2)):

\[ B = \frac{K_2}{K_1} = \left[ \frac{\gamma_2}{\gamma_1} \right]^{\frac{1}{p-1}} e^{\frac{\tau}{p}} \]
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where

\[ B = \text{the ratio of type 2 capital to type 1 capital} \]
\[ K_2 = \text{type 2 capital} \]
\[ K_1 = \text{type 1 capital}. \]

The distortion \( \tau \) induces more of type 2 capital to be held than is socially optimal. The elasticity of substitution \( [1/(\rho - 1)] \) determines how strongly the ratio of capital inputs will respond to increases in the distortion.

The accumulation of the two types of capital, first under fixed rates of saving and then under optimal saving behavior, is considered next.

Capital Accumulation with Fixed Rates of Saving

With a lump-sum rebate of tax revenues, the income of the private sector is equal to total output \( Y \). As in the original Solow model, it is assumed that a fixed proportion, \( s \), of this income is saved. Since it is assumed the economy is closed to inflows of foreign financial capital, saving will equal investment in type 1 and type 2 capital goods:

\[(9-4) \quad I_1 + I_2 = sY \]

where

\[ I_1 = \text{investment in type 1 capital} \]
\[ I_2 = \text{investment in type 2 capital} \]
\[ s = \text{saving rate} \]
\[ Y = \text{output}. \]

It is assumed that the rate of depreciation of capital (\( \alpha \)) is the same for both types.

The growth rate for the economy in a steady state is then given by the following:

\[(9-5) \quad g = s \left( \frac{\gamma_2 + \gamma_1 B^\rho P}{1 + B} \right) - \alpha \]

where

\[ g = \text{the growth rate for the economy} \]
\[ s = \text{saving rate} \]
\[ B = \text{the ratio of type 2 capital to type 1 capital} \]
\[ \alpha = \text{depreciation rate}. \]

It can be shown that growth is unambiguously negatively related to the distortion rate \( \tau \). This point is intuitively clear, given that output for a given level of capital is maximized at zero distortion, and equation \( (9-5) \) simply represents saving out of output as a ratio to existing capital. This result is the endogenous growth analog to the standard result in the Solow model that a tax on capital will reduce the steady-state ratio of capital to labor and will lower output (see, for example, Atkinson and Stiglitz 1980).

Figure 9-1. Distortion and Growth, Alternative Assumptions
this model, elimination of small distortions is practically pointless, since it means just backwards movement along the initial flat part of the curve. Similarly, modest reductions of very large distortions have virtually no impact, since the tax rate of an activity that is at a very low level has little weight.

The elasticity of substitution plays a critical role in this analysis. The results just presented will only hold in the case that the elasticity of substitution is strictly greater than one, the implication being that neither input is essential for production. (The simulation just presented assumed an elasticity of 2.) Figure 9-2 shows the consequences of distortions for growth under alternative elasticities of substitution. With an elasticity equal to unity, output goes to zero as type 1 capital is more heavily penalized, since this input is essential for production. Growth declines asymptotically to the deprecation of the capital stock (-\(\alpha\)) without replacement. With an elasticity equal to 3, on the other hand, growth stays above a minimum of over 2 percent, no matter how large the distortion.

It can be seen from figure 9-2 that the flat part of the curve at low rates of distortion with inelastic production is much larger than the flat portion with highly elastic production. The point made earlier about small distortions not being costly is stronger the more inelastic production is. Similarly, the flat part of the curve at high rates of distortion is longer (and the loss in growth smaller) the more elastic production is. Modest reform of large distortions is more ineffective the larger the elasticity of substitution is.

To summarize, in this model the reform strategy should be affected by assumptions about the substitutability of formal and informal capital. If it is believed that substitutability is high, then the focus should be on very large reductions in the large distortions, since moderate reductions will have little effect. If it is believed that substitutability is low, there is no point in bothering with small distortions, whereas even moderate reductions in the large distortions will be effective.

The benefit of reform in terms of growth is greater the more inelastic the production structure is.

**Capital Accumulation with Optimal Saving Behavior**

This section addresses the implications of optimal saving behavior to see how saving responds to distortion. It is assumed that identical, infinitely-lived dynasties of producers-consumers maximize the present discounted value of the utility of future consumption:

\[
\int_{0}^{\infty} e^{-\mu t} \frac{C^{1-\sigma}}{1-\sigma} \, dt
\]

where

- \(C\) = consumption.
- Utility is given as an isoelastic function of total consumption \(C\) where the intertemporal elasticity of substitution is \(1/\sigma\).
- Consumption, \(C\), is given by the excess of income, \(Y\), over investment spending. The investment in type 1 capital, \(I_1\), is taxed at an exponential rate, \(\exp(\tau)\), as before.\(^{13}\)

\[
C = Y - e^\tau I_1 - I_2 + T
\]

where

- \(C\) = consumption
- \(Y\) = output
- \(I_1\) = investment in type 1 capital
- \(I_2\) = investment in type 2 capital
- \(T\) = lump-sum transfers of revenues.

The equations for the accumulation of capital stocks \(K_1\) and \(K_2\) are simply:

\[
\dot{K}_1 = I_1 - \alpha K_1
\]

and

\[
\dot{K}_2 = I_2 - \alpha K_2
\]

where

- \(\dot{\cdot}\) = change
- \(K_1\) = type 1 capital
- \(I_1\) = investment in type 1 capital
- \(K_2\) = type 2 capital
- \(I_2\) = investment in type 2 capital
- \(\alpha\) = depreciation rate.

The condition that investment is irreversible is not imposed explicitly.
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It is straightforward to show that the producer-consumer solving this maximization problem will allocate investment between the two types such that equation (9-2) continues to hold. That is, $\tau$ will be equal to the wedge between the marginal products of the two types of capital. In a steady state, both types of investment and capital, consumption and output will all grow at the same rate, which is given by:

\[(9-10) \quad g = \frac{r_2 - \alpha - \tau}{\sigma}\]

where
- $g$ = the growth rate of the economy
- $\alpha$ = depreciation rate
- $r_2$ = the marginal product of type 2 capital
- $\tau$ = discount rate.

$r_2$ is given by the following:

\[(9-11) \quad r_2 = \gamma_2 (\gamma_1 B^{-\phi} + \gamma_2) \frac{1}{\phi + 1}\]

where
- $B$ = the ratio of type 2 capital to type 1 capital (equation 9-3).

Growth is given by the familiar condition that optimal growth of consumption is equal to the difference between the net marginal product of capital and the rate of time preference times the intertemporal elasticity of substitution. Since the marginal product of type 2 capital goes down when type 1 capital is taxed more heavily, growth is unambiguously a negative function of the tax rate $\tau$.

A plot of the growth-distortion relationship for a simulation with the same parameter values as before is shown in figure 9-1, which also shows the relationship under exogenous saving behavior. As can be seen, the marginal costs of increased distortion under optimal saving behavior are no longer increasing. Even small distortions are costly, because they cause both a decrease in saving and a static loss in efficiency. However, with endogenous saving, the growth consequences of very large distortions can be less severe than under fixed rates of saving. The reason is that the rate of saving actually increases at high rates of distortion.

The causes of this outcome are examined next. It is straightforward to show that the propensity to consume out of total capital $K_1$ plus $K_2$ is given by:

\[(9-12) \quad \frac{C}{K_1 + K_2} = (r_2 - \alpha)(1 - \frac{1}{\sigma}) + \frac{r_2(e^{\phi} - 1)}{1 + B}\]

where
- $C$ = consumption
- $K_1$ = type 1 capital
- $K_2$ = type 2 capital
- $r_2$ = the marginal product of type 2 capital
- $\alpha$ = depreciation rate
- $r$ = discount rate.
- $B$ = the ratio of type 2 capital to type 1 capital.

The first two terms in this expression are familiar. The first term shows that the propensity to consume out of wealth (capital) will increase with the net rate of return if the intertemporal elasticity of substitution is less than one. If this propensity is equal to one, it will be simply the second term, the rate of time preference. The third term in equation (9-12) gives the amount of the lump-sum transfer to consumers from the tax revenues as a ratio to the capital stock. These revenues are entirely consumed. As the tax rate increases, consumption declines because the rate of return falls, and the income effect is assumed to outweigh the substitution effect. The decline in consumption is partially offset by the consumption of lump-sum tax revenues, but these do not affect the rate of growth, and the lump-sum transfer disappears as the tax rate increases. The increase in saving as a share of income in response to high levels of distortion explains why distortion causes less of a fall in growth in the optimal saving case (given the assumption of the simulation of an intertemporal elasticity of less than one, as supported by most empirical evidence). As argued in Easterly (1991), higher saving in socialist countries could also be a rational response of planners to severe distortions.

If the intertemporal elasticity is greater than one, then consumption will rise with increased distortion—the substitution of present for future consumption outweighs the income effect of the higher tax rates. The decline in saving with higher levels of distortion implies a more severe decline in growth. Small distortions will be even more costly than in the inelastic endogenous saving case, and the minimum rate of growth will be less than in the case of exogenous saving. Thus, the intertemporal elasticity of substitution is as critical in this analysis as the production elasticity of substitution between the two capital types is.

Comparison of the Exogenous and Endogenous Saving Models

The exogenous and endogenous models of saving both show that distortions significantly affect growth, a finding that means that the effects of policy in endogenous growth models need not occur through the effect on saving alone. Both models also show that growth will stay above some minimum rate if the production elasticity of substitution is sufficiently high. However, the exogenous saving model implies that small distortions are not comparatively costly, while optimal saving behavior implies they can be very costly indeed. It remains an empirical matter to determine which theory better fits the experience of developing countries.
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Other implications of the optimal saving models, such as Ricardian equivalence, have not been supported by evidence in developing countries. The survey of Schmidt-Hebbel and Webb (chapter 7 of this volume) found little empirical evidence of a saving response to rates of return or policy variables in developing countries. However, the data on saving in developing countries are so poor that the endogeneity of the rate of saving remains an open question.

A Model of Distortionary Taxation, Government Spending and Growth

While government played no productive role in the previous section, this section looks at the implications of productive government spending financed by the distortionary tax on type 1 capital. A stock of government capital that enters directly into the production function, meant to represent such services as roads, telecommunications, sanitation services, generation of electricity, etc., is considered. The production function for the single domestic output then becomes:

\[ Y = \left( \gamma_1 K_1^\gamma + \gamma_2 K_2^\gamma \right)^{\eta} + \gamma_0 S_G (e^s - 1) \]

where

- \( Y \) = output
- \( K_1 \) = private type 1 capital
- \( K_2 \) = private type 2 capital
- \( S_G \) = government capital.

The two forms of private capital, \( K_1 \) and \( K_2 \), continue to have an elasticity of substitution \( \eta/(\eta - 1) \). They are nested within a larger production function where the elasticity of substitution between private and public capital is \( \eta \). As with the previous production function, this one can accommodate various interpretations. Public capital could be another use of domestic output, or it could be assumed that public capital is imported as \( K_1 \) is (but is exempt from quotas or tariffs).

The accumulation of public capital, \( I_G \), is given by an assumption of fixed saving out of the revenues from taxing type 1 capital:

\[ I_G = S_G (e^s - 1) \]

where

- \( I_G \) = public investment
- \( S_G \) = government saving
- \( I_1 \) = investment in private type 1 capital.

If it is assumed that the rate of depreciation is the same for government as for private capital, it immediately follows that the ratio of government capital to type 1 capital in a steady state will be:

\[ \frac{K_G}{K_1} = S_G (e^s - 1) \]

where

- \( K_G \) = government capital
- \( K_1 \) = private type 1 capital
- \( S_G \) = government saving.

Given that \( B \) is the ratio of type 2 to type 1 capital, which continues to be given by equation (9-3), the following ratio of output to type 1 capital, denoted \( \lambda \), emerges:

\[ \lambda = \frac{Y}{K_1} = \left[ (\gamma_1 + \gamma_2 B^\eta)^{\eta} + \gamma_0 S_G (e^s - 1) \right]^{\eta} \]

where

- \( \lambda \) = the ratio of output to private type 1 capital
- \( K_1 \) = private type 1 capital
- \( B \) = ratio of private type 2 capital to private type 1 capital
- \( S_G \) = government saving.

The growth outcome for exogenous and endogenous rates of saving is considered next.

Exogenous Saving Rates

It is assumed that any taxes not spent by the government on capital accumulation are rebated to consumers. There is no lending to the public sector by the private sector. In addition, it is assumed that use of government capital is free and equally divided among consumers/producers. This assumption implies that the rents from government capital accrue to the private sector, not an unreasonable assumption for many developing countries. The accumulation of private capital is then given by:

\[ I_1 + I_2 = s_Y \left( Y - S_G (e^s - 1) \right) \]

where

- \( I_1 \) = investment in private type 1 capital
- \( I_2 \) = investment in private type 2 capital
- \( S_G \) = private saving rate
- \( Y \) = output
- \( S_G \) = government saving.

The steady-state rate of growth of output and capital will then be:

\[ g = \frac{s\lambda - ss_G (e^s - 1)}{1 + B + ss_G (e^s - 1)} \]
where

\[ g = \text{the growth rate of the economy} \]
\[ \lambda = \text{the ratio of output to private type 1 capital} \]
\[ s_G = \text{government saving} \]
\[ \alpha = \text{depreciation rate} \]
\[ B = \text{the ratio of private type 2 capital to private type 1 capital}. \]

Figure 9-3 shows a simulation of the rate of growth as a function of the tax rate for plausible parameter values. There is now an upward-sloping portion of the growth-tax rate relation. As tax rates are increased from zero, the marginal product of public capital is very high, outweighing the distortional effect of the collection of tax revenues. However, as more public capital is accumulated, diminishing returns set in, while at the same time successive increases in the tax rate worsen the effect of the distortion on the accumulation of private capital. At some point further increases in the tax rate will lower the rate of growth. From that point on, the behavior of the growth-distortion relation is similar to that in the first model. Growth holds above a certain minimum if the elasticity of substitution is sufficiently large, just as in the model without government. However, this result also requires that the elasticity of substitution between public and private capital be greater than one. In other words, none of the inputs into the production function can be essential for this result to obtain.

In this model, the effect of excessively high tax rates on growth is potentially more severe, since not only do they distort production, they could also cause movement to the down side of the Laffer curve and cause public revenue and investment to decline. The growth outcome also depends crucially on the share of public revenue, \( s_G \), allocated to capital spending. Since \( s_G \) determines the reallocation of saving from the private to the public sector, this share can be either too high or too low depending on the relative marginal products of public and private capital.

It is of interest to see the association between the rate of growth and the total amount of public revenue, as shown in figure 9-4. Once again, the overall size of government can be too large or too small. At point A in figure 9-4, the tax rate is zero. Both growth and tax revenues rise strongly as the tax rate increases, since the additional tax revenue is used to finance the acquisition of productive public capital. Growth reaches a maximum at B, at which point the positive contribution of public capital to growth just offsets the negative effect of the tax distortion. From B to C, further increases in tax rates lead to a trade-off between tax revenues and growth—they continue to boost revenue (and public capital) but at the expense of a distortion severe enough to reduce growth. At C, tax revenue as a ratio to output reaches the maximum as of the Laffer curve. From that point on, increases in the tax rate are counterproductive in terms of both revenue and growth—revenue declines because the situation is on the “wrong” side of the Laffer curve, and growth declines because of the effect of the distortion. At point D, there is convergence to a minimum rate of growth at which tax revenue and the use of both \( K_1 \) and \( K_G \) are arbitrarily close to zero.

To the extent that this model captures reality, figure 9-4 suggests caution when attempting to estimate the empirical correlation between growth and the size of government (as measured by either revenue or spending). If countries are assumed to have similar tax structures but different tax rates that are distributed randomly along the curve, estimates of the relationship could be positive or negative. The absolute value of the coefficient on the size of government in a growth regression could range from zero (at point B) to infinity (at point C). Even the interpretation of the coefficient is ambiguous. Both the segments AB and CD imply a
positive relationship, but for much different reasons—the former because hikes in the tax rate increase both growth and revenues and the latter because hikes in the rate decrease both. Causation is also problematic since both tax revenue and growth are endogenous.

To try to pin down where governments might wind up on figure 9-4 is a task for theorists of political economy. Benevolent growth-maximizing governments would tend to cluster around B. (As Barro 1989a pointed out in a similar context, if a regression between growth and size of government is estimated from such a sample, the erroneous conclusion would be reached that there was no relationship between the two.) The Buchanan-type patronage-maximizing state would move more toward point C (but not all the way if it also valued future patronage, which will increase with higher growth). In general, a rational state valuing some mixture of patronage and growth would be found in segment BC, which could explain the negative relationship found in the empirical work. However, there are examples from the literature on the political economy of irrational outcomes from game-theoretic interactions between factions or coalitions that could result in governments falling along the AB or CD segments (Findlay 1989 and Haggard 1989).

Optimal Saving Behavior, Government Spending and Growth

With optimal saving behavior, consumers-producers are again assumed to maximize the sum of intertemporal utility (equation 9-6). Consumption C is still constrained by:

\[
(9-19) \quad C = Y - e^s I_1 - I_2 + T
\]

where

- \( C \) = consumption
- \( Y \) = output
- \( I_1 \) = investment in private type 1 capital
- \( I_2 \) = investment in private type 2 capital
- \( T \) = lump-sum transfers of revenues to consumers.

Consumers will take lump-sum transfers as given, but they are given by:

\[
(9-20) \quad T = (1 - \sigma_G) (e^\tau - 1) I_1
\]

where

- \( T \) = lump-sum transfers of revenues
- \( \sigma_G \) = government saving
- \( I_1 \) = investment in private type 1 capital.

Consumers are assumed to be so small relative to the total economy that they do not take into account the contribution their taxes make to public capital.

The growth rate will again be given by equation (9-10)—the difference between the marginal product of type 2 capital (net of depreciation) and the rate of time preference times the intertemporal elasticity of substitution. The marginal product of type 2 capital is now given by:

\[
(9-21) \quad r_2 = \lambda^{1-n} (\gamma_1 + \gamma_2 B^p)^\frac{\eta-1}{\eta} \gamma_2 B^{p-1}
\]

where

- \( r_2 \) = the marginal product of private type 2 capital
- \( \lambda \) = the ratio of output to private type 1 capital
- \( B \) = the ratio of private type 2 capital to private type 1 capital.

The resulting relationship between the rate of growth and the rate of taxation was shown in figure 9-3. As in the case of exogenous saving, initially the relationship is positive between taxes and growth, where the benefit of more tax-financed government capital outweighs the distortionary effect of the tax. However, the maximum rate of growth is reached at a much lower tax rate, and the maximum rate is itself much lower, than in the case of exogenous saving. With an intertemporal elasticity of less than unity, as in this simulation, the minimum rate of growth is higher than under exogenous saving (as in the previous model).

Empirical Results

The absence of good measures of distortion hamper the testing of the relationship between the rates of distortion and growth. The lack of comprehensive data on the accumulation of human capital is also a problem. This section presents some attempts to measure fiscal variables and distortions crudely to test their cross-section relationship to growth, with the sample limited to developing countries. Although cross-section regressions are subject to problems of interpretation and causation, they are a useful device in identifying empirical associations in the data that roughly correspond to long-run steady-state behavior.

In the first regression presented here (appendix 1 presents the results), the rate of growth of gross output (Y6588) is regressed on the ratio of investment to GDP (IY6588), the growth rate of the labor force (LFORCE), the change in the share of exports in GDP over the sample period (DIFEXP), and the share of government consumption in GDP (GY6588). The export share variable is a rough measure of whether the trading system is open, a calculation that is intended to capture the existence or absence of large implicit or explicit taxes on imports. The share of government consumption in GDP corresponds to the portion of government revenue collected that does not go to capital accumulation (although some revenue may support the accumulation of human capital). Dummies for Africa and Latin America that other schol-
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As shown in regression B, "openness" (DIFEXP) emerges as having a significant positive effect on growth, while government consumption has a significant negative effect. This regression instruments for the rate of investment because of possible simultaneity. When the change in the share of exports is also instrumented (regression C), it becomes significant only at the 10 percent level. The dummy variable for Latin America is marginally significant, but not the dummy variable for Africa.

The export share variable is vague as a test of import distortions. Another alternative involving a direct subjective classification of countries as "inward-oriented" (from World Bank 1987), with a dummy variable for those countries, was also tested. Further, a dummy variable for countries with distortionary controls on interest rates, defined as those countries in which real interest rates were less than -5 percent (from Gelb 1989), was tested. As shown in regressions D, E and F, both these dummy variables are highly significant. Trade and financial distortions each cause a loss of growth of about 1.5 percentage points on average. The government consumption variable is still negative and close to being significant at the 5 percent level. These results suggest that distortions have a strong effect on growth, as predicted by the theoretical model. However, the effect is small enough to be within the bounds predicted by the model, with a production elasticity greater than one.

Conclusions

The stylized model in this chapter shows how government-induced distortions can affect the rate of growth in an endogenous growth model, both with and without effects on saving. The results suggest that predicting the effect of distortions on growth depends a great deal on structural parameters and initial conditions, especially the elasticity of substitution of different types of capital, the intertemporal elasticity of substitution, the rate of government saving and the level of government capital. Government saving and the collection of tax revenue can both be either too large or too small.

While this model is too simple to afford detailed policy advice, it suggests some basic principles. The policy-maker should attempt to identify and move along the steeply-sloped portion of the growth-distortion relationship. In the exogenous saving model, this finding means ignoring small distortions and making large reductions in very significant initial distortions. With endogenous saving, even small distortions can be costly, but it continues to hold that small changes in large distortions have a minimal effect on growth. Since policy reform is so politically costly, it would be unfortunate if policy-makers expended political capital on partial reforms whose long-run effects on growth are likely to be disappointing.

Appendix 1. Results of the Regressions and Definitions and Sources of the Variables

The Results

The following regression tables present the results of regressions A through F. The variables are defined in the section following the tables.

A. Ordinary least-squares/dependent variable is Y6588 (number of observations: 70)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-statistic</th>
<th>2-tailed significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.4666681</td>
<td>1.1305687</td>
<td>1.2972835</td>
<td>0.199</td>
</tr>
<tr>
<td>IY6588</td>
<td>0.1091513</td>
<td>0.0353577</td>
<td>3.0870592</td>
<td>0.003</td>
</tr>
<tr>
<td>LFORCE</td>
<td>1.1792242</td>
<td>0.3092298</td>
<td>3.8134240</td>
<td>0.000</td>
</tr>
<tr>
<td>DIFEXP</td>
<td>0.0595169</td>
<td>0.0180365</td>
<td>3.2997892</td>
<td>0.002</td>
</tr>
<tr>
<td>GY6588</td>
<td>-0.0977830</td>
<td>0.0441492</td>
<td>-2.2148313</td>
<td>0.030</td>
</tr>
<tr>
<td>LADUM</td>
<td>-1.9046779</td>
<td>0.5996525</td>
<td>-3.1763026</td>
<td>0.002</td>
</tr>
<tr>
<td>AFDUM</td>
<td>-1.4425643</td>
<td>0.5179855</td>
<td>-2.7849513</td>
<td>0.007</td>
</tr>
</tbody>
</table>

R²: 0.471407
Adjusted R²: 0.421065
Standard error of regression: 1.730117
Durbin-Watson statistic: 2.273843
Log likelihood: 4.149281

B. Two-stage least-squares/dependent variable is Y6588 (number of observations: 69)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-statistic</th>
<th>2-tailed significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.7011407</td>
<td>1.8319876</td>
<td>-0.3827213</td>
<td>0.703</td>
</tr>
<tr>
<td>IY6588</td>
<td>0.2294921</td>
<td>0.0897952</td>
<td>2.5557277</td>
<td>0.013</td>
</tr>
<tr>
<td>LFORCE</td>
<td>1.0133875</td>
<td>0.3491735</td>
<td>2.9022459</td>
<td>0.005</td>
</tr>
<tr>
<td>DIFEXP</td>
<td>0.0529485</td>
<td>0.0216968</td>
<td>2.4403774</td>
<td>0.018</td>
</tr>
<tr>
<td>GY6588</td>
<td>-0.1241806</td>
<td>0.0599143</td>
<td>-2.0726352</td>
<td>0.042</td>
</tr>
<tr>
<td>LADUM</td>
<td>-1.3148390</td>
<td>0.7889153</td>
<td>-1.666415</td>
<td>0.101</td>
</tr>
<tr>
<td>AFDUM</td>
<td>-1.0501771</td>
<td>0.6737135</td>
<td>-1.5587887</td>
<td>0.124</td>
</tr>
</tbody>
</table>

R²: 0.386402
Adjusted R²: 0.327022
Standard error of regression: 1.875392
Durbin-Watson statistic: 2.286081
Log likelihood: 9.364044

Instrument list: C LFORCE DIFEXP GY6588 LDUM AFDUM PRIM AGL URBPOP IET RIO CIVLIB
C. Two-stage least-squares/dependent variable is Y6588  
(number of observations: 32)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-statistic</th>
<th>2-tail significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.4672395</td>
<td>1.2716152</td>
<td>1.9402407</td>
<td>0.064</td>
</tr>
<tr>
<td>IY6588</td>
<td>0.1468687</td>
<td>0.0722230</td>
<td>2.0335452</td>
<td>0.053</td>
</tr>
<tr>
<td>LFORCE</td>
<td>0.8796042</td>
<td>0.3364464</td>
<td>2.6149358</td>
<td>0.015</td>
</tr>
<tr>
<td>DIFEXP</td>
<td>0.0540633</td>
<td>0.0309397</td>
<td>1.7784154</td>
<td>0.088</td>
</tr>
<tr>
<td>GY6588</td>
<td>-0.2252280</td>
<td>0.0962568</td>
<td>-2.3398655</td>
<td>0.028</td>
</tr>
<tr>
<td>LADUM</td>
<td>-1.3188960</td>
<td>1.0736029</td>
<td>-1.8265540</td>
<td>0.080</td>
</tr>
<tr>
<td>AFDUM</td>
<td>-0.8222876</td>
<td>1.0736029</td>
<td>-0.7659141</td>
<td>0.451</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.648085 \text{ Mean of dependent variable} \]
\[ \text{Adjusted } R^2 = 0.608266 \text{ variable} \]
\[ \text{Standard error of regression} = 1.206383 \text{ dependent variable} \]
\[ \text{Durbin-Watson statistic} = 1.319851 \text{ residual} \]
\[ \text{Log likelihood} = -47.46033 \text{ F-statistic} = 9.022545 \]

Instrument list: C LFORCE DIFEXP GY6588 LADUM AFDUM PRIM AGL URBPOP IET RIOT CIVLIB RERSD

D. Ordinary least-squares/dependent variable is Y6588  
(number of observations: 23)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-statistic</th>
<th>2-tail significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>3.7031913</td>
<td>1.4793810</td>
<td>2.5032032</td>
<td>0.023</td>
</tr>
<tr>
<td>IY6588</td>
<td>0.1739718</td>
<td>0.0345686</td>
<td>5.0326492</td>
<td>0.000</td>
</tr>
<tr>
<td>LFORCE</td>
<td>0.2578677</td>
<td>0.3202675</td>
<td>0.8006636</td>
<td>0.434</td>
</tr>
<tr>
<td>GY6588</td>
<td>-0.1667834</td>
<td>0.0839315</td>
<td>-1.9048638</td>
<td>0.073</td>
</tr>
<tr>
<td>TDUM</td>
<td>-1.5575060</td>
<td>0.4655863</td>
<td>-3.3452451</td>
<td>0.004</td>
</tr>
<tr>
<td>FDUM</td>
<td>-1.7311805</td>
<td>0.4939363</td>
<td>-3.4665463</td>
<td>0.003</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.648085 \text{ Mean of dependent variable} \]
\[ \text{Adjusted } R^2 = 0.608266 \text{ variable} \]
\[ \text{Standard error of regression} = 1.206383 \text{ dependent variable} \]
\[ \text{Durbin-Watson statistic} = 1.319851 \text{ residual} \]
\[ \text{Log likelihood} = -47.46033 \text{ F-statistic} = 9.022545 \]

Instrument list: C LFORCE DIFEXP GY6588 LADUM AFDUM PRIM AGL URBPOP IET RIOT CIVLIB RERSD

E. Two-stage least-squares/dependent variable is Y6588  
(number of observations: 23)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-statistic</th>
<th>2-tail significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>3.6112415</td>
<td>1.4910847</td>
<td>2.4218889</td>
<td>0.027</td>
</tr>
<tr>
<td>IY6588</td>
<td>0.1834788</td>
<td>0.0383169</td>
<td>4.7886956</td>
<td>0.000</td>
</tr>
<tr>
<td>LFORCE</td>
<td>0.2450439</td>
<td>0.3235372</td>
<td>0.7537901</td>
<td>0.459</td>
</tr>
<tr>
<td>GY6588</td>
<td>-0.1666101</td>
<td>0.9886146</td>
<td>1.9704534</td>
<td>0.028</td>
</tr>
<tr>
<td>TDUM</td>
<td>-1.5457438</td>
<td>0.5015859</td>
<td>-3.3095139</td>
<td>0.003</td>
</tr>
<tr>
<td>FDUM</td>
<td>-1.7107267</td>
<td>0.5015859</td>
<td>-3.4131889</td>
<td>0.003</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.648085 \text{ Mean of dependent variable} \]
\[ \text{Adjusted } R^2 = 0.608266 \text{ variable} \]
\[ \text{Standard error of regression} = 1.206383 \text{ dependent variable} \]
\[ \text{Durbin-Watson statistic} = 1.319851 \text{ residual} \]
\[ \text{Log likelihood} = -47.46033 \text{ F-statistic} = 9.022545 \]

Instrument list: C LFORCE DIFEXP GY6588 LADUM AFDUM PRIM AGL URBPOP IET RIOT CIVLIB RERSD

F. Two-stage least-squares/dependent variable is Y6588  
(number of observations: 22)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-statistic</th>
<th>2-tail significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>4.0297392</td>
<td>1.7968652</td>
<td>2.2426497</td>
<td>0.039</td>
</tr>
<tr>
<td>IY6588</td>
<td>0.1762197</td>
<td>0.0395366</td>
<td>4.4571276</td>
<td>0.000</td>
</tr>
<tr>
<td>LFORCE</td>
<td>0.2335276</td>
<td>0.3510087</td>
<td>0.665304</td>
<td>0.515</td>
</tr>
<tr>
<td>GY6588</td>
<td>-0.1799308</td>
<td>0.0916823</td>
<td>-1.962546</td>
<td>0.067</td>
</tr>
<tr>
<td>TDUM</td>
<td>-1.8116901</td>
<td>0.7165778</td>
<td>-2.5282533</td>
<td>0.022</td>
</tr>
<tr>
<td>FDUM</td>
<td>-1.7394032</td>
<td>0.5637637</td>
<td>-3.0858338</td>
<td>0.007</td>
</tr>
</tbody>
</table>

\[ R^2 = 0.648085 \text{ Mean of dependent variable} \]
\[ \text{Adjusted } R^2 = 0.608266 \text{ variable} \]
\[ \text{Standard error of regression} = 1.206383 \text{ dependent variable} \]
\[ \text{Durbin-Watson statistic} = 1.319851 \text{ residual} \]
\[ \text{Log likelihood} = -47.46033 \text{ F-statistic} = 9.022545 \]

Instrument list: C LFORCE DIFEXP GY6588 LADUM AFDUM PRIM AGL URBPOP IET RIOT CIVLIB RERSD

Definitions and Sources of the Variables

The data are for the time period 1965-87 (and 1988 if the data were available) unless otherwise specified.

Variables.

**Y6588** = average annual rate of growth of GDP, calculated by regressing the log of GDP (in constant 1980 prices) for the full sample against time. The data on GDP are from the World Bank database.

**IY6588** = gross domestic investment as a share of GDP, 1965-88, average for the full sample, with data from the Bank Economic and Social Database (BESD).

**LFORCE** = average annual rate of growth of the population of working age (15-64), 1965-85, for the full sample. The data are based on the World Development Indicators, World Bank (1987, p. 264).

**GY6588** = government consumption as a share of GDP, average 1965-88, for the full sample. The data are from BESD, the World Bank database.

**DIFEXP** = average share of exports (exports of goods and non-factor services) in GDP for the last five years of data (1982-87/1983-88) minus the average share of exports in the first five
Endogenous Growth in Countries with Government-Induced Distortions

years (1965-70), for the full sample. The data are from the World Bank database.

PRIM = primary school enrollment as a percent of the school-age population in 1965, for the full sample. The data are from the World Development Indicators (World Bank 1988, pp. 280-81).

AGL = percent of the labor force in agriculture, 1965, for the full sample. The data are from the World Development Indicators (World Bank 1988, pp. 280-81).

URBPOP = urban population as a percent of the total population, 1965, for the full sample. The data are from the World Development Indicators (World Bank 1988, pp. 284-85).

RERSD = real exchange rate standard deviation. The calculations are based on data on the real exchange rate of Country Economic Department, Macroeconomic Adjustment and Growth (CECMG) of the World Bank.

Dummy variables.

AFDUM = dummy variable for African countries—1 if the country is African, zero otherwise.

LADUM = dummy variable for Latin American countries—1 if the country is Latin American, zero otherwise.

TDUM = dummy variable for trade policy distortions—1 if the country is inward-oriented, zero otherwise. The country classifications are based on World Bank (1987, Annex 3).

FDUM = dummy variable for the financial policy distortions—1 if the real interest rate is less than -5 percent, zero otherwise. This variable is based on World Bank (1989b). The data for 1965-85 are from Gelb (1989). The data for 1965-85 are from Gelb (1989).

IET = dummy variable for irregular executive transfers (e.g., military coup) for the period 1958-77—1 if there was more than 1 irregular executive transfer, zero otherwise. The information is from Barro (1991) (originally collected by Taylor and Jodice).

RIOT = dummy variable for riots between 1958 and 1977—1 if there were more than 25, zero otherwise. The information is from Barro (1991) (originally collected by Taylor and Jodice).

CIVLIB = dummy variables for civil liberties—1 for political systems in which full democratic elections are blocked constitutionally or have little significance in determining the distribution of power through those that are tyrannies (Gastil’s categories 4 through 7), zero otherwise (Gastil’s categories 1-3). The information is based on Gastil’s index of civil liberties and freedom (Barro 1991).

Appendix 2. Country Classifications and Samples

Country Classifications

The dummy variable used as an indicator of trade distortion is based on the trade policy classification in the World Development Report 1987 (World Bank 1987), which uses the effective rate of protection, the use of direct controls such as quotas and import licensing schemes, the use of export incentives and the degree of overvaluation of the exchange rate. In determining the classification for the entire period (1965-88), the period from 1973-85 is weighted more heavily than that from 1963-73 because of its longer time span.

The classification used here is as follows:

Strongly outward-oriented
Hong Kong (HKG) Korea (KOR) Singapore (SGP)

Moderately outward-oriented
Brazil (BRA) Chile (CHL) Israel (ISR) Malaysia (MYS) Thailand (THA) Tunisia (TUN) Turkey (TUR) Uruguay (URY)

Moderately inward-oriented

Strongly inward-oriented
Argentina (ARG) Bangladesh (BDG) Bolivia (BOL) Burundi (BDI) Ethiopia (ETH) Ghana (GHA) India (IND) Madagascar (MDG) Nigeria (NGA) Peru (PER) Sudan (SDN) Tanzania (TZA) Zambia (ZMB)

Some countries changed classification between the two periods. Cameroon, Columbia, Costa Rica, Côte d’Ivoire, Guatemala and Indonesia moved from the moderately outward-oriented classification in 1963-73 to the moderately inward-oriented classification in the 1973-85 period. Tunisia moved from moderately inward-oriented to moderately outward-oriented. Chile, Turkey and Uruguay moved from strongly inward-oriented to moderately outward-oriented. Finally, Bolivia, Madagascar and Nigeria moved from moderately inward-oriented to strongly inward-oriented. (For further detail, see World Bank 1987, pp. 82-83.)

The financial distortion dummy was based on a classification of the real rate of interest. Positive real interest rates
are greater than zero; moderately negative rates are between 0 and -5 percent; and strongly negative rates are less than -5 percent. The classification is as follows:

<table>
<thead>
<tr>
<th>Positive</th>
<th>Moderately negative</th>
<th>Strongly negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chile (CHL)</td>
<td>Brazil (BRA)</td>
<td>Algeria (DZA)</td>
</tr>
<tr>
<td>India (IND)</td>
<td>Côte d’Ivoire (CIV)</td>
<td>Argentina (ARG)</td>
</tr>
<tr>
<td>Korea (KOR)</td>
<td>Indonesia (IDN)</td>
<td>Ecuador (ECU)</td>
</tr>
<tr>
<td>Malaysia (MYS)</td>
<td>Malawi (MWI)</td>
<td>Ghana (GHA)</td>
</tr>
<tr>
<td>Singapore (SGP)</td>
<td>Morocco (MAR)</td>
<td>Jamaica (JAM)</td>
</tr>
<tr>
<td>Sri Lanka (LKA)</td>
<td>Pakistan (PAK)</td>
<td>Mexico (MEX)</td>
</tr>
<tr>
<td>Thailand (THA)</td>
<td>Philippines (PHL)</td>
<td>Nigeria (NGA)</td>
</tr>
<tr>
<td>Portugal (PRT)</td>
<td>Senegal (SEN)</td>
<td>Sierra Leone (SLE)</td>
</tr>
<tr>
<td>Tunisia (TUN)</td>
<td>Uruguay (URY)</td>
<td>Turkey (TUR)</td>
</tr>
</tbody>
</table>

See Gelb (1989) and World Bank (1989b) for further detail.

Full Country Sample

Note that in any given regression the number of observations may be less than the full sample size because of missing data:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Haiti</td>
<td>Honduras</td>
<td>Hungary</td>
<td>India</td>
<td>Indonesia</td>
<td>Iran</td>
<td>Israel</td>
<td>Cameroon</td>
<td>Jordan</td>
<td>Kenya</td>
<td>Korea</td>
<td>Sri Lanka</td>
<td>Madagascar</td>
<td>Malawi</td>
<td>Thailand</td>
<td>Côte d’Ivoire</td>
<td>Republic</td>
<td>Mauritania</td>
<td>Mauritius</td>
<td>Mexico</td>
<td>Morocco</td>
<td>Nicaragua</td>
<td>Niger</td>
<td>Nigeria</td>
<td></td>
</tr>
<tr>
<td>Pakistan</td>
<td>Panama</td>
<td>Paraguay</td>
<td>Paraguay</td>
<td>Peru</td>
<td>Philippines</td>
<td>Portugal</td>
<td>Jamaica</td>
<td>Senegal</td>
<td>Somalia</td>
<td>South Africa</td>
<td>Sri Lanka</td>
<td>Sudan</td>
<td>Syria</td>
<td>Thailand</td>
<td>Togo</td>
<td>Trinidad &amp; Tobago</td>
<td>Tunisia</td>
<td>Turkey</td>
<td>Uruguay</td>
<td>Yugoslavia</td>
<td>Zaire</td>
<td>Zambia</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Intersection of Trade Policy Sample and Financial Policy Sample

| Argentina | Malaysia | Sri Lanka |
| Brazil | Mexico | Tanzania |
| Chile | Nigeria | Thailand |
| Côte d’Ivoire | Pakistan | Tunisia |
| Ghana | Peru | Turkey |
| India | Philippines | Uruguay |
| Indonesia | Senegal | Yugoslavia |
| Korea | Singapore | Zambia |

Notes

1. This chapter is a substantially revised version of a paper that appeared earlier as NBER Working Paper No. 3214. I am grateful for the comments of Stanley Fischer, Robert Barro, Rudiger Dornbusch, Sergio Rebelo, Michael Gavin, Bela Balassa, Ricardo Martin, Deborah Wetzel, Surjit Bhalla and participants in seminars at the World Bank and in the NBER Growth Workshop, October 1990.

2. See Easterly and Wetzel (1989) for a survey.


4. See World Bank (1988) for a general discussion of tax systems in developing countries.

5. This statement ignores the issue of whether those countries measured their growth accurately.

6. The model was applied to socialist countries in Easterly (1991).


8. The model differs from the seminal analysis of Barro (1989a) in focus on the distortionary nature of taxation and the existence of an informal sector in this model, as well as in the generalization to non-tax distortions. The present model thus adds an element of intratemporal distortion of resource allocation to the intertemporal distortion discussed by Barro.

9. If income from type 1 capital is being taxed, then the income tax rate \( t \) equivalent to the exponential sales tax \( t = 1 - \exp(-\tau) \).

10. The analysis would be the same if there were exogenous capital flows such as foreign aid or official lending that permitted a trade deficit, or if the economy was subject to exogenous credit rationing in the international markets. Few developing countries have fully open capital markets. In any case, consideration of the effects of such openness is beyond the scope of this chapter.

11. The parameter values are \( s = .2, \alpha = .05, \gamma = .5, \) and \( \rho = .5. \) Sensitivity testing confirms that the shape of the function is the same for alternative values except for \( \rho, \) as noted in the text.

12. For example, a study of the Philippines found sharply increasing static costs for successive increases in the rates of taxation of exports (World Bank 1988).

13. The variable \( T \) is the lump-sum transfer, ex-post equal to \( e^T, \) but treated by the consumer as fixed.

14. The additional parameters for the simulation are \( \sigma = 7, \) (intertemporal elasticity = .14) and \( r = .1. \) The sensitivity of the
results to these parameters is discussed below.

15. This result is similar to those in King and Rebelo (1990), which found that small differences in tax rates could have major consequences in an optimal saving model, even without the static distortions considered here. Note that if the intertemporal elasticity of substitution equals one (log utility), the propensity to consume capital will not respond to rates of return. However, the share of consumption and saving in income will still be affected by the rate of distortion, in contrast to the Solow model.

16. Haque and Montiel (1987) found that Ricardian equivalence was rejected in 15 out of 16 developing countries they tested.

17. Aschauer (1989) and Shah (1988) found that public capital spending in the United States and Mexico, respectively, had productive effects. Barro and Sala-i-Martin (1990) considered different ways in which government spending could enter the production function, only one of which is addressed here.

18. The parameter values are the same as in the previous simulations. The new parameters are \( \eta = 0.5, \gamma_c = 0.5, \) and \( \rho = 0.5. \)

19. The empirical results in this section are taken from Easterly and Wetzel (1989).
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Robert J. Barro

William Easterly’s study presents interesting theoretical and empirical analyses related to the effects of government-induced distortions and expenditures on economic growth. I will discuss aspects of the theoretical models and then present some empirical results to supplement the findings in this chapter.

Easterly presents two kinds of models: one relies on exogenous, constant rates of saving; and the other assumes privately optimal saving by representative, infinitely-lived households/ producers. The particular model of optimal saving used in the study, although standard in the growth literature, can be criticized for ignoring uncertainty, distributional effects, imperfections in the capital market, finite-life effects and so on. However, it is hard to regard a fixed rate of saving at an arbitrary level as an interesting alternative.

The most important implication of optimal saving seems to be that for people to be willing to defer consumption from the present to the future, they have to be compensated in the form of a higher (expected) after-tax real interest rate, r. This property is likely to be robust to many changes in the framework, such as the omissions just mentioned. The property is also important in studying growth because it implies a positive association between r and the rate of growth of per capita consumption. (The standard model, used by Easterly, also implies that this relation is not affected by shifts in the level of per capita consumption.) In a steady state, output and consumption grow at the same rate. Therefore, for given preference parameters, the optimal saving model implies that the real interest rate and the per capita growth rate are positively correlated across steady states.

In the class of optimal saving models that Easterly considers, the key relation can be written as

\[(9.1) \quad r = \lambda^{-1}(y_1 + \gamma_B^p)^{\frac{\sigma}{\sigma - 1}} \gamma_B^{p-1}\]

where

\[\gamma = \text{the steady-state rate of growth of per capita output}\]

\[\lambda = \text{per capita consumption}\]
\[\gamma = \text{the magnitude of the elasticity of marginal utility with respect to } c \quad (1/\sigma \text{ is the inter-temporal elasticity of substitution for } c)\]
\[r = \text{the after-tax real interest rate and}\]
\[\rho = \text{the rate of time preference (denoted as } r \text{ by Easterly).}\]

The right-hand equality in equation (9.1) reflects household preferences as discussed above. The left-hand equality applies in the steady state when output and consumption grow at the same rate.

In this model, the impact of government distortions and expenditures on the steady-state rate of growth, y, reflects the effects on r. Easterly assumes that production involves two types of capital inputs. The first type is taxed or regulated, whereas the second is not. Because the relative prices of all goods are fixed (say, at unity), the rate of return r equals the marginal product of the taxed good. A higher tax rate induces substitution from the taxed to the untaxed input and thereby reduces the marginal product of the untaxed good. It follows that r declines and that, as it follows from equation (9.1), the rate of growth, y, declines.

In a later section, Easterly allows government infrastructure to have a positive impact on the marginal products of the two types of private capital. In this case, an increase in the government’s investment in infrastructure, when financed by the distorting tax on type 1 capital, has offsetting effects on the marginal product of type 2 capital. If government infrastructure is small, the first effect tends to dominate so that r and y initially rise with an expansion of government. In the case of a larger government, the distortion effect dominates, so the r and y decline as the government gets bigger. It is also possible to go beyond the peak in the Laffer curve so that a higher tax rate means lower growth and less government revenue (possibly even as a share of output). In most cases, however, rational governments do not operate in this range.

The effects are similar in my model (Barro 1990), which assumes a single type of capital with constant returns (the
"Ak model") and a proportionate tax rate on the income from capital. For a given marginal product of capital, a higher tax rate has a negative effect on the after-tax rate of return, \( r \), and, hence, a negative effect on the rate of growth, \( \gamma \). Again, a direct effect of government services on the marginal product of capital offsets the tax distortion.

An interesting question in this type of model is the predicted relation between the rate of growth and the share of various types of government expenditures on GDP. The difficulty is that the correlation depends on the theory of government as well as the model of the private economy. At least three kinds of public sector objectives have been used as a basis for endogenous government within this type of framework: first, randomization (that is, the size of government is independent of the other variables under study); second, maximization of the utility attained by the representative household (or, more generally, benevolent government); and third, maximization of the utility of a governmental dictator. Under some conditions, the second type of model could apply to self-interested politicians who are subject to electoral and other constraints from the populace.

The first type of model generates the predictions suggested above. With a low level of government as the starting point, an increase in tax-financed, productive government expenditures as a share of GDP leads initially to higher growth. At a higher level of government, the relation reverses signs. Thus, for a cross-section of countries, this model predicts a non-monotonic, but well-defined, relation between the rate of growth and the share of productive government expenditures in GDP. For non-productive government spending (which might enter into household utility functions), the predicted relation is negative throughout. That is, a direct influence on the marginal product of capital does not offset the distortion effect.

In Barro (1990), I considered a model in which the government maximizes the utility of the representative household. The utility-maximizing ratio of productive public spending to GDP in that model turns out to be the ratio that maximizes the per capita rate of growth. If countries differ in the nature of their technology, then the optimal share of government in GDP may differ. However, the main implication of this model is that the observed correlation between growth and the share of productive public spending in GDP is close to zero. (The result is essentially the first-order condition for the maximization of the rate of growth.) In fact, this hypothesis accords with the empirical results from cross-country growth regressions: the estimated coefficient of the share of public investment in total investment is close to zero (Barro 1991, table 4). However, it is hard to tell whether this result means that governments are optimizing or that the distinction between public and private investment (at least as measured) is negligible. On the other hand, there is some indication that growth is systematically negatively related to the share of government consumption spending in GDP (Barro 1991, table 1). If government consumption enters into household utility, then this result is predicted by the model of benevolent government.

I have also considered the dictator version of public spending within the Ak model with non-productive government spending. The dictator is assumed to have the same form of preferences as that of the representative household. Although the dictator cares only about own utility, he or she cares indirectly about economic growth because it expands the pie that he or she can tax later on. It turns out that an improvement in technology (parameter \( A \)) raises the growth rate and lowers the tax rate. An increase in the rate of time preference, \( \rho \), or a decrease in the willingness to substitute consumption intertemporally (a higher \( \sigma \)), lowers the growth rate and raises the tax rate. Therefore, disturbances in terms of technology or preferences all generate an inverse relation between the growth rate and the tax rate (which equals the share of government spending in GDP in this model). Thus, although the public sector’s objective is different, the theoretical prediction about the relation between unproductive government spending and growth is the same as that in the model with a benevolent government. As mentioned, there is also some empirical support for this prediction.

Easterly’s study presents some interesting empirical results concerning the association between economic growth and measures of openness of trade and distortions in the financial market. The openness measure, TDUM (1 for outward-oriented and 0 for inward-oriented policy) comes from the World Bank’s (1987) four-way classification, which combines a number of quantitative indexes of trade orientation. One danger of the subjective classification is that the classifier already knows too much about the growth performance when making decisions. Chad Jones, a graduate student at the Massachusetts Institute of Technology, has compiled measures of effective protection rates (EPRs) based on an array of World Bank and other studies on individual countries (many of which are inputs into the World Bank’s measure of trade orientation). These data are subject to substantial measurement problems and also cover different years for each country. Accordingly, I used the quantitative information only to construct a dummy variable, EPRDUM, that equaled 1 if the EPR exceeded a “high” value, taken to be 40 percent, and 0 otherwise. The correlation between EPRDUM and TDUM for the 51 countries that have data on both variables is 0.61.

I entered the variables TDUM and EPRDUM into a cross-country regression for 51 countries of the type that I ran previously (Barro 1991). The other independent variables are 1960 per capita GDP (from Summers and Heston 1988), primary and secondary school rates of enrollment in 1960, the average share of government consumption (exclusive of defense and education) in GDP from 1970 to 1985, measures of the numbers of revolutions, coups and political assassinations, and the deviation of the value of the 1960
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Notes

1. Easterly observes in his chapter that “[o]ther implications of the optimal saving models, such as Ricardian equivalence, have not been supported by evidence in developing countries.” Ricardian equivalence is, in fact, not a necessary implication of optimal saving; for example, it does not obtain in Blanchard’s (1985) model that allows individuals to die probabilistically and that assumes no intergenerational transfers. Moreover, Ricardian equivalence seems to be a reasonable first-order approximation to the data (see Barro 1989b).

2. The World Bank sample provides information on 40 developing countries that are also in my sample. Because the data did not cover developed countries, I included the value TDUM = 0 for 21 additional countries: Japan, China, Taiwan, Austria, Belgium, Denmark, Finland, France, Germany, Ireland, Italy, Luxembourg, Netherlands, Norway, Spain, Sweden, Switzerland, United Kingdom, Canada, United States, Australia and New Zealand.

3. The data are the share of GDP for investment in equipment from 1960 to 1985, taken from De Long and Summers (1991, appendix IV).
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purchasing price parity (PPP) for investment from unity (from Summers and Heston 1988). The estimated coefficients on the two dummy variables are -.0138 (standard error = .0042) for TDUM and -.0171 (.0036) for EPRDUM. Easterly’s results for 22 countries, shown in appendix 1 of his chapter, reported a coefficient on TDUM of -.0181 (0072). Thus, I find that the openness dummy and the EPR dummy are each negatively and significantly related to growth. A country that is distorted in accordance with both measures would have lower estimated per capita growth of about 2-1/2 percent a year.

If I add Easterly’s financial market distortion variable RDUM (which equals 1 if the real interest rates averaged less than -5 percent a year and 0 otherwise), the results for 45 countries are -.0103 (.0047) for RDUM, -.0121 (.0064) for TDUM, and -.0127 (.0044) for EPRDUM. Thus, a country that is distorted according to all three measures would experience a reduction in the estimated per capita rate of growth of about 3-1/2 percent. The countries in the sample in this category are Ghana, Nigeria, Tanzania, Argentina and Peru.

De Long and Summers (1991) argue that investment in equipment plays a special role in economic growth. Specifically, rates of growth tend to be higher the higher the share of investment in equipment in GDP. This quantity share tends, in turn, to be higher the lower the relative price of equipment. It may be, however, that the equipment share variable is a proxy for the types of distortions captured by the dummy variables discussed above. In fact, when TDUM and EPRDUM are included in a cross-country regression (41 countries), the estimated coefficient of the share of investment equipment in GDP is positive, although insignificant: .088 (.066). This variable is significant in the same sample if the variables TDUM and EPRDUM are excluded; the estimated coefficient is then .181 (.077).

Easterly’s chapter makes significant progress in understanding the link between government activities and economic growth. The empirical findings about the effects of distortions are particularly interesting, and further work along this line is likely to be fruitful.
Agenda for Adjustment Lending in the 1990s
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Edmar L. Bacha

My remarks lay out the main points on the development agenda for Latin America in the 1990s. The tasks in long-term economic policy-making in Latin America can be split into four main areas: role of the state; integration into the world economy; determinants of private investment; and alleviation of poverty. Following that discussion, I conclude with a brief review of some of the roles the World Bank could play in accomplishing this development agenda.

Since the 1930s, the state has been the leading economic actor in Latin America’s development, and until the 1970s the number of functions and forms of its intervention in the region’s economy increased continuously. Thereafter, the debt and hyper-stagflation crises of the 1980s closed this chapter of state-led development. Although the Latin American governments of the 1990s may continue to absorb the same fraction of the region’s gross domestic product (GDP), they will need to be more selective and performance-oriented in their interventions than in the past. A local and dynamic entrepreneurial class now exists in many countries; past prejudices against multinational firms are vanishing. The awareness that the state is not well-equipped to operate productive enterprises directly is growing, in tandem with the need to increase competition within the private sector.

Reform of the public sector is the number one development priority in the region. Two tasks are at hand. The first is fiscal reform, broadly understood to include the restructuring of domestic and foreign debt and elimination of rent-seeking entitlements such as early retirement plans, special pension funds, housing subsidies, inability to remove public sector employees, guaranteed access of state banks to central bank rediscounting and the impossibility of closing loss-making public sector enterprises. The purpose of the reform is to provide a new beginning for the state that is free of the debt overhangs of the past and that is characterized by an equilibrium between the liabilities of the state, both actual and contingent, and its assets. The second task is to elaborate constitutional rules and a performance-oriented regulatory framework for state intervention that would make repetition of the irresponsible deficit-spending behavior of the past more difficult.

The second task for long-term economic policy-making is integration of the region into the world economy. Along with state-led development, the days of inward-looking industrialization are gone. If an industry is worth protecting from imports, its exports are also worth promoting. Industrial policy has a role to play, but the protection of uncompetitive private sector monopolies is certainly not it. Besides the definition of a performance-oriented industrial policy, the countries in the region will also need to find a role for Latin American integration in this age of megaeconomic blocs. While free trade is no panacea, it perhaps offers a good first approximation for the medium term: Latin American markets may provide a first stage in the direction of freer trade.

Another theme is private investment. Fiscal austerity pays off in the long run, but substantial time is required for stabilization to take hold and private confidence to become re-established, as the examples of Chile, Bolivia and Mexico demonstrate. The deflationary costs of stabilization policies need to be reduced by appropriate confidence-boosting economic measures, although this task is easier said than done. Traditional Keynesian pump-priming expansionism will not work. Protectionism is out of order. Subsidized long-term credit is not the answer.

What is left? A more liberal economic framework is certainly necessary, but historical experience shows that it is not sufficient to promote growth. New theories on growth are in their infancy, and the empirical investigations all show that private investment is a function of GDP growth,
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which is the goal once private investment gets going. This listing should leave no doubt: a deeper understanding of the determinants of productive private investment is another important task for long-term economic policy-making in the region.

Last but not least, there is the alleviation of poverty. Cross-country comparisons of the distribution of income show quite clearly that the lot of the poor in Latin America could be substantially improved, at current per capita levels of income, without significant economic costs or negative effects on the rates of growth of GDP. Sufficient international experience on the alleviation of poverty has now been accumulated. Missing, however, is the political will to intervene in a pragmatic fashion, without the prejudices of the old left—which continues to believe that minimum wage legislation is the sole cure for poverty—and of the old right—which continues to believe that trickle-down is the only way out of poverty.

What is the role of the World Bank in this agenda? Many roles could be mentioned, but let me touch on only two points. Professor Arnold Harberger emphasized the Bank's role as a teaching institution: showing to countries what needs to be done in the light of recent advances in economic knowledge and international experience. I would agree with this suggestion as far as poverty alleviation is concerned, but I would suggest a more modest role—namely, that of a research institution—in the other three areas (efficiency of government and fiscal and monetary policies). We now have a broader professional consensus on development policies than in the past, but my impression is that we know more about the don'ts than the do's. For example, we know that protectionism and financial repression are bad for growth, but purely liberal policies do not seem to be able to deliver rates of growth similar to those of the countries that followed active industrial and financial policies, such as Taiwan and Korea. Perhaps what is most needed is to find out how an active government policy succeeds in not falling prey to rent-seeking interests, either in the private sector or in the government bureaucracy. What seems to be required is a renewed political economy approach to economic policymaking, which the World Bank is particularly well-equipped to help develop.

Another point relates to adjustment lending. This financing started as a temporary balance-of-payments support measure. Now, perhaps, it should increasingly be viewed as a means to strengthen government finances in adjusting countries, or, more specifically, as a means to increase the credibility of local money and facilitate the access of adjusting countries' governments to the local and international capital markets. Credit for the public sector was a victim of the debt crisis, with the successive external debt restructurings and domestic debt defaults. International reserves, acquired with the help of World Bank adjustment loans, could be used by the governments of developing countries both to anchor domestic currencies credibly to the US dollar or other convertible currencies and to offer an international guarantee to facilitate the acceptance of medium-term government bonds in the local and international capital markets. These uses of adjustment loans could be an important part of the restructuring of government finances, which is the single most important task for the resumption of growth in Latin America.

---

Gerald K. Helleiner

I spoke on the panel that concluded the conference in 1989 on the first round of the World Bank's research on adjustment lending. At that time I tried to summarize, inevitably somewhat subjectively, some of the main conclusions drawn from that research. Having just reread that summary, I would not now change a word. Nevertheless, there has been significant value added from this second round of research on the Bank's adjustment lending. Let me try, again somewhat subjectively, to summarize what it is.

(1) Considerable further analysis has been conducted on the overall impact of World Bank adjustment lending, using more data and more sophisticated methodologies. The new evidence generates results broadly similar to the old ones, for example, that structural adjustment loans (SALs) are associated with modest improvements in growth, rates of saving and export performance. Especially striking, once again, is the decline in the rates of investment associated with Bank adjustment lending. Although Bank authors argue that faster growth associated with lower investment implies increased investment efficiency, others have noted that increased capacity utilization—attributable, in part, to increased import capacity (which has been relatively deemphasized in the second round of research)—is no less a plausible explanation.

(2) New attention is being paid to the relative roles of private and public saving and investment in the overall performance of saving and investment. The importance of reductions in private investment is highlighted, but efforts to "explain" it in statistical terms have not been too successful; it is evidently not associated, for example, with the trade regime. The reduced relative role of foreign saving in the
financing of the reduced domestic investment has also not been clarified further. Generally, there is now a more nuanced approach to the "crowding out" or "crowding in" effects of government spending. In particular, the importance of public investment, especially in infrastructure and human capital, in the creation of incentives and opportunities for private investment, is recognized more clearly.

(3) Stability, policy credibility and sustained government effort receive major new attention. The reduction of private decision-makers' uncertainty is seen as of major importance to the success of adjustment programs. In this context, there is a new interest in critical thresholds. Debate continues as to how best to establish and maintain governmental credibility and how much pain must be inflicted (and borne) for these purposes.

(4) There is a new, heavy emphasis upon the paramount need for the early reduction of "high" rates of price inflation. Evidently the Bank and many of its authors have lost some of their earlier tolerance for inflation, provided only that the real exchange rates were not overly misaligned. This resurrection of traditional International Monetary Fund (IMF) verities has obvious implications for the sequencing of adjustment measures. However, it equally obviously requires greater precision as to what is meant by "high" inflation.

(5) The impact of adjustment programs upon poverty is receiving much more attention. The World Bank's World Development Report 1990 (World Bank 1990) emphasized the need for labor-intensive growth and the provision of education and health services for the poor. Parallel points are being made with increasing frequency with reference to adjustment programs. It may be that policies for the relief of absolute poverty have at last entered into the so-called "Washington consensus" on appropriate policy reform. However, while the Bank now expresses its intention of improving its pro-poor policies, its practice is still inadequate. Relatively little effort has been made to monitor absolute poverty levels or to assess the implementation of anti-poverty policies or to build anti-policy objectives into the ex ante design of adjustment programs.

(6) New advice is being offered regarding the Bank's disbursement of adjustment loans. The authors argue that where policy reforms take a long time to implement and/or to have any positive effect, disbursements should be geared to the continuation of appropriate policy change. While this recommended "short-leash" approach may be defended on the basis of the incentives against policy slippage that it creates, it makes little sense in terms of broader adjustment objectives. If there are balance-of-payments problems associated with adjustment efforts, increased external finance should be made available; the amounts to be provided should relate to the objective need for quick-disbursing program support, not to fairly subjective assessments of whether programs of uncertain outcome in the longer run are being adhered to. Perhaps this recommendation is intended to reduce the relative importance of adjustment or program lending. That is, in any case, what it will achieve.

Much more persuasive is the call for contingency financing—what used to be called "supplementary finance"—to permit adjustment programs to stay on track in the face of unexpected events such as a deterioration in the terms of trade. The new evidence that investment rates vary directly with the stability of overall output lends extra support to this advice.

In much of this new wisdom, as well as in much of the old, there is an emerging professional consensus on the subject of adjustment lending. Agreement is probably easiest when the professionals are all discussing the specific policies appropriate to a particular country at a particular time, rather than trading dubious generalizations that purport to straddle both space and time. Nevertheless, there is still room for doubt as to whether it is possible (borrowing Dick Cooper's approach at the conclusion of another conference in Washington about 10 years ago) to expect any four knowledgeable economists at this conference, if asked to prepare a specific adjustment program, to come up with broadly the same prescriptions.

Where are the areas of continuing disagreement or uncertainty?

(1) There does not seem to be agreement as to the universal productivity of the new general advice on the sequencing of reform: first, macroeconomic stabilization, especially in the realm of inflation; then liberalization (getting incentives right), addressing the most severe distortions first; and then increased investment and growth. On both political and economic grounds, these orderings might often sensibly be altered, as to some degree they have been in parts of Sub-Saharan Africa.

(2) There is still not full agreement on the nature and social costs of market "distortions" and the efficacy of liberalization. The relevance of the trade regime to adjustment remains unclear, particularly the roles of import liberalization and targeted incentives. The Bank's own research has still not yielded evidence of a correlation between trade policy and either investment rates or growth in total factor productivity. Similarly, the impact of liberalization of the interest rate seems highly uncertain, a matter for "judgment." It is now agreed that increases in the interest rate do not raise savings and, if overdone, can be harmful. The potential dangers of financial liberalization are sometimes seriously discussed in the Bank's research papers; at other times they are downplayed (sometimes both occur in the same paper). Ambivalence seems to characterize the new consensus in this sphere.

(3) There are different views on the potential role of incomes policy as against the "elimination of labor market rigidities and distortions." Trade-offs between labor earned-
Roundtable Discussion: Adjustment Strategies for the 1990s

ings and employment and, more broadly, the functioning of
the labor markets during adjustment are not understood.

(4) Although there is now agreement on the critical
importance of nationals’ “ownership” of adjustment pro-
grams, major disagreements, probably inevitably, still
surface on aspects of the political economy of policy change.
Do the pressures of shocks and crises generate better poli-
cies, or do they lead to hurried and ill-considered responses?
Is a sustained adjustment effort better engendered through
step-by-step confidence-building or through sharp changes
that show the policy-makers mean business?

(5) Doubt and disagreement persist as to the adequacy
of external funding for adjustment and eventual growth, par-
ticularly in the case of low-income countries in Sub-Saharan
Africa. In these meetings there has been a tendency to take
net external resource flows as given. However, “one person’s
constraint is another’s objective function.” Does it make
sense to strain over optimal policies if the possibilities for
adjustment are tightly limited by a resource constraint that
will throttle the best reform efforts? The importance of the
debt overhang and what, if anything, to do about it are also
likely to engender debate at the country level.

(6) Some confusion remains over the relative roles of the
IMF and the World Bank in adjustment programs. Clearly
there is overlap in the activities of these two institutions that
makes it difficult to identify which deserves the credit (or
blame) for what. Does it make sense to continue indepen-
dent assessments of the impact of Bank adjustment lending
while the Fund does correspondingly inappropriate evalua-
tions of its own lending?

(7) Do different adjustment paths have different effects
on environmental variables? It is striking that whereas not
only the person in the street and the aid donors, but also the
President of the World Bank, regularly proclaim their new
concern for the environment, no one at this conference has
uttered a word on the subject. In the context of the adjust-
ment debate, this neglect may be seen by some as important
and by others as unimportant. I suspect that a degree of
uncertainty and disagreement also characterizes this area.

All in all, there is now a firm appreciation of the enor-
mos variety of both initial country conditions and adjust-
ment experience. The degree of “noise” in measured eco-
nomic relationships, even those we thought we understood,
has proven so great that there can now be no escaping
country-specific analysis of adjustment possibilities.

Arnold C. Harberger

Everybody is talking about consensus, and let me start on the
same subject. There is even more of a consensus at this table
than it might seem. Even if consensus was missing on the
items indicated by Geny Helleiner, many of them are much
more specific than the ones for which Vittorio Corbo sug-
gested that consensus may be present. It is one thing to ex-
pect economists all to agree on whether there is overshooting
when the interest rate is freed up, or on what should be the
precise order in which the government sequences its moves,
or what particular strategy the government should follow when
(and if) it intervenes in the capital market. It is quite another
thing to make a statement such as Corbo’s in which he as-
serted that there is an emerging consensus on the direction in
which the government should go, on whether the govern-
ment sector or the market sector should get bigger or smaller,
etc. Surely there is more of a consensus on this latter kind of
issue than on detailed matters such as those mentioned above.

There is also a lot of consensus on issues related to
efficiency in government, both past and present. Consensus
seems much closer today on the roles of monetary and fiscal
policies than it did 15 years ago. On poverty, again echoing
Corbo, there has long been widespread agreement, which
has grown stronger over the years, that human capital forma-
tion is the most important, most profound, most fundamen-
tal and most long-run way of dealing with poverty. It can
very appropriately be supplemented in the short and middle
runs by policies that, much more than ever in the past,
concentrate on the very poor. On these matters there is an
emerging consensus, which I perceive even in some govem-
mients in Latin America.

One of the interesting sidelines of the emerging consen-
sus is that privatization has come to be a good word to the
point of often being regarded as an end in itself. One of the
most surprising results has been that even people as gener-
ally market-oriented as myself are advising governments to
move carefully, to go slowly and to think about the prices
they are getting and alternate terms on which to achieve
privatization. Governments should, in particular, try to have
a salable asset before putting it up for sale.

Most economists would agree with the above remarks:
that privatization is good; that there is room for the private
sector to be expanded at the expense of the public sector;
that activities should be transferred from the one sector to
the other; and that, even in this process, care should be taken
about many aspects and steps.

To a considerable degree the emerging consensus is a
consensus of responsibility—of weighing the cost of the
benefits from each option more carefully than has been done
in the recent past. I want also to emphasize the role of what I
call reversibility, to which I now turn.

I recall a very important conference that I attended in
Mexico toward the middle of Luis Echeverría’s presidency.
I pointed out at that conference that the share of total lending
from the banking system that was going to the public sector
had risen inside of three years from 30 percent to 70 percent.
I then made the profound prediction that in the next three
years it would not rise to 110 percent. However, the device
of increasing public sector borrowing from the banking
system is a time-honored way in which governments have in
the past slopped along and gotten what they wanted, sort of
on the cheap, without being aware of the cost of reversing
their action. Think of what it will take for the next govern-
ment to bring that fraction back from 70 percent to 30
percent. What effort, what sacrifice must that second gov-
ernment incur just to return the country to the same place it
was at the beginning of the whole process.

Those struggles, those sacrifices, are at the core of what I
mean when I speak of reversibility. The issue of reversibility
is present in a great many other instances, not just in borrow-
ing from the banking system. Not too long ago at a confer-
ence in Costa Rica, I described the process that had gone on
there as “parking the deficit.” They first parked their deficit
in the foreign capital market; when that parking lot was full
they parked the deficit in the domestic non-bank capital
market. Then they parked it by increasing the fraction of
banking system credit taken by the government—without
being too inflationary in the process. Then they started park-
ing it with the social security system. All these palliatives
deal with the deficit in the short run. However, to get to a
desirable long-run level of whatever it is—debt abroad, debt
at home or the fraction of banking system credit going to the
government—virtually all of these trends need to be re-
versed.

In each of these cases the costs of going back, of revers-
ing any step, are a lot larger than the benefits obtained by
getting into the problem in the first place. To get back to the
initial starting point, the government would have to run a
surplus that would match (or more than match, allowing for
accumulated interest) every deficit that was run in the pro-
cess of getting into the problem. All this effort would ac-
complish is to get the country back to the initial starting
point—yet the task of running huge successive surpluses for
many years is vast and daunting.

We are becoming increasingly aware of this ultimate
truth. In the decade of the 1990s, in the decade ahead, there
must be a greatly increased awareness of this fact. In the past
decade we have seen how today’s “solution” can so easily
turn into tomorrow’s problem. In the new decade we must
act on this knowledge and avoid such easy ways out.

This admonition brings me to another aspect of what I
call reversibility. For almost as long as I have been involved
in the development business, the standard ethos has been to
regard going into debt as a solution. Debt has been looked on
as a good thing if only the country can get away with it. The
truth of the matter is very different. In fact, and in the real
world, going into debt is something that entails risk and cost
and should be approached with the greatest of caution. Ide-
ally, it should be done to add to the country’s productive
resources, and in such a way that those productive resources
will themselves pay the interest, and even the amortization,
on this debt. The idea of debt as a solution is getting to be out
date. Perhaps we can call it a 7 percent solution, but it is a
93 percent problem. We need a more general recognition of
this fact, and I hope we are headed there as we move into the
decade of the 1990s.

Associated with all of these points is a changing attitude
toward government. I do not know how real or pervasive
this change is, but I certainly hope it is, and I would like to
share this thought. We have lived through an era in which
governments have responded to perceived political pres-
sures, to the winds of the moment and so on. They take little
innocuous-looking steps, such as increasing the country’s
debt abroad, as well as all the other things I listed above.
When they do this sort of thing, nobody cares, nobody
worries, no red flags go up. Yet these little steps carry
hidden costs. These little steps cumulate over time until the
cost of turning back their combined effect is extremely
costly. The steps are individually and in combination much
closer to reverse than they are to take, and overwhelmingly
the costs associated with these steps are passed on to oth-
ers—to successor governments, successor generations.

Which countries do not do these things, do not get them-
selves into trouble, do not pass their problems on to the
future? One clear example is Switzerland. Somewhere along
the line a Swiss-like attitude toward government going into
debt would be extremely beneficial almost the world over.
We should at least be aware that there are serious costs
involved and that these costs are very likely to be paid by
others. We also now know, from the bitter experience of the
1980s, that these costs can certainly be severe. Why, then,
have we not taken them more seriously, most especially in
the professional literature? The literature looks mainly at the
flows of production, income and spending. Debt appears as
a way of enabling a country to spend more than it currently
produces and thus to solve a problem. Rarely does a paper or
article go on to show the reverse situation—what happens
when that debt is being repaid. I hope we are at the point of
really wanting to avoid making the same mistakes again,
even at the cost of a bit of mystique or irrationality being
associated with it. To remain alert to the dangers of the
simple innocuous-looking decisions that down the road lead
to trouble, to avoid the steps that have one by one created the
problems of the past decades, we have to force ourselves to
treat each single step as if it were a serious transgression. We
have to impose such a discipline on ourselves; we must force
ourselves to recognize the likely hidden costs of steps that
we have in the past taken far too lightly and in far too cavalier a fashion.

I see a bit of this sort of recognition in the new governments that have recently taken office, particularly in Latin America (not because Latin America is special in this regard, but because it is there that I have been able to observe events closely enough to be able to make a judgment of this kind). A new attitude, a new recognition of costs, a new conservatism with respect to debt are definitely strong desiderata for the decade ahead. I hope that the signals I perceive are a positive augury for the future.
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The World Bank has been supporting structural adjustment in developing countries since the late 1940s. At first most loans were made for infrastructure projects. In the 1980s, however, many of these countries faced economic difficulties that highlighted the need for major policy reform. The World Bank's primary response then was adjustment lending—quick-disbursing loans and credits intended to support policy changes that would promote economic stabilization and safeguard vulnerable groups. By the end of the decade adjustment loans accounted for roughly one-fourth of the Bank's lending commitments and a much larger share of the net lending and policy dialogue with most developing countries.

The Bank periodically reviews its adjustment lending to determine if the programs it supports have had the desired effects. This volume emerged from a symposium that was organized to present and discuss the background research for one such review. Experts from academia and the development community brought to the symposium a wide range of opinions on the issues—some had even been critical of the Bank's adjustment lending policies.

The ten chapters in this volume, each presenting text and commentary, are grouped into three parts. Part I examines how adjustment programs have affected growth, trade, and poverty in the medium term and what experience has taught about designing these programs. Part II deals with the macroeconomic foundations for sustainable growth—low inflation and increased investment, saving, and efficiency—which underlay successful adjustment. Part III brings together the issues to suggest adjustment strategies for the 1990s.
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