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Preface

The state of the global economy as of 2012 is much more troubled than most pundits had predicted. The recovery from the Great Recession has lost steam, and we have moved into more uncertain territory. There is increasing talk of a possible “double-dip,” financial volatility continues, and policy makers around the world are scrambling to restore stability and confidence.

In the industrialized world, the Euro Area is struggling to save its common currency, strengthen its banks, and avert an even larger debt crisis. Across the Atlantic, the United States, after an over-extended use of unconventional monetary policies, continues to face damaged household balance sheets, depressed consumption, and persistent unemployment. Japan continues its battle for economic rebirth. Against this backdrop, the role that developing countries had played in 2010-11, as growth engines for the global economy, may no longer be adequate as an antidote for a sluggish industrialized world. In sum, the ascent after decline, foreseen earlier in 2011, has been delayed.

This dismal state of the world economy makes Ascent after Decline more relevant and timely as policy makers and their economic advisers strive to find tools that will work not only in jump-starting sluggish economies, but also in sustaining growth when many factors are now more challenging, if not adverse. Unless a vigorous recovery ensues and economic growth becomes stronger, the dangers to the global economy and to economic development will only worsen. This global concern extends beyond simple measures of gross domestic product; continuation on the current path poses significant risks to social cohesion, as persistent unemployment and economic hardships increase. The sacrifices necessary to maintain the open trading system may become too onerous for some governments;
nationalistic policies on exchange rates, import protection, and industrial support may once again become commonplace—hence the need to try any and all measures to restart the global growth engine.

This volume combines the analyses of leading experts on the various elements affecting economic growth and the policies required to spur that growth. Ascent after Decline: Regrowing Global Economies after the Great Recession identifies the main challenges to the economic recovery, such as rising debt levels, reduced trade prospects, and global imbalances, as well as the obstacles to growth posed by fiscal conundrums and lagging infrastructure. It also examines the way forward, beginning with the role of the state and then covering labor markets, information technology, and innovation. The common thread throughout the book is the view that economic regrowth will depend in large measure on smart policy choices and that the role of government has never been more crucial than at any time since the Great Depression.

In a way, the view that government is at the core of the ascent may seem at odds with some ideologies. It is, however, very much at the heart of what the Commission on Growth and Development opined in its 2008 and 2009 Growth Reports. Although the findings of that Spence Commission were framed in the context of policies to produce high levels of sustained economic progress, the admonition is even more acute in a world economy lacking confidence. Housing, debt, and asset markets are under siege in many industrialized countries, and emerging market economies are not immune to these trends. We live in a world where neither single policy interventions nor single country interventions are sufficient. What are needed are smart and coordinated policies across many fronts.

As members of the World Bank community, these issues are of particular importance to us, since without a resurrection of strong economic growth in major economies, the likelihood of rapid economic development in poorer developing countries is dampened. This is troubling because we have seen progress in many parts of the globe in the past decade, including in Africa, and these gains will be arrested as long as the global economy is in disarray. Donors will withdraw, investment will retrench, and prospects will dim. This immiserizing welfare outcome is to be avoided. The volume is intended to shed light on those areas of policy that reduce the prospects of a prolonged period of stress and decline by “regrowing growth.” We believe the collection of papers could not be more timely.
Otaviano Canuto
Vice President and Head
Poverty Reduction and Economic Management (PREM) Network
The World Bank

Danny M. Leipziger
Professor of International Business,
George Washington University, and
Managing Director of The Growth Dialogue
Acknowledgments


Therefore, we are first indebted to each of our chapter authors as well as the following discussants and commentators of the Ascent after Decline workshop: Stijn Claessens (deputy director, research department, International Monetary Fund); William Cline (senior fellow, Peterson Institute for International Economics and Center for Global Development); Uri Dadush (senior associate and director of the International Economics Program, Carnegie Endowment for International Peace); Jaana Remes (senior fellow, McKinsey Global Institute); and Norman Loayza (lead economist, Development Research Group, World Bank). We also particularly thank Diana Manevskaya, who organized the conference.

Special thanks to Catherine Mathieu for her indispensable advice and support, as well as to editor Mary A. Anderson and PREM Senior Communications Officer Alejandra Viveros, the project manager who shepherded the manuscript to completion.

Last but not least, this book could not have been produced without the expertise and professionalism of several key people in the World Bank’s Office of the Publisher—notably, Stephen McGroarty, Mary Fisk, and Andres
Acknowledgments

Meneses, who managed the overall production and dissemination of the volume. Thanks also to Michael S. Geller for generously allowing the use of his painting for the cover art.

To all of these contributors, advisers, and supporters, our sincere gratitude.

Otaviano Canuto
Vice President and Head, Poverty Reduction and Economic Management Network
The World Bank

Danny M. Leipziger
Managing Director, The Growth Dialogue
Professor of International Business, School of Business
The George Washington University

January 2012
Abbreviations

ACE  allowance for corporate equity [taxation]
ASEAN  Association of Southeast Asian Nations
BNDES  Brazilian Development Bank
EMDE  emerging-market and developing economy
EMG  emerging-market economies
EPEC  European PPP Expertise Centre
EPL  employment protection legislation
EU  European Union
FAT  financial activities tax
GDP  gross domestic product
GERD  government expenditure on research and development
GNI  gross national income
GPT  general purpose technology
G-20  Group of 20 Finance Ministers and Central Bank Governors
ICT  information and communication technology
IDC  industrial countries
IMF  International Monetary Fund
IP  intellectual property
IT  information technology
LDC  less-developed countries
MECTR  marginal effective corporate tax rate
MNE  multinational enterprise
NEPAD  New Partnership for Africa’s Development [of the African Union]
OECD  Organisation for Economic Co-operation and Development
PCGDP  ratio of private credit creation to GDP [proxy measure of financial development]
PIIGS  Portugal, Italy, Ireland, Greece, and Spain
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPI</td>
<td>private participation in infrastructure, public-private investment</td>
</tr>
<tr>
<td>PPP</td>
<td>public-private partnership</td>
</tr>
<tr>
<td>QE</td>
<td>quantitative easing</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>research and development</td>
</tr>
<tr>
<td>SAR</td>
<td>special administrative region</td>
</tr>
<tr>
<td>SOE</td>
<td>state-owned enterprise</td>
</tr>
<tr>
<td>TFP</td>
<td>total factor productivity</td>
</tr>
<tr>
<td>TOT</td>
<td>terms of trade</td>
</tr>
<tr>
<td>TT</td>
<td>transformative technology</td>
</tr>
<tr>
<td>VAT</td>
<td>value added tax</td>
</tr>
</tbody>
</table>
Part I

Diagnosing the Challenges
This volume examines one of the most fundamental questions to emerge from the Great Recession of 2007–09. What happens to economic growth going forward? Although all are painfully aware that some major economies are significantly below their growth potential and that it may be 2013 or 2014 before the global economy returns to normalcy, no one is sanguine about medium- to long-term growth prospects. For this reason, the challenging task of “regrowing growth” will take center stage for politicians and policy makers alike.

The core concerns surround the damage to balance sheets, employment, and confidence worldwide. Moreover, other elements of the future international economic landscape may fundamentally change the outlook for economic growth: Will international flows of capital be encouraged or discouraged? How open will export markets be, given the potentially substantial structural changes underway and their implications for employment? And how much reliance will there be on market solutions when governments—now overly indebted and wary of additional relief expenditures—are expected to deliver on the promise of economic growth? How these pressing policy questions are answered will, in large measure, determine the future face of globalization.\(^1\)
One point is clear: without a resurrection of strong economic growth in major economies, the likelihood of rapid economic development in poor developing countries is dampened. And even among the richer nations, the ability to manage debt is a direct consequence of overall economic robustness as epitomized by economic growth. The nature of that ascent is the subject of this volume. That the ascent will be a steep one can be surmised. How various elements will affect growth prospects is less clear but vitally important. In the terminology of Hausmann and Rodrik (2003), this is a process of discovery and we are in somewhat uncharted territory.

**Varying Challenges**

A sharp cleavage has become evident between the prospects and challenges facing advanced economies and those facing emerging and developing economies.

**Advanced Economies**

Attention in the advanced economies has been focused on the financial sector, where the global crisis originated, and on government balance sheets, which have been affected by bailout costs and the need for massive fiscal stimulus. At the same time, to avert another Great Depression, monetary policy has been pressed into service in an unprecedented manner—from a coordinated cut in policy interest rates in October 2008 to operations aimed at increasing liquidity in the nonfinancial corporate sector and, so far, two rounds of quantitative easing (QE) in the United States.

The Euro Area faces serious difficulty from its dependence upon bank credit and a sovereign debt problem in vulnerable Euro Area countries that has compounded the problems of banks holding government securities. These problems began with the bailout of Greece in April 2010 and have since spread to involve Ireland, Portugal, and Spain despite the creation of a €750 billion stabilization fund and substantial purchases of government bonds by the European Central Bank.

An added wrinkle is the urgent need for fiscal consolidation, which the International Monetary Fund (IMF) recommended should begin in 2011 to rein in unsustainable debt levels. Consolidation will require
reductions in fiscal deficits, which could take a toll on growth and exacerbate the problems banks are facing.

Another layer of uncertainty is provided by proposals to revamp prudential regulations and capital adequacy requirements, which could adversely affect loans extended by banks in the short run even as they reduce volatility and bolster the health of the financial system over the long run. Finally, of course, there are always unforeseen exogenous shocks, such as oil price developments, that can profoundly affect growth prospects.

**Emerging and Developing Economies**

In contrast, with a few exceptions, emerging and developing economies remain robust sources of growth.\(^4\) In most, the recovery has moved beyond the replenishment of inventories and toward consumption and investment, with large increases in industrial production having used up excess capacity. Capital flows have resumed and credit growth is increasing except in some countries in Central and Eastern Europe, which was the epicenter of the emerging-markets crisis.

As discussed further below, however, the relatively weak growth prospects in the advanced economies and interdependence between the two sets of economies pose serious coordination challenges, which the Group of 20 (G-20) is seeking to address.

**Obstacles to Global Recovery**

The main obstacles to recovery include uncertainty in financial markets, which stems from many sources: mounting sovereign indebtedness, growing solvency concerns in the Euro Area periphery, a huge amount of maturing bank debt, and exposure of both households and banks to stagnation in the real estate sector. The real estate sector will pose a drag on the recovery and will continue to be a source of risk to the financial sector for a while (Roubini 2010; Shiller 2010).

With respect to household balance sheets, although there has been some improvement as savings recover and new borrowing begins to reverse its decline, these rebounds are as tentative and fragile as the recovery itself.\(^5\) Even though deleveraging has begun, it has a long way to go, particularly in the vulnerable Euro Area periphery, as the ratio of debt to income remains highly elevated compared with a decade ago.
Against the above background, limited room remains for monetary and fiscal policy maneuvering in the advanced countries. A delicate balancing act is called for—in particular, how to manage the hand-off to private demand as fiscal stimulus fades, while also ensuring that fiscal consolidation itself does not worsen recovery prospects to the point where sustaining public finances slows growth and reduces fiscal revenues.

In the medium term, the return to strong growth is threatened by

- **Rising debt levels.** The significant impact of increased, albeit slow, growth on medium-term public debt sustainability, was shown vividly in an exercise carried out for the October 2010 IMF “Global Financial Stability Report” (IMF 2010a): If growth is 1 percent less than in the IMF World Economic Outlook baseline between 2010 and 2015, gross government debt in the advanced economies will exceed 120 percent of gross domestic product (GDP) compared with less than 110 percent in the baseline. For individual countries, the baseline versus slow-growth scenario in 2015 is eye opening: 250 percent versus 269 percent of GDP for Japan; 110 percent versus 122 percent for the United States; and 86 percent versus 99 percent for the United Kingdom.6

- **Reduced trade prospects.** Whether the movement of nominal and real effective exchange rates is enough in magnitude and direction to achieve a global rebalancing of demand has become a controversial topic. In the absence of coordinated actions to facilitate global adjustment, pressures for protectionist measures could arise. The failure of the Doha Round may well portend greater future trade friction as countries grapple with high rates of joblessness.

- **Global imbalances.** A related concern is that, after initially shrinking, trade deficits have been widening in external-deficit countries where significant output gaps exist; that is, these economies have excess capacity, with GDP in some cases significantly below potential. The opposite is happening in external-surplus countries, and if this situation persists, it could end up derailing the global recovery. As the IMF World Economic Outlook warns, “Over the medium term . . . domestic demand [in emerging economies] is unlikely to be strong enough to offset weaker demand in advanced economies, and global demand rebalancing is therefore projected to stall” (IMF 2010c, 8).
Rebalancing Global Demand

The “strong, sustained, and balanced growth” sought by the G-20 (2010) rests on two feats of rebalancing: (a) internal rebalancing in advanced countries, with private demand stepping into the breach as fiscal consolidation occurs, and (b) external rebalancing, involving a reduction in current account deficits in countries like the United States and a corresponding reduction in current account surpluses, particularly in emerging Asia and in China.

The big questions are, first, to what extent will uncertainty in financial markets, problems in the real estate sector and on private balance sheets, and the end of restocking impede private demand from firing in the advanced economies, and second, whether the domestic demand in emerging economies, while robust in many, will compensate for weaker aggregate demand in the advanced economies.7

A crucial consideration, as noted above, is that the room for fiscal and monetary policy maneuvering in the advanced countries is now limited. A second round of quantitative easing (QE2) in the United States ignited a fierce debate about a return to currency wars and the perceived negative collateral damage to emerging economies as the money created spills over via the carry trade. One view is that such easing is more of an attempt to avoid a slide into deflation than to surreptitiously engineer a devaluation of the dollar; with monetary policy rates close to zero and a political impasse over further fiscal stimulus, this easing is the only available option.8

Estimates of potential output growth and output gaps for the United States and Euro Area reported by the IMF point to three conclusions: “(1) a sizable and persistent reduction in potential output relative to the precrisis trend; (2) substantial excess supply—that is, large negative output gaps—for both regions; and (3) considerable imprecision in the estimates, suggesting that the distribution of possible outcomes is a matter of substance for policymakers” (IMF 2010c, 29).9

The trend of decreasing output levels in advanced economies will have significant negative repercussions for fiscal revenues relative to the precrisis situation, with adverse consequences for public debt dynamics unless public expenditures are cut or taxes are increased. Capital and labor will need to be reallocated from declining to expanding sectors, posing major social challenges. This shift also means that the demand
for consumer durables and investment-goods imports by advanced economies will be below precrisis trends during the transition. Emerging economies that rely heavily on such demand will have little choice but to augment domestic sources of demand to achieve growth rates similar to those that prevailed before the crisis.

All of these trends mean that, globally speaking, emerging economies will have a difficult time compensating fully for the fall in potential output and demand in the advanced economies. For developing Asia, where the large surpluses reside, the IMF forecasts an excessively high and unchanged savings rate of about 45 percent in 2012–15, with little change in investment ratios. In other words, global imbalances are likely to persist (IMF 2010c).

G-20 to the Rescue?
The G-20 envisages three kinds of policy responses in pursuit of global economic growth (G-20 2010):

- Policies that support strong growth by closing output and employment gaps and raising potential growth
- Policies that support sustainable growth by enabling sustainable public finances, prices, and financial stability; opening markets; and promoting social and environmental goals
- Policies that support balanced growth by reducing global imbalances and promoting international development.

Box 1.1 summarizes the challenges the G-20 faces in achieving these policy goals.

The IMF, which supports the G-20 Mutual Assessment Process, finds serious challenges to achieving the G-20’s growth goals and is not encouraging. The IMF (2010b, 6) report notes that although exchange rate adjustment is crucial for global rebalancing, “major surplus countries have intervened to limit appreciation.”

Growth and unemployment projections in the G-20 country submissions are far more optimistic than what past recoveries suggest. Projected improvements in fiscal sustainability are based on optimistic growth and interest rate projections, posing serious risk should the global recovery stall. Surprisingly—and perhaps illustrating the controversial nature of
Box 1.1 Policy Challenges for the G-20

**Fiscal Policy**

Fiscal policy should aim to support recovery in the near term while ensuring sustainability over the medium term. Tax reform can boost supply and potential output by shifting the burden from factor income to consumption. Expenditure cuts and reforms focused on reining in pension liabilities, wages, and administrative costs are preferable to revenue increases while cutting deficits. The challenge is twofold: (a) design growth-friendly fiscal consolidation through suitable expenditure and tax reforms along the above lines, and (b) develop and announce credible medium-term consolidation programs to reduce macroeconomic uncertainty and associated risk premia.

**Financial Sector Reform**

Financial sector reform poses a huge challenge, involving first the resumption of bank credit, especially in the Euro Area, and second, the strengthening of prudential frameworks with a macro focus on systemic risk to complement the traditional focus on individual financial institutions. Nonbank institutions will need greater scrutiny and supervision, and the preferential tax treatment of debt may need to be eliminated to avoid a bias toward leverage. The Basel Committee on Banking Supervision has recommended increased equity in the capital structure of banks. Although this proposal could increase the cost of bank credit in the short run, it is expected to promote resilience in the long run.

**Monetary and Exchange Rate Policies**

The stance on monetary policy will vary from country to country depending upon the pace of the recovery and inflation pressures. Exchange rate adjustment among major economies has so far been insufficient to make a dent in global rebalancing, and the prospects do not look great. At the same time, the extraordinary monetary easing in some advanced countries has stimulated capital flows to emerging economies, adding to volatility and creating complications for monetary policy.

**Structural Reforms**

Structural reforms are needed to promote the flexibility and resilience of economies, thereby promoting growth that is

- **strong**, by raising growth potential through better resource allocation;
- **sustained**, by facilitating fiscal consolidation through faster growth and tax and expenditure reform, reducing inflationary pressure by eliminating supply bottlenecks; and
- **balanced**, by raising productivity and competitiveness in external-deficit countries and strengthening social safety nets to reduce excess household saving in external-surplus countries.

**Policy Coordination**

This is the heart of the matter. Coordination is needed for strong, sustained, and balanced growth through two rebalancing feats: (a) internal rebalancing in major advanced economies by strengthening private demand even as public support is withdrawn, and (b) external rebalancing to achieve a shift toward domestic demand in external-surplus countries and toward external demand in external-deficit countries. Exchange rate adjustment is a crucial and controversial component of the needed rebalancing.
the challenge—little external rebalancing is incorporated, with current account positions expected to widen.

Given the limited room for maneuvering in fiscal and monetary policy, structural reform is critical for sustained growth. But the IMF (2010b, 2) assessment notes that, in this context, “Major challenges remain to develop more ambitious and detailed reform agendas with specific roadmaps; to target deeper and broader product and labor market reforms that strengthen competition, or enhance flexibility in key market segments in advanced economies; and to boost infrastructure investment and strengthen social safety nets in emerging economies.”

On the crucial topic of coordination, the IMF (2010b) posits three layers, taking into account the scope for policy maneuvering and the initial conditions:

- The first layer applies to emerging surplus countries, where boosting internal demand is urgently needed to compensate for the slowdown in the advanced economies. The policy menu includes stronger social safety nets, including pensions and health insurance; increased exchange rate flexibility to increase consumption and thereby shift global demand toward internal sources in these countries; and higher infrastructure spending in fast-growing economies, including oil exporters.

- The second layer involves fiscal adjustment in the advanced economies (particularly those with external deficits) to restore sound public finances and to achieve the G-20’s own growth baseline. In the United States, for example, fiscal adjustment could be made growth-friendly through tax reform and by limiting the growth of public transfers. Sizable adjustments are called for, and in some cases (as in the United States), the adjustment may have to be back-loaded to avoid a slide into deflation. A crucial success factor is the preparation and announcement of credible, medium-term fiscal plans to instill confidence in the private sector and keep interest rate risk premia in check.

- The third layer consists of structural reforms across the G-20 aimed at gradually increasing employment and reversing the contractionary effects of the crisis on potential output to boost long-run growth. These include product and labor market reforms and would need to be tailored to individual country contexts and priorities.
In sum, the coordination challenge is daunting but necessary to ensure the steady recovery and the strong, sustained, and balanced growth the G-20 seeks. This goal depends not only on policy determination and coordination but also on changes in the global growth picture facing policy makers.

**The Changing Landscape for Growth**

It is rather difficult to move beyond the immediate reactions to the Great Recession because the severity of the shock has been so dramatic. The damage to household balance sheets in the United States, combined with the unprecedented stress inside the Euro Area, has meant that the ramifications of the current policy mix are relegated to a second order of importance.

Many developing countries were mercifully spared the worst of the initial shock because their financial sectors are too poorly developed to take on high-risk transactions. In addition, the normally precarious external environment was such that those countries tended to manage their macroeconomic policy more cautiously. For them, the other shoe has yet to drop.

**The Lay of the Land**

What can the changing landscape mean for medium-term growth in developing- and emerging-market economies? And can the past talk of delinking, multipolarity of growth, and the rise of Asia fundamentally alter their policy options?

At one basic level, the domestic policy imperatives remain the same—namely, to save more, invest better, and derive more value added from exports while increasing human and physical capital to raise long-term productivity. Those challenges remain, as ever, the basic task of development.

Still, although the Growth Commission’s Supplemental Report (CGD 2009) left the essential recommendations of its 2008 Growth Report (CGD 2008) unchanged, the returns once expected from the export-oriented, outward-looking strategy may have declined. This is an important finding. It is revealing because countries have increasingly found that the standard prescriptions attached to the basic growth paradigm do entail variations, especially concerning the role of government in the
development process. If the landscape has fundamentally changed, perhaps their policies need to adapt further as well.

The issue of policy formation revolves around a number of questions whose answers are not yet totally clear. How fundamentally, for example, has the economic landscape changed? Mohamed El-Erian (2009) describes a “new normal” in which fiscal imbalances and rising debt will take their toll and raise the cost of borrowing. Others point to the continuing rise of income inequality as a major threat to the open trading system and also cite the strong asymmetries between job creation and job destruction that drive global externalities of national policies (Leipziger, forthcoming; Spence 2011a; Stiglitz 2011).

According to Menzie Chinn, Barry Eichengreen, and Hiro Ito in chapter 2 of this volume, we can expect imbalances between China and the United States to reemerge. And in chapter 5, Philippe Aghion and Julia Cagé examine how the role of government in the production of innovation must fundamentally change as well. How might these new trends play themselves out?

On the side of fiscal imbalances, debt, and capital flows, there has been a short-run enthusiasm for emerging markets because of the abnormally low yields in the United States and the precarious state of the euro. This situation has prompted some countries, like Brazil, to impose ever-increasing capital import taxes. Still, the lure of an appreciating currency combined with excessively high domestic real interest rates makes Brazil appealing. But will this allure last when rates normalize in the Organisation for Economic Co-operation and Development (OECD) countries and when domestic debt must be financed and yields rise? If not, the new steady state facing emerging-market and developing economies (EMDEs) will be capital shortage, not capital surplus. The policy conclusion is that domestic resource mobilization efforts may need to be strengthened because international flows may be more selective and less inclined toward the short term. That EMDEs should be wary of volatile short-term flows is correct, and some have been proponents of the Chilean disincentives of the 1990s toward hot flows (Perry and Leipziger 1999); however, with large infrastructure needs and high social expenditures in many countries, capital may still be in short supply.

Related to capital flows and the need to maintain a competitive exchange rate without subsidizing exports (either explicitly or implicitly),
there is the issue of how far to rely on exports as the growth engine. The economic environment that faced the Republic of Korea and original East Asian tigers served them well, and they in turn have benefited from the incredible growth performance of China. But what about this triangularity as it affects other, newer entrants into global markets, and how has the new landscape affected the trade prospects of EMDEs more generally?

China’s rise has been unprecedented. Along with its dramatic export performance has come a new scale of demand for natural resources from poorer countries, and this is beneficial overall, although there are some legitimate questions surrounding the terms and conditions of Chinese foreign aid and natural resource contracts. But when will China relinquish its dominance of low-end manufactures and allow what William Cline (2010) referred to as the “adding-up problem” to absorb new producers? The answer: as soon as China can move up-market and capture further higher-value-added export markets.

This is where the problem becomes dicier, because developed economies, faced with an unprecedented combination of joblessness and offshoring (Blinder 2005, 2007, 2009), may not be politically able to maintain open markets for countries that run persistent imbalances while also subsidizing their exports. Hence emerges (a) the argument that poorer countries need open markets more than do emerging-market economies that can actively promote shifts to what Rodrik (2010) calls “modern tradables” to gain a foothold in global markets, and (b) the concern that poorer countries’ turn in the queue may be jeopardized by China’s ambitious export goals.

If what Chinn, Eichengreen, and Ito predict (in chapter 2 of this volume) is accurate about the lack of adjustment by the two great imbalancers (China and the United States), and if these persistent imbalances lead importers to push back trade openness, then the prospects for poorer developing countries may become the ultimate casualty. All this may then lead to a change in the prevailing growth paradigm, as Rodrik (2011) has highlighted, and to a reconsideration of more domestically led growth strategies (Lin 2010).

**Paradigm Shifts**

The growth and development paradigm has been debated for decades. The “Growth in the 1990s” project at the World Bank was, in a sense,
Ascent after Decline

a compilation of evidence to support the beyond-the-Washington-consensus view of development policy (World Bank 2005). That bold and heterodox view was an accurate description of the 1990s. The subsequent decade was truncated, for policy purposes, by the continuing crisis in 2008–10, but the first 7.5 years of the decade were a bonanza. Low interest rates enabled cheap borrowing. Massively increasing trade volumes allowed not only China but also other economies in East and South Asia to capture market shares, and even Latin America improved its performance. In Sub-Saharan Africa, one-third of the continent’s economies managed for the first time to grow at rates surpassing 5 percent in real terms, a truly remarkable performance (Gelb, Ramachandran, and Turner 2007). However, all this growth was based on the prevailing paradigm of relatively open global markets, access to credit, and few shocks.

The benign external environment started to change in 2007 with the higher fuel prices and then higher food prices, both of which the international community was ill-equipped to manage. These shocks were not paradigm changers, however. The Great Recession of 2007–09 revealed that the global economy was even less able to manage a systemic shock that simultaneously affected (a) financial markets; (b) housing markets in the major economy, accounting for 25 percent of global gross national product and a large part of global demand; and (c) equity markets that relied on housing, exports, and banking for their success.

Trade finance was among the first lines cut in the crisis, not because of its risk but because it was the easiest way to conserve liquidity. The global community lacked an adequate response, although the World Bank Group’s International Finance Corporation and some export credit agencies attempted to stem the tide. But this abrupt financial retrenchment made trade an early casualty of the crisis. As a result, developing countries were forced to dig into their own reserves to provide credit, not only for trade finance but also subsequently for rollover of normal debt that businesses had assumed was available. Even some central banks had to seek additional funds, and the U.S. Federal Reserve loaned funds to Brazil, Korea, and Mexico—all of which had already been holding larger than “normal” levels of reserves. Reliance on external capital became a liability, even for the innocent.

As a consequence, many emerging markets began providing more domestic credit through state banks and entities. This was a model
previously associated with East Asia, but it is now practiced to a larger extent in Brazil, India, and elsewhere. State financing was no longer a dirty word. That said, the increase in government-led financing by entities such as the Brazilian Development Bank (BNDES) increased dramatically and, some would argue, irreversibly during the crisis (Parra-Bernal and Alves 2010).

Along with state financing come allocation decisions that go beyond creditworthiness and stray into the realm of another sometimes dirty word: “industrial policy.” To be fair, economists like Dani Rodrik (2008) had previously debunked the notion that governments would have no role in resources allocation. Indeed, the Growth Report of the Commission on Growth and Development was clear that government’s role was not only indispensable but also strongly positive in the highly successful, fast-growing economies on which the commission had focused (CGD 2008).

Exporting countries also realized that they needed to accelerate diversification. Some major export powers, such as Korea, had already made the shift and had made China the major new market segment. However, with China’s growth persevering during the crisis while most of the OECD economies faltered, these diversification efforts became more urgent.

The strategic aspect of this shifting focus is dramatic because China’s import demand is largely for unfinished products, and even its foreign direct investment entails the employment of Chinese labor that is sent to the exporting country. Thus, in terms of competitive advantage, developing countries relying on the China market are, in a way, mortgaging their own development because their factor endowments more closely resemble China’s than they do those of the OECD economies.

This fact plus the lower risk appetites of capital-surplus countries emerging from banking and financial crises has led some analysts to shed further light on the views of Rodrik and Subramanian (2009), who say the paradigm shift entails a great need for countries to create domestic demand to fuel their growth aspirations. Combined with Rodrik’s (2011) view that countries cannot simultaneously satisfy democratic principles, national social commitments, and globalization obligations, the world is unfortunately left with a multilateral system under considerable stress and with few champions for globalization (Leipziger 2011).
Forging the Link between Medium- and Long-Term Growth

It is as incorrect to assume that all is already written in stone that the global economy will be “mean reverting.” If the crisis has taught one lesson, it is that when fundamental shifts occur, the outcomes will entail new elements that shape future directions and affect policy choices. Given higher debt service costs in the medium term—inevitable in light of not only crisis management but also, more notably, demographic shifts and social policy requirements (see Cottarelli and Keen in chapter 3 of this volume)—risk capital will be scarcer. This shortage has implications for inherently risky projects in developing countries: namely, self-financing may become a necessity rather than merely an option.

To increase financing for infrastructure in particular, countries will need to use resources more efficiently and reduce leaks (see Estache in chapter 4). Consequently, they will be increasing the government share of project finance and will need increased official development assistance for growth-producing activities. These changes will have implications for donors, who often prefer soft expenditures that command domestic support in rich country capitals, but are not the highest-return uses for scarce capital. To make social expenditures sustainable, countries need growth—hard-core economic growth that can create employment and income opportunities.

Joblessness, in the United States in particular, will persist over the medium term given the long recovery period forecast by the IMF (2010c) and also seen in the historical work of Reinhart and Rogoff (2008, 2009, 2010), although historical trends may underestimate the magnitude of the current, once-in-a-century crisis. If true, the added delay in job recovery will make offshoring and the exporting of jobs a major political liability, and even the most-open economies, such as the United States, may resort to forms of industrial policy that they had, up to this time, eschewed.

Faced with low-value-added markets in China (where middle-class demand will take a decade to emerge) and less-welcoming OECD markets, EMDEs may need to be more self-reliant. The risk of this approach, of course, is that countries will also resort to implicit forms of protection that are unwarranted and will not subject their producers to the efficiency rigors of the market—an unfortunate result that would ignore the lessons of economic history.
At the same time, new opportunities may need nurturing, and whether in the information and communication technology (ICT) area (see Mann in chapter 7) or through technological innovation (see Aghion and Cagé in chapter 5), government policy may emerge as vitally important to move growth rates back toward their previous levels. With the medium-term outlook depressed—namely, with Japan and the United States considerably below their potential output levels for years—others will need to pick up the slack. And in so doing, if successful, EMDEs may become more like China as new growth drivers. Such a positive outcome requires action not only by developing countries but also, notably, by some major emerging-market economies that need to become custodians, along with the OECD-member countries, of global institutions and global rules (Leipziger 2011).

As Leipziger and O’Boyle (2009) noted, major new economic players hoping to quickly join the OECD ranks will increasingly see it in their self-interest to foster more-rapid convergence, not through the decline of the existing global powers, but by growing faster in a growth-conducive environment. That environment requires greater commitment from the new economic powers. A rapidly declining U.S. economy serves no one’s interests, for example, and a too-rapid takeover of European markets by East Asia will leave a large part of the global market depressed (Leipziger 2010a).

Therefore, the longer-term outlook for EMDEs depends largely on how the medium term is handled. Paradigm shifts are inevitable, but unless they are accompanied by renewed attention to multilateralism, the road ahead will be much tougher for all concerned.

**Contributions of This Volume**

The volume raises some key issues facing the global economy during the coming decade. The synopses below provide a brief snapshot of those issues while allowing the subsequent chapters of this volume to speak for themselves.

**Part I: Diagnosing the Challenges**

The first part of this volume includes three diagnostic chapters examining crucial elements of the post-Great Recession growth challenge.
Chapter 2: Rebalancing Global Growth. Menzie Chinn, Barry Eichengreen, and Hiro Ito examine how quickly global imbalances can be reduced as a basis for sustainable and stronger global growth. They make a key point: that it was not current account imbalances per se but the capital inflows into the United States that magnified the problem by destabilizing the banking sector and the financial system more generally.

One school of thought is that the imbalance—captured, to a large extent, by the U.S.-China bilateral current account—will tend to automatically and permanently shrink because private consumption is 70 percent of U.S. GDP, a figure that will perforce decline as households increase savings to help heal their balance sheets. But the authors argue that the real depreciation of the U.S. dollar required to halve the country’s current account deficit is unlikely to happen unless (a) the United States loses its luster as a safe haven (so capital inflows subside) or (b) there is a large increase in aggregate demand in the rest of the world, China in particular.

The authors use annual data on 23 industrial and 86 developing countries over 1970–2008 to estimate a simple model determining current account balances, national saving, and investment. The estimated relationships are used to project current account balances over 2011–15. For the United States, the results suggest little movement in favor of rebalancing—consistent with the idea that the United States’ special status as the issuer of the international reserve currency enables it to run larger current account deficits.

So what can be done to insulate growth from the pernicious effects of only slowly declining current account imbalances combined with capital flows searching for yield? The authors focus on several venues for action:

- **Financial regulation.** Regulatory reform, including countercyclical macroprudential regulation, is vital to prevent a repeat of events such as the subprime crisis, the authors contend. In particular, they emphasize that national-level financial reform is not enough; cross-boundary coordination is needed to deal with big financial conglomerates and regulatory arbitrage.

- **Central bank policy.** These banks may have to take more explicit account of imbalances and asset prices in formulating monetary policy and minimizing threats to growth.
• Fiscal policy. When current account deficits grow and capital flows in, countries may need to tighten fiscal policy proactively to help prevent financial vulnerability and threats to growth. For advanced economies, the authors recommend that fiscal policy target a cyclically adjusted budget balance of close to zero, including contingent liabilities from guarantees.

• Cross-border coordination. Because global imbalances will atrophy only slowly on their own, countries must coordinate actions—with Germany and China urged to run higher fiscal deficits, and countries with large deficits or uncertain financing urged to consolidate. Such coordination would support global aggregate demand as imbalances slowly shrink. Greater currency flexibility in China would speed things up as part of a broader package.

• International financial architecture. Changes that increase emerging markets’ access to emergency financing through pooled reserve arrangements, bilateral swap lines, or quick-disbursing monies from a special facility at the IMF would be a plus—reducing the pressure for self-insurance and ideally tilting policies away from the dogged pursuit of high current account surpluses.

Chapter 3: Fiscal Policy and Growth. Carlo Cottarelli and Michael Keen grapple with the fiscal and public-debt consequences of the Great Recession. In addition to spelling out the new fiscal reality, they discuss how to make the imperative reduction of public indebtedness as “growth-friendly” as possible. Infrastructure investment, in particular, can bolster aggregate demand, while serving as a critical complement to private investment.

The pressing question of how to adjust fiscal policy while maximizing the positive benefits for growth has no easy solution. As the authors point out, the fiscal fallout from the global crisis presents daunting challenges, both for restoring fiscal sustainability and for creating the best possible climate for private investment and faster growth while doing so.

The Great Recession led to a fiscal deterioration and rise in government indebtedness worldwide because of slowing growth and rising deficits linked to falling revenues, automatic stabilizers, and discretionary spending to boost aggregate demand. The most dramatic effect has occurred in the advanced economies. The policy response should not merely aim to compensate for the setbacks associated with the global
crisis but should also take into account the profound challenges posed by aging, climate change, and globalization. The authors’ analysis and recommendations fall into two categories: (a) macroeconomic, concerning public indebtedness and its dynamics; and (b) microeconomic, concerning the intricacies of tax policy and expenditure composition.

Although fiscal deficits in advanced economies were not exactly out of control ahead of the crisis, there was an insufficient attempt to run surpluses during the precrisis, high-growth period—something that prudence would have dictated, given the adverse demographics of aging populations. Besides, public debt had reached unprecedented peacetime levels by 2007 in the three largest advanced economies: Germany, Japan, and the United States.

The situation worsened with the advent of the crisis, during which deficits increased because of revenue shortfalls and automatic stabilizers, even without the countercyclical stimulus packages considered. As a result, general government gross debt in the advanced economies rose from a little over 70 percent of GDP in 2007 to 100 percent by 2010, and the level is projected to reach 115 percent by 2015. This debt level could get even worse because of higher interest costs in the postcrisis period, of course, or if losses from the financial sector mount. The authors highlight this important factor: the crisis caused a large, long-lasting loss in output, especially in advanced economies.

Public indebtedness, especially in advanced economies, is already so high that merely stabilizing it may have highly negative consequences for potential growth. Lowering indebtedness to thresholds that empirical studies indicate are “safe,” from the growth perspective, would take a Herculean effort. The authors calculate that reducing public debt in advanced and emerging economies to 60 percent and 40 percent of GDP, respectively, by 2030 would involve a staggering increase in cyclically adjusted primary fiscal surpluses—by 8.25 percentage points of GDP for advanced economies and by 3 percentage points for emerging economies during 2011–20, with the primary surplus then kept at this level until 2030. The big question then is whether an adjustment of this magnitude will not itself have adverse consequences for growth because of the aggregate demand effects.11

Cottarelli and Keen conclude with a broad review of expenditure reforms (for example, regarding welfare programs, infrastructure, and innovation
spending, the latter of which can potentially aid growth prospects) as well as subsidies and tax expenditures, which can harm the growth outlook. The authors also offer specific recommendations about smarter taxation. Given the bleak fiscal picture and the need for some public spending that is pro-growth, there is much to be gleaned from these tax reforms.

**Chapter 4: Infrastructure Policy for Shared Growth.** How will the crisis affect the financing of infrastructure and the relative roles of the public and private sectors? Antonio Estache revisits these questions, which have profound implications for the productivity of private investment and fiscal accounts.

The infrastructure sector attracted attention as a quick fix during the global crisis. In G-20 countries, for instance, infrastructure accounted for 20–30 percent of the average fiscal stimulus package. Policy makers and politicians have glommed on to the idea that publicly financed infrastructure projects might be the silver bullet to create jobs and keep up aggregate demand.

Not so fast, Estache reminds us. First, well-executed infrastructure projects take a long time to put together. Second, their job effects may take a long time to materialize. Third, the long-run fiscal implications are likely to be serious, with operating and maintenance costs—often conveniently ignored when infrastructure investments are proposed to keep the economy going—being a sizable part of the capital expenditures themselves.

Estache uses the global crisis as an opportunity to take a hard look at developments in infrastructure. His key point is that although the financial sector and its regulation have received most of the attention in the aftermath of the global crisis, infrastructure (which accounts for 12–18 percent of GDP) warrants a similar level of scrutiny. Policy makers tend to focus on what they perceive as the growth and jobs benefits of infrastructure, paying little heed to the rents extracted by construction firms, bankers, and operators—the burden of which ultimately falls on taxpayers. The importance of tightening regulation and the management of the public role in infrastructure is reinforced by three observations:

- The crisis is not likely to have a major impact on the demand trend for infrastructure in either the developing or developed world.
• Private finance for infrastructure is likely to witness a sharp retrenchment because of the deterioration in its risk-return calculus.12
• The political economy of infrastructure has been undergoing sharp shifts, with the burden of infrastructure shifting back to current and future taxpayers.

Estache cautions that the issues will not be easy to deal with. Regulation must restore balance among the key stakeholders—namely, operators, users, and taxpayers. So far, investors and operators have been the big winners, and there has been increasing political reluctance to get users to pay fully.

The first step, Estache contends, is to reduce costs through greater transparency and better procurement. Given the long-term nature of the assets involved, restoring planning to anticipate fiscal effects is paramount. Second, public-private partnerships should not be used to circumvent fiscal constraints. Third, a harder line must be taken against the tendency to let large infrastructure operators renegotiate contracts to permit an increase in tariffs or subsidies—which Estache identifies as the infrastructure analogy of the “too big to fail” feature of the financial sector. And, fourth, guarantees have to be carefully designed to limit fiscal risks.

The chapter concludes with a discussion of two upcoming challenges: (a) the greening of infrastructure, especially in the energy and transport sectors; and (b) the growing role of infrastructure in regional integration efforts around the world. The first challenge will call for policy and regulatory coherence across finance, infrastructure, and environment ministries as well as appropriate demand management through prices (because the existing infrastructure stock will last for a long time). The second challenge, a topic of interest not just in Europe but also in Africa, involves immense issues going beyond the creation of regional markets and extending to coordination of policies, including regulation.

Part II: The Way Forward
Having diagnosed the challenges to restoring high rates of growth, this volume proceeds in the second part to provide some insights into the way forward.

Chapter 5: Rethinking Growth and the State. Against the challenges of global imbalances, deteriorating fiscal and public-debt situations, vast
infrastructure needs (exacerbated by greening and regional integration challenges), and tightening global credit constraints, what should governments do? No one will seriously challenge the idea that regulation, whether in finance or infrastructure, is a fundamental government role that, if anything, needs strengthening. Philippe Aghion and Julia Cagé argue that the issue is not so much size but smarts when it comes to defining the government’s role, especially against the backdrop of the global crisis.

The authors examine the need to redefine and sharpen the role of the government in two particular areas: (a) as an investor in the knowledge economy, a critical underpinning to faster growth; and (b) as a guarantor of the social contract at a time when coping with the social costs of the crisis and creating jobs must go in tandem with reducing indebtedness. In these areas, the authors contend, government intervention could spur innovation and growth if the state is noncorrupt and trustworthy.

Aghion and Cagé consider the following aspects of the state’s policy role in knowledge investment:

- **Education funding.** Countries closer to the technological frontier will benefit from increased research funding, provided universities are autonomous and grants are awarded competitively.
- **Worker retraining.** State subsidies are likely to be needed to retrain workers in firms far from the technological frontier as part of a broader strategy of liberalization of trade or entry, the potential losers of which include workers who need retraining from labor-shedding firms with little incentive to act on their own.
- **R&D spending.** Over the business cycle, research and development (R&D) is critical to firms’ long-run growth, but difficult to maintain during downturns, when firms are credit-constrained. Public support for R&D could be a useful approach to macroeconomic stabilization through countercyclical fiscal policies that shore up aggregate demand.
- **Climate-related innovation.** Climate change presents a particular challenge for the state. The authors suggest a two-pronged approach: carbon pricing to discourage dirty technology, combined with subsidies to simultaneously encourage clean innovation. The basic argument is that heavy path dependence in innovation makes it difficult to break free from the stock of dirty technology, where the expected profits
from innovation are highest. In this case, a laissez-faire approach is not the right policy.

- **Industrial policy.** The authors advocate competition-compatible industrial policy, arguing that industrial policy need not be opposed to competition policy. For example, it could be designed in the form of targeted subsidies to several firms in a given sector instead of picking individual winners. Such targeting of sectors could spur innovation as firms within the sector compete with each other, leading to higher productivity and spurring new product creation, as confirmed by a study using Chinese firm-level data.

The state’s role in guaranteeing the social contract in the aftermath of the crisis has acquired new significance because of the need to restore sustainability to public finances while maintaining social peace until the global economy returns to normal, which might take a long time. The authors explore the following aspects of the state as guarantor of the social contract:

- **Investment in trust.** Empirical studies show that trust exerts a causal effect on growth by striking an appropriate balance in regulation and encouraging the emergence of social actors and collective negotiations with labor unions. Distrust increases the demand for regulation, which in turn hurts economic growth.

- **Redistribution while cutting fiscal deficits.** This effort brings with it many additional benefits, such as promoting trust and encouraging innovation and risk taking. The authors present strong evidence from OECD countries that low-corruption countries, as measured by the *International Country Risk Guide*, exhibit a positive relationship between GDP growth and the top marginal rate of corporate taxation.

In short, Aghion and Cagé argue that the role of the state needs to be rethought beyond the regulation of the financial sector. The state can spur innovation and growth by investing in knowledge and earning the trust of the people to efficiently guarantee the social contract.

**Chapter 6: Financial Shocks and the Labor Markets.** One of the most politically sensitive issues is what to do about the socially wrenching unemployment effects of the global crisis, exacerbated by the fact that
the unemployment consequences of the Great Recession have been far more severe than those of other recessions. Tito Boeri and Pietro Garibaldi take up this question in chapter 6.

The authors provide a tour d’horizon of the policy questions involved. As one would expect, there are sharp differences between the United States and Europe. In the United States, unemployment virtually doubled from peak to trough within a few quarters and is receding only very slowly. Unemployment rates changed much less in Europe, but there is considerable heterogeneity across countries. Part of the difference is explicable by differences in labor market institutions, but the major impact is clearly related to the disruptions in the financial sector, where the global crisis originated. A widely documented credit crunch persisted well into 2009 on both sides of the Atlantic, and this likely played a major role in labor market outcomes.

Boeri and Garibaldi capture changes in unemployment over the business cycle as linked to output changes by calculating Okun’s elasticity while differentiating between recessions linked to financial crises versus other causes. They find that unemployment has responded much more strongly to the output decline associated with the Great Recession than during earlier contractionary periods. To capture interactions between the financial sector and labor market, the authors undertake empirics that find that financial crises lead to the largest impact of changes in output on employment.

The authors focus on two channels whereby financial distress can be transmitted to the labor market: the job destruction effect and the labor mobility effect. The first effect gets exerted when leveraged firms face a credit crunch and lay off workers, destroying jobs—an effect that operates through the demand for labor. The second effect occurs when workers who need to move to new jobs or respond to a new spatial allocation of jobs following a crisis find that they are stuck because of financial constraints (such as mortgages)—an effect transmitted through the supply of labor. Empirical evidence confirms both effects: conditional on a financial shock, the more-leveraged sectors display larger employment-output elasticities (“volatility”), and micro survey data indicate that workers with mortgages find it more difficult to move to job opportunities elsewhere.

Against this background, the authors ask whether, in the context of the Great Recession, financial institutions or jobs should be saved. The
usual answer is that saving jobs might require saving financial institutions first. But so far, in spite of the vast sums spent to bail out and shore up the financial sector, unemployment remains high, and there is a risk that the Great Recession may translate into a much bigger structural unemployment pool; in fact, some 30 million workers in G-20 countries have fallen into unemployment as a consequence of the global crisis. The employment losses have not only been much larger than anticipated, based on past estimates of Okun’s elasticity, but have also been bigger in more-leveraged sectors.

The authors favor policies that focus on saving financial institutions because of their systemic significance, the difficulty in deciding which sectors to pick for saving jobs, and the standard moral hazard arguments, which might predispose firms to build up leverage in anticipation of being helped. Going forward, they advocate a strong focus on job-creating competition policy and easing barriers to entry based on the compelling evidence that the lion’s share of net job creation is in startup firms.

**Chapter 7: Information Technology, Globalization, and Growth.** Chapters 7 and 8 delve into a particular aspect of the knowledge economy: how information technology (IT) can be used to boost a given country’s growth prospects.

Every so often, a transformative technology comes along that radically alters the way things are done, thus raising productivity and growth: for example, the steam engine, automobile, airplane and, in our age, IT. In contrast to the gloom attending the medium-term policy challenges posed by the global crisis, Catherine Mann in chapter 7 discusses the opportunities for economic growth created by IT.

What are the links to growth? The standard channel through which IT would increase growth rates is its positive impact on total factor productivity (TFP) growth as a result of innovation. Given the special features of IT, Mann applies a concept called social surplus (an extension of the notion of consumer surplus) to calculate the overall economic gains from the falling prices associated with an innovation. Social surplus attempts to capture the gains from intermediate inputs and production in addition to the benefits to the final consumer.

From a policy angle, three key variables influence economic welfare and growth: terms of trade, economies of scale, and variety. The secular fall in
the quality-adjusted prices of IT products (and hence, a potential decline in the terms of trade) would tend to favor consumers and importers, but the terms of trade are not so easy to measure because of the fragmentation of IT production along a global supply chain. At the same time, economies of scale combined with the ability to import inputs (which also benefit from scale economies) could benefit exporting countries. Variety could result in considerable growth benefits to the extent that it is positively related to prices and profits.

Mann then turns to the empirical evidence. A striking finding is that TFP growth in ICT-\textit{using} industries tends to be far higher than in ICT-\textit{producing} industries. A likely channel applicable particularly to services is that the ICT-enabled networking, backward to suppliers and forward to customers, has led to significant cost reductions. But there is considerable variation across countries driven by the standard correlates of growth: institutions, human capital, flexible labor markets, and product market competition.

Businesses must have an incentive to do existing things much better as a result of ICT, and this is where the real benefits lie. For developing countries in particular, large investments in human capital are likely to be needed to capitalize on ICT as a source of productivity and growth. Variety also helps, by increasing the chances that firms find good matches for their needs. On the policy front, a good strategy for a developing country might be to start off by joining the global supply chain and eventually create better conditions for using IT at home, which is where the growth potential of IT lies.

\textbf{Chapter 8: Innovation-Driven Growth.} Paolo Guerrieri and Pier Carlo Padoan expand on the theme of IT-related growth in the context of pursuing “new sources of growth” in the postcrisis world. Their quest is motivated by explaining—and remedying—the slowdown in growth in the Euro Area relative to the United States after 1995, until which it was rapidly catching up with the United States. They ascribe the slowdown to the relative neglect of innovation in Europe. Although the idea that innovation and productivity drive growth is not new, Guerrieri and Padoan argue that the process of innovation itself has undergone fundamental change because of the Internet. They present results from a simulation model to define a corrective policy package for Europe.
The need for new growth sources is urgent because both potential output and growth will be heavily weighed down by structural unemployment and loss of skills, reduced investment as a consequence of rising risk aversion, and higher real interest rates and adverse effects on TFP as companies close and knowledge is lost.

One thing is clear: innovation must be a key component of the new growth strategy—which in itself is not a novel idea. What is novel is that the process of innovation is undergoing radical change through open innovation, global innovation chains, and the facilitating role of new technology platforms such as the Internet. The authors highlight those features of the new innovation process, which have also contributed to greater tradability of services.

The authors illustrate the power of the new innovation process to propel growth by applying their ideas to Europe. After World War II and until the early 1990s, Europe displayed strong catch-up growth relative to the United States, but it has since stagnated. For example, per capita GDP growth in Europe over 1996–2005 was only 1.8 percent in the Euro Area compared with 2.3 percent in the United States. The relative European slowdown can be largely explained by slower growth in labor productivity (GDP per hour worked) compared with the United States. A particular source of concern has been the observation that TFP growth has steadily declined in Europe since the 1970s, with TFP growth over 1995–2005 just half the prevailing rate during the 1980s and 1990s. In contrast, TFP growth in the United States accelerated since 1995 to twice that of the Euro Area.

What could explain this slowdown in Europe? The slow pace of structural reform relative to the United States in areas such as labor markets, competition policy, and taxes is an obvious candidate. However, studies show that the main factor may be the inability to exploit the “new economy” linked to ICT diffusion. In fact, OECD data show that during 1996–2006, more than two-thirds of productivity growth in the advanced economies came from innovation and related investment in intangible assets. Besides, much of the innovation in the United States was in service areas such as retail distribution, transport, construction, and financial and professional services, and this accounts for the bulk of the difference between the United States and the Euro Area.13
Guerrieri and Padoan’s analysis concludes with these main findings:

- An increase in human capital operating through technology has a bigger impact on GDP than deregulation, which operates through a positive impact on services (but note that service sector liberalization is crucial for catching up with the United States).
- Although a decrease in regulation and an increase in harmonization of regulation (meaning greater integration) have similar effects, harmonization has a bigger beneficial impact on services (especially imported services), while technology benefits more from deregulation.
- The ultimate driver of growth is technology accumulation, and this is strongly supported by human capital accumulation.
- Delay in implementing policy change will be costly for productivity and growth.

**Economic Regrowth Depends on Policy Choices**

The Great Recession of 2007–09 was not simply a severe business cycle slowdown or even a combined collapse in credit, housing, and asset markets of the kind described by Claessens, Kose, and Terrones (2008). The global economy’s preceding boom, though unbalanced and eventually unsustainable, also revealed deep structural changes in the global economic dynamic and these are irreversible.

Thanks to improved policies in much of the developing world and the corresponding opening of avenues toward convergence with advanced economies, the former acquired increasing weight and relevance. There is ground for a reasoned optimism regarding the maintenance of such policies and thus for the continuation of those changes in the future (Canuto and Giugale 2010).

At the same time, as mentioned by Leipziger and O’Boyle (2009), the emergence of the “New Economic Powers” also entails some risks if the NEPs are inclined to seek convergence through high growth rates without incrementally taking on new responsibilities for maintenance of the system. Spence (2011b) argues persuasively that there is a new path of convergence between emerging and advanced countries, and if he is correct, the path of global reform will surely need to be accelerated and the distribution of responsibilities reexamined in earnest.
On the other hand, as noted before, nothing is already written in stone. The global economy will not be “mean reverting.” And when fundamental shifts occur, the outcomes will entail some new elements that will shape future directions and affect policy choices. The responses to those policy choices will largely determine the future face of globalization.

Of course, one may speculate. Perhaps there will be a bifurcation of possible scenarios ahead: The first is a path by which advanced economies reacquire the ability to grow, there is a simultaneous global rebalancing of demand and supply, and global growth can facilitate rather than hamper necessary structural change. The second is a path by which the global economy remains trapped in a suboptimal trajectory, considerably below potential output, with the attendant strains in terms of political economy that make convergence more disorderly.

We humbly hope the contributions in this volume might help to avoid policies conducive to the latter scenario and rather encourage the former. After all, even more-rapid convergence can have multiple paths, each with its own implication for global welfare.

Notes

1. Leipziger (2010b) draws out some early trends and inflection points of the current debate around globalization but acknowledges that much is yet to be determined depending on the emerging international economic environment and the degree to which nations see it in their interests to cooperate, even in tough times.

2. Canuto (2010) posits several sources of “autonomous growth” in developing countries, through which many developing economies will be able to keep growing even if advanced economies remain trapped in their current doldrums. As time passes, he sees a switchover of global locomotives taking place. However, a growth differential between developing and advanced economies may still emerge with higher or lower global growth rates, depending on the growth pace of the latter.

3. See, for example, IMF (2010c, 35), which asserts that “fiscal consolidation needs to start in 2011,” as well as the supporting arguments in favor of medium-run consolidation.


5. Former IMF Managing Director Dominique Strauss-Kahn stated, during a February 2011 panel discussion at the IMF in Washington, D.C., “Global imbal-
The Challenges of Growth

ances are back, and issues that worried us before the crisis—large and volatile capital flows, exchange rate pressures, rapidly growing excess reserves—are on the front burner once again” (IMF 2011).

6. Presumably, the effects would be even more adverse if interest rates rise.

7. As developing countries tap “autonomous” sources of growth, they may keep growth at rates comparable with those prevailing before the crisis and thereby partially rescue advanced economies from their low-growth trends (Canuto 2010). There are limits to this phenomenon, however, given that a rebalancing of global demand and supply happens gradually, and interdependencies still exist even in a more multipolar economic world.

8. William Dudley (2010) recently stated, “Currently, my assessment is that both the current levels of unemployment and inflation and the time frame over which they are likely to return to levels consistent with our mandate are unacceptable. I conclude that further action is likely to be warranted unless the economic outlook evolves in a way that makes me more confident that we will see better outcomes for both employment and inflation before too long.” About QE 2, see also Brahmbhatt, Canuto, and Ghosh (2010).

9. The World Bank’s “Global Economic Prospects 2011” report also points out several persistent tensions and pitfalls in the global economy, which in the short run could derail the recovery to varying degrees (World Bank 2011).

10. A full-fledged framework for such a peer process is still far from a reality and, as World Bank President Robert Zoellick (2009) said early on, “Peer review of a new Framework for Strong, Sustainable, and Balanced Growth agreed at [the Pittsburgh] G-20 Summit is a good start, but it will require a new level of international cooperation and coordination, including a new willingness to take the findings of global monitoring seriously. Peer review will need to be peer pressure.”

11. Some literature argues that fiscal adjustments can be growth-enhancing through the familiar channels of lower real interest rates, reduced uncertainty about future tax rates, and so on. At the same time, fiscal consolidation based on spending cuts, especially current spending, tends to be less contractionary than tax-based adjustments. This suggests that the nature of the fiscal adjustment could be extremely important, although one should recognize the special circumstances associated with the Great Recession: for instance, that real interest rates are already low.

12. For example, in 2009, the S&P 500 Utilities Index and S&P Global Infrastructure Index showed a 25 percent return compared with the 38 percent return for global equities measured by the S&P Global Broad Market Index (BMI). At the same time, costs of bonds and fees associated with public-private partnerships have almost doubled, raising the cost of capital for that sector. Owing to lags, the full impact of the likely pullback by the private sector will be felt only in 2011 and after.

13. It might be worth cautioning, however, that in some areas such as finance, innovation stayed ahead of regulation with disastrous consequences.
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Ascent after Decline

The global imbalances of the last decade were, everyone now realizes, a decidedly mixed blessing. They enabled China and other emerging-market economies to export their way to higher incomes. They allowed those economies’ central banks to protect themselves from capital flow volatility by accumulating vast war chests of foreign reserves. They supported buoyant asset markets and rising consumption in the advanced economies despite what were, in many cases, slowly growing or stagnant real wages. By 2004, observers were characterizing this situation as a happy complementarity of interests—as a stable and socially desirable equilibrium that might run for another 10 or 20 years (Dooley, Folkerts-Landau, and Garber 2003; Dooley and Garber 2005).

With benefit of hindsight, we now know that the prospects were not so happy. Capital inflows fed excesses in U.S. financial markets that ultimately destabilized banking systems and economies on both sides of the Atlantic (Darvas and Pisani-Ferry 2010; Obstfeld and Rogoff 2009). Those excesses bequeathed an overhang of debt and financial problems that now create the prospect of a decade of no growth or slow growth across much of the advanced industrial world.
Although the implications for emerging markets have been more positive, there, too, are indications that what worked in the past won’t work in the future. Large export surpluses and low consumption rates are likely to give way in the face of demands for higher wages and living standards, and not just in China. A manufacturing-centered growth model that makes heavy use of cheap labor, voraciously consumes raw materials, and has a large carbon footprint is unlikely to be sustainable for another 10 or 20 years (Roach 2009).

That it is now necessary to rebalance the global economy to create a sustainable basis for economic growth is a commonplace. But this frequent observation is too infrequently accompanied by specifics. This chapter attempts to provide some.

Its first half describes the specific policy challenges facing the principal national and regional economies. The second half adds some numerical precision by analyzing how much adjustment in current account imbalances to expect in the short and long run. Given the finding that emerges from this analysis—that rebalancing is likely to be an extended process, with significant imbalances persisting in the short term—the chapter concludes by suggesting measures that can make imbalances safe for growth during the transitional period while they are being resolved.

**Policy Challenges and Responses**

A first observation is that global imbalances do not merely involve the United States and China. As figure 2.1 shows, China was responsible for only a relatively small fraction of total global current account surpluses, especially toward the beginning of the decade. Even at its peak in 2007–08, the Chinese surplus accounted for only about one-fourth of total global surpluses. More important previously were the European surplus countries, led by Germany.

Equally important in the critical 2005–08 period were the oil-exporting surplus countries. The other surplus countries of emerging Asia made a smaller but still persistent and visible contribution. In this period as well, there was again a significant contribution from Northern Europe (primarily Germany).

On the deficit side, in contrast, one country—the United States—consistently dominates. Given recent events, however, it is impossible to
ignore the evidence in figure 2.1 of substantial deficits (in recent years, approaching half of U.S. levels) in the now-troubled Southern European bloc. In hindsight, again, more attention should have been paid to this aspect of the problem before 2010.

The same basic message emerges from the top and bottom halves of figure 2.1. Although the United States plays a disproportionately large role in the problem of global imbalances, the task of rebalancing global growth is not simply a U.S. story or even a U.S. and China story. A substantial number of countries, advanced and emerging, participated in the development of these imbalances. Therefore, a substantial number, advanced and emerging, will also have to contribute if rebalancing is to be compatible with the resumption of economic growth in the advanced countries and its maintenance in emerging markets.

**United States**

The U.S. current account deficit has fallen from its peak of 6 percent of gross domestic product (GDP) in 2006 to 5 percent in 2008 and 3 percent
in 2009. With the onset of the financial crisis and recession, there has been a sharp swing in the private savings-investment balance, as shown in figure 2.2.

Measured household saving has risen from near zero to close to 8 percent. Private investment, meanwhile, has dropped sharply because of recession and financial distress. The partially offsetting factor (also shown in figure 2.2) is the public saving-investment balance, or the mirror image of the fiscal stimulus that has been used to stabilize demand in the face of the crisis. In an arithmetic sense, the change in the current account balance is the difference between the rise in the net private savings ratio and the fall in its public counterpart, all expressed as shares of GDP.

The argument that this shift in the current account is more than transitory goes like this: First and foremost, given that consumption is 70 percent of U.S. GDP, the change in household saving is likely to be permanent or at least persistent. Deleveraging by the financial sector will
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**Figure 2.2 U.S. Saving, Investment, and Current Account, 1968–2011**

---

Sources: U.S. Bureau of Economic Analysis; authors’ calculations.

make access to credit more difficult. Households will face a continuing need to rebuild their retirement wealth; they are unlikely to see again anytime soon the large capital gains on real estate and equity portfolios on which they banked in the low-savings years. With the end of the Great Moderation, Americans have been reminded that the world is a risky place, encouraging more to engage in more precautionary saving. Recent research provides some support for this view (for example, Carroll and Slacalek 2009; Mody and Ohnsorge 2010).

Second, a public sector deficit on the order of 10 percent of GDP cannot persist indefinitely. Exactly how and when that deficit will be narrowed is to be seen, but it is hard to dispute that it is subject to Stein’s Law. One thing on which it is possible to agree is that there is no single solution to the problem of restoring fiscal balance. A combination of tax increases, entitlement reforms, and reductions in discretionary spending surely will be required.

There has been substantial debate about the impact of fiscal restraint on the current account. The results presented here, and discussed in the next section, suggest that there is indeed a noticeable (and statistically significant) impact—on the order of 0.3 to 0.4 percentage points’ current account improvement for each percentage point of increase in the budget balance. This result suggests that fiscal consolidation over the medium to long term can contribute significantly to global rebalancing.

Third and finally, one can imagine a subsidiary contribution to restoring current account balance from a modestly lower investment rate if, as some observers suspect, the crisis has permanently damaged the growth potential of the economy and rate of return on capital. Financial regulation that increases the cost of intermediation, and thereby the cost of capital, will work in the same direction.

With the United States saving more relative to what it produces, its net exports will have to rise. The historical rule of thumb, neglecting autonomous changes in foreign demand, is that a 1 percent improvement in the U.S. current account requires a 10 percent fall in the real trade-weighted dollar exchange rate to price the additional U.S. goods into foreign markets and shift domestic spending away from imports. This is the result that obtains in the Organisation for Economic Co-operation and Development’s economic model. Some will say that
the requisite shift is now larger because the U.S. manufacturing sector has been allowed to atrophy, reducing the country’s export base. Stronger growth in the demand abroad for U.S. goods (think China) would moderate the magnitude of the necessary fall, while weaker growth in such demand abroad (think Europe) would accentuate it. Obstfeld and Rogoff (2007) and Eichengreen and Rua (2010) simulate these adjustments, distinguishing demands for traded and nontraded goods and making different assumptions about the rate of growth of foreign demand. According to Eichengreen and Rua (2010), halving the size of the U.S. current account deficit requires a 15 percent fall in the dollar real exchange rate, assuming an increase in demand in the rest of the world that offsets the posited reduction in U.S. demand equaling 3 percent of U.S. GDP (which is the posited change in the U.S. saving-investment balance). As the increase in foreign demand grows smaller, or even as the same increase in foreign demand is concentrated in a smaller subset of countries, the requisite depreciation of the dollar grows larger.

On balance, it is hard to avoid the conclusion that more is needed to achieve a sustainable reduction in the U.S. current account deficit. As of early summer 2011, the fall from the November 2005 local peak in the Federal Reserve’s Price-Adjusted Major Currencies Dollar Index was around 19 percent. Following the outbreak of the subprime crisis and then the Bear Stearns and Lehman Brothers shocks, the dollar strengthened as investors fled to the safe haven of the U.S. Treasury market. With the outbreak of financial turbulence in Europe in 2010, this experience was repeated: the dollar strengthened again, both against the euro and on an effective basis.

So long as the dollar exchange rate continues to be driven more by capital flows than by the correlates of the current account, and so long as the U.S. Treasury market continues to be seen as a safe haven, it is hard to see how the halving of the U.S. current account deficit can be sustained. One can imagine that, as continued capital inflows lead to mounting U.S. external indebtedness, the dollar’s safe-haven status will be called into question. But it is hard to know when.

In the short run, then, it seems all but inevitable that as U.S. investment picks up and as additional investment feeds more growth and demand, the U.S. current account deficit will widen again. The International Monetary Fund (IMF) forecasts that this widening will be
limited to no more than half a percent of GDP over the next five years (IMF 2010a). That projection is either overly optimistic or it is making additional, unspecified assumptions about dollar decline or strong demand growth abroad.10

Europe
For present purposes, the European continent can be divided into two parts: Northern Europe (primarily Germany) and Southern Europe (Greece, Italy, Portugal, Spain, and the honorary member, Ireland)—each of which will have to make very different contributions to rebalancing.11 As figure 2.3 shows, Germany’s surplus and the PIIGS12 deficits are now more or less offsetting (as they also were, more or less, for much of the preceding decade).

Because Europe as a whole has not been in large current account surplus or deficit, it is hard to argue that the continent played a major role in the buildup of global imbalances.13 Where this pattern of intra-European

Figure 2.3 Current Account Balance as a Percentage of Euro Area GDP, 1995–2010

Source: IMF 2011.
imbalance clearly did play a role was in the buildup of vulnerabilities within Europe (which, as already seen, will have implications for what happens going forward).

With the decline in borrowing costs attendant on the European Monetary Union, there was a large rise in consumption spending across Southern Europe (see, for example, Jaumotte and Sodsriwiboon 2010). In some countries (such as Spain), this spending was mainly private dis-saving; in others (Greece and Portugal), government took an active part. Partly as a result of the concurrent shift to current account surplus in Germany, the resulting Southern European deficits were freely financed. The 2008–09 crisis was then the straw that broke the camel’s back. Governments had no choice but to support demand with additional public spending, even while employment and export supply declined. The result was the growth of twin deficits, culminating in 2010 in fears of a regionwide sovereign debt crisis.

**Euro Area Deficit Countries.** One consequence is the need now for significant fiscal consolidation across the crisis countries. Table 2.1 shows that planned budget reductions in 2010 ranged from 7 percent of GDP in Greece to 3 percent in Ireland and 2.5 percent in Portugal and Spain.

---

**Table 2.1 Fiscal Adjustment in the Euro Area, 2010–11**

<table>
<thead>
<tr>
<th>Proportion of Euro Area GDP (%)</th>
<th>Discretionary budget cuts (% of GDP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>2010</td>
</tr>
<tr>
<td>France</td>
<td>21.3</td>
</tr>
<tr>
<td>Germany</td>
<td>26.8</td>
</tr>
<tr>
<td>Greece</td>
<td>2.6</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.8</td>
</tr>
<tr>
<td>Italy</td>
<td>16.9</td>
</tr>
<tr>
<td>Portugal</td>
<td>1.8</td>
</tr>
<tr>
<td>Spain</td>
<td>11.7</td>
</tr>
<tr>
<td>Others</td>
<td>16.9</td>
</tr>
<tr>
<td><strong>Euro Area</strong></td>
<td><strong>100.0</strong></td>
</tr>
</tbody>
</table>

Source: Economist 2010, drawing on Barclay’s Capital.
These reductions were to be followed by somewhat smaller adjustments in the same direction in 2011 (except in Spain and Portugal at the time of writing, where the projected fiscal adjustments are projected to increase). With not just public but also private spending likely to be weak, current account deficits will tend to narrow.

Were Southern Europe to swing sharply toward current account balance, that would increase the difficulty of engineering the same shift in the United States. In fact, the IMF expects the current account deficits across Southern Europe to shrink only gradually: table 2.2 shows that of Greece falling only from 10 percent of GDP in 2010 to the 7–8 percent range thereafter, that of Italy falling by barely 1 percent of GDP, that of Portugal falling not at all before 2012 and after that by only 1 percentage point of GDP, and that of Spain falling by barely a fourth of a percentage point of GDP.

### Table 2.2 Actual and Projected Current Account Balances in the Euro Area, 2008–16 percentage of GDP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>4.86</td>
<td>2.91</td>
<td>3.17</td>
<td>3.06</td>
<td>3.11</td>
<td>3.31</td>
<td>3.33</td>
<td>3.28</td>
<td>3.15</td>
</tr>
<tr>
<td>Belgium</td>
<td>–1.90</td>
<td>0.84</td>
<td>1.20</td>
<td>1.02</td>
<td>1.20</td>
<td>1.50</td>
<td>1.88</td>
<td>2.31</td>
<td>2.40</td>
</tr>
<tr>
<td>Finland</td>
<td>2.85</td>
<td>2.35</td>
<td>3.13</td>
<td>2.76</td>
<td>2.57</td>
<td>2.63</td>
<td>2.74</td>
<td>2.80</td>
<td>2.84</td>
</tr>
<tr>
<td>France</td>
<td>–1.91</td>
<td>–1.93</td>
<td>–2.05</td>
<td>–2.78</td>
<td>–2.70</td>
<td>–2.42</td>
<td>–2.25</td>
<td>–2.22</td>
<td>–2.19</td>
</tr>
<tr>
<td>Germany</td>
<td>6.73</td>
<td>5.00</td>
<td>5.31</td>
<td>5.14</td>
<td>4.56</td>
<td>4.34</td>
<td>4.26</td>
<td>3.99</td>
<td>3.62</td>
</tr>
<tr>
<td>Ireland</td>
<td>–5.65</td>
<td>–3.04</td>
<td>–0.72</td>
<td>0.19</td>
<td>0.59</td>
<td>0.24</td>
<td>0.16</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>Italy</td>
<td>–2.93</td>
<td>–2.08</td>
<td>–3.50</td>
<td>–3.37</td>
<td>–2.96</td>
<td>–2.97</td>
<td>–2.98</td>
<td>–2.73</td>
<td>–2.41</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>5.26</td>
<td>6.70</td>
<td>7.72</td>
<td>8.54</td>
<td>8.70</td>
<td>8.93</td>
<td>9.15</td>
<td>9.24</td>
<td>9.29</td>
</tr>
<tr>
<td>Netherlands</td>
<td>4.26</td>
<td>4.57</td>
<td>7.13</td>
<td>7.88</td>
<td>8.23</td>
<td>7.84</td>
<td>7.24</td>
<td>6.60</td>
<td>6.05</td>
</tr>
<tr>
<td>Slovenia</td>
<td>–6.67</td>
<td>–1.49</td>
<td>–1.16</td>
<td>–2.00</td>
<td>–2.10</td>
<td>–2.10</td>
<td>–2.20</td>
<td>–2.42</td>
<td>–2.62</td>
</tr>
</tbody>
</table>

Source: IMF 2011; data for 2011–16 are staff projections.

Note: The table does not include figures for Estonia, which was admitted to the Euro Area in 2011.
These April 2011 forecasts assume that private spending and growth will be maintained and that investment (the current account deficit being the excess of investment over saving) will not take a sustained hit.

Subsequent events however, call these rosy forecasts into question. To reassure financial markets, governments have been compelled to adopt even larger discretionary cuts to their budgets. Uncertainty about implementation and about the prospects for European economic growth is likely to have a more powerful negative impact on private spending. With deeper recessions, current accounts will move toward balance more quickly. They will move not as a result of Southern European countries exporting more (the absence of a national exchange rate ruling out devaluation to jump-start exports, and the dependence of these economies on intra-European exports limiting the benefits of euro depreciation) but as a result of their importing less. Deeper recessions and less spending on imports will mean less support for global rebalancing.

Measures to reduce uncertainty and otherwise limit the depth of the recessions associated with these fiscal consolidation measures would encourage investment. More investment would both help the countries in question and contribute to global rebalancing—objectives that point to the importance of solidifying political support for fiscal consolidation where it is fragile. It means making the necessary consolidation as growth-friendly as possible by relying more heavily on cutting public expenditure than on increasing taxes. It means relying more on cuts to current, rather than capital, expenditure (where the latter often proves temporary) and, where tax increases are needed, relying on less-distortionary taxes (increases in value added taxes and sin taxes). It means restructuring debts where they are unsustainable (such as in Greece). It means coming clean about the adequacy of the capitalization of European banks holding the debts that must be restructured. It means supplementing fiscal consolidation with structural (labor-market and other regulatory) reform to address these economies’ supply-side weaknesses and attract the foreign capital needed to finance current account deficits that will only be wound down slowly.

And it means reiterating the commitment of other European countries to temporarily provide this finance if markets fail. Alas, these seem like formidable prerequisites for ensuring mild recessions and modest support from this region for global rebalancing.
**Euro Area Surplus Countries.** Support from the Euro Area surplus countries—Germany and its smaller compatriots (Austria, Finland, and the Netherlands)—would make life for Southern Europe easier and also contribute to global rebalancing. According to the forecasts shown above in table 2.2, the current account surplus of the dominant member of this group, Germany, will remain stable through 2011, the government doing little if any budget cutting until then (and the economy still feeling a positive discretionary impulse in 2010, reflecting the phased implementation of earlier stimulus measures). Subsequently, the projection shows Germany’s current account surplus shrinking by 1 percent of its GDP by 2013 and another 1 percent by 2015. Even then, however, German current account surpluses remain substantial. The euro now having fallen significantly, further boosting German exports, one can reasonably ask whether this vision of a progressively narrowing German surplus is overly optimistic.\(^{16}\)

This adjustment would be aided by measures that boosted German investment relative to saving. German commentators regularly bemoan the country’s low rate of domestic investment, which is running at only 16 percent of GDP—lower than in France, lower than in Italy, and lower than the Euro Area average (19 percent, according to European Central Bank data for the first quarter of 2010). Investment tax credits can be used to encourage investment at home. Product market deregulation and the elimination of red tape can encourage investment in the underdeveloped service sector. These measures would be consistent with the pro-growth agenda of the German government and also contribute to global and intra-European rebalancing.

Operating on the savings side of the savings-investment imbalance would be harder. Standing in the way of continued public dissaving in Germany are (a) a constitutional amendment requiring the government to run a quasi-balanced budget and (b) a powerful collective psychology. If policy initiatives to promote investment result in faster economic growth, this could lead to a temporary decline in saving and increased household spending in anticipation of higher future incomes. But the experience of the last decade does not suggest that this mechanism works powerfully in Germany.

**Non–Euro Area Countries.** What about non–Euro Area Europe? In terms of global imbalances, non–Euro Area Europe means mainly the United
Kingdom. (Denmark, Norway, and Sweden have been running surpluses, but they are small economies. In Eastern Europe, only the South-eastern European economies, which are even smaller, are now running substantial current account deficits.)

The United Kingdom is running a current account deficit of 1.7 percent of GDP, which the IMF foresees as shrinking only marginally. The question is whether that external deficit could now fall more sharply because of the weakness of sterling and because of the new government’s deep budget cuts, which could slow public spending, private investment, and growth. Such a result would not be helpful from the rebalancing point of view.

In sum, the picture in Europe is mixed because Europe is mixed. That Southern Europe and possibly the United Kingdom will substantially reduce their current account deficits seems fairly certain. Whether Germany and other countries will take up the slack is less clear.

China

Most of the attention devoted to China’s high savings rate (approaching 45 percent of GDP and producing a substantial current account surplus despite the country’s high level of investment) focuses on household saving. Chinese households have good reason for precautionary saving. The structure of the economy is changing rapidly, with uncertain implications for people’s livelihoods. With the declining relative importance of state companies, the social safety net has been effectively downsized. There is limited scope for borrowing to pay for health care, education, and other costs. Public support for retirees is similarly limited.17

The policy recommendations that flow from this analysis are familiar: China should develop its financial markets as well as its education, rural health care, and public pension systems. Those recommendations also have implications for global rebalancing. Building financial markets and a social safety net will take time; these are not institutional reforms that can be carried out in a few years. With the determinants of household savings rates changing only gradually, China’s current account surplus will narrow only gradually.18 There may be hope for a contribution to global rebalancing in the medium term but not much in the short run.

In fact, household savings rates in China have been declining in recent years, which makes it hard to blame them for the growth of the Chinese
surplus (Prasad 2009). They are not unusually high by the standards of other emerging markets. Savings, as conventionally measured, amount to only some 35 percent of household income, which is not extraordinary. Moreover, household saving accounts for, at most, half of national saving. The other half is undertaken by enterprises and (until recently) government.

One explanation for the high level of corporate saving is that the strong performance of Chinese exports has given export-oriented enterprises more profits than they can productively invest. Some commentators move from this observation to the conclusion that the government should revalue the currency to reduce this profitability. This is an uncomfortable argument; it suggests that the authorities should want to make the leading sector of their economy less profitable and efficient—and especially that they would want to subject that sector to a sharp shock to profitability in the form of a step revaluation. From this point of view, it is understandable that Chinese officialdom has been reluctant to see more than gradual appreciation of the renminbi, which, other things equal, would be unlikely to make more than a gradual impact on global imbalances.

On the other hand, if the 2010 upsurge in labor unrest and double-digit wage increases (prominently at Foxconn and Honda but also more broadly) indicate that previous policy amounted to an effort to artificially hold down the real exchange rate that is now abruptly unraveling, there could be a more discontinuous adjustment. Wage increases of 20 percent would not be unlike a 20 percent revaluation in their effect on exporters’ competitiveness. If the upsurge in labor militancy is general, the impact on global imbalances could be significant (see also Kroeber 2010). Deutsche Bank (2010) uses a multisector computable general equilibrium model to estimate the impact of a 20 percent wage increase and concludes that this would raise consumption and investment by 3.9 percent of domestic production (equivalently, net exports fall by 3.9 percent of GDP). In other words, a 20 percent wage increase would be enough to cut the Chinese surplus by about half.

But the high savings of Chinese enterprises is more than simply a matter of the real exchange rate. In addition, it likely reflects the underdevelopment of financial markets as borrowing-constrained enterprises accumulate funds in anticipation of future investment needs. Tyers
and Lu (2009) suggest that the high corporate savings rate also reflects the market power and extraordinary profits of a handful of state-owned firms that dominate key industries such as mining, petroleum refining, steel manufacturing, and transport and communications. Their situation contrasts with that of the textile, footwear, and processed agricultural products industries, where private firms dominate, entry is relatively free, and rates of return on capital (profitability) have been lower.

This diagnosis is not universally accepted. If it is correct, however, potential solutions include passing state-owned enterprises’ (SOE) dividend payments to the state on to consumers through a commensurate reduction in labor income taxes. Another solution involves using competition policy to encourage entry and reduce oligopoly rents. The government has embraced the practice of offsetting dividend receipts with reductions in labor taxes, although its dividend receipts remain limited. Entry (especially into heavy industry) sufficient to eliminate oligopoly profits is likely to take time, however.

Meanwhile, an alternative would be the imposition of price caps in sectors where market power is pervasive—a step in the direction of the undistorted equilibrium. It would reduce corporate savings, other things equal, but other things would not be equal in practice. The excessive markups associated with oligopoly power in China are concentrated in the sheltered sector. (This makes sense: exporters face the pressure of foreign competition.) Reducing the prices of the intermediate inputs they supply without reducing their quantity could end up making exports—of non-labor-intensive manufactures such as metals and motor vehicles—more competitive and could offset, in part, the reduction in national saving and in the current account surplus. In any case, all these policies run up against the constraint that the SOE sector is politically influential.

Finally, Green (2010) points to the contribution of government to national saving. The 2009–10 period was an exception; China rolled out a massive fiscal stimulus, the largest relative to GDP of any country, and the budget of the consolidated public sector swung into a deficit of roughly 3 percent of GDP. But this occurred against the backdrop of a steadily growing government budget surplus. Flow-of-funds data (arguably superior to the official budget figures in that they capture off-budget sources of revenue, including those from land sales) show that revenues of all levels of government as a share of national income rose
by half between 1994 and 2007—from 16 percent to 24 percent—while spending failed to keep up. Green's data show that government saving, including revenue from land sales, contributed nearly half as much as either the household or corporate sectors to overall national saving.

Although the government's contribution to national saving could presumably be adjusted more quickly than the nongovernmental component, there are limits. Spending on infrastructure, among other things, would be difficult to ramp up further. The authorities are already making every effort to ramp up the rural health care system. They would like to fund three additional years of compulsory schooling, but training qualified teachers takes time. At the same time, the government could cut business taxes, on the underdeveloped service sector in particular. Such a tax cut would have the complementary effect of encouraging the reallocation of resources toward the production of nontraded goods, which would be helpful for global rebalancing.

The IMF sees the Chinese current account surplus as rising slightly, from 6.2 percent to 7.3 percent of GDP by 2013 and to 8 percent of GDP in 2015. Although China avoids an external surplus in excess of 10 percent of GDP (the 2007–08 average), only in that sense does it contribute to global rebalancing. Significant rebalancing would require it to do more. The analysis here suggests that this could be achieved only through a broad combination of policies.22

**Other East Asian Countries**

The recipe for moving Japan closer to current account balance is well known: ending deflation and restoring growth would (a) encourage investment by firms anticipating higher prices and profits and (b) encourage consumption by households anticipating higher incomes.

Reactions to the recent recession illustrate the point. In the 2009 downturn, the sizable increase in the fiscal deficit (discretionary fiscal measures were some 1.4 percent of GDP in 2009, and the total budget deficit increased to 4.9 percent of GDP) could have substantially reduced the current account surplus. That increased deficit, however, was offset by an increase in the household financial surplus of 2.8 percent of GDP and an increase in nonfinancial and financial corporations’ financial surplus of another 2.8 percent of GDP as both households and firms cut back on their spending.23
The trend in household savings rates was downward in the past decade, reflecting a rising old-age dependency ratio and predictable life-cycle effects (Kawai and Takagi 2010). Most of the leverage for policy is thus likely to come from measures designed to stimulate corporate investment, not personal consumption. Getting spending going again is far from impossible, but it is something the authorities have been attempting to do, without noticeable success, for the better part of two decades. Given Japan’s on-again, off-again fiscal stimulus and buildup of public debt, the scope for further fiscal measures is limited. Quantitative easing to push down the yen has never been particularly successful, for whatever reason.

By process of elimination, strong demand for Japanese capital goods and sophisticated intermediate inputs by China and other emerging East Asian countries holds out the most promise for encouraging corporate investment. To encourage this, Kawai and Takagi (2010) recommend currency appreciation in China and elsewhere in the region, together with active efforts to further liberalize intra-Asian trade.

Consistent with this view, Thorbecke (2010) finds that currency appreciation by non-China and non-Japan Asia would stimulate imports by developing Asian countries of both consumption and capital goods, from Japan and generally. Appreciation would likewise induce a significant reduction in exports to the United States.

Labor-intensive exports would be affected most dramatically—making it important that governments, when allowing their currencies to appreciate, take proactive measures to stimulate labor-intensive employment elsewhere, namely in the service sector. Encouraging investment in this sector would both hold out the potential for employment-rich growth and be a step toward correcting the saving-investment imbalance that shows up as chronic current account surpluses in emerging Asia.

On the savings side, authors including Aziz and Lamberte (2010) recommend the same policy reforms as in China—building social safety nets and developing financial markets—although for countries such as Indonesia, the Philippines, and Thailand, they don’t hold out hope for fast-enough progress to make a significant dent in imbalances.

In addition, the loss of exports by individual countries is less, but the overall contribution to reducing global imbalances is greater, when the
countries of the region jointly appreciate their currencies (Thorbecke 2010). Moving together limits each individual Asian country’s loss of competitiveness in the United States and other extra-Asian markets. In addition, joint appreciation would presumably be accompanied by measures to encourage consumption spending regionwide, opening up additional export opportunities within Asia.

The other constraint on rebalancing in emerging Asia—aside from concern with exports, employment, and overall economic growth—is reserve adequacy. Emerging Asian countries have run persistent current account deficits since 1997–98, partly in the desire to accumulate larger buffers of foreign exchange reserves, which they see as useful for insulating their economies from capital flow volatility. There is the distinct possibility that they will conclude from the experience of 2008–09 that still-larger reserve cushions are desirable. Supplements to national reserve holdings would therefore increase those countries’ willingness to contribute to rebalancing.

The alternatives here include the following:

- Establishment of an effective, quick-disbursing, lightly conditioned facility at the IMF, together with the willingness of Asian governments to access it
- A network of currency swap lines and credits outside the IMF, as proposed by the government of the Republic of Korea in its capacity as Group of 20 (G-20) chair
- Regional reserve pooling arrangements, which could perhaps operate in conjunction with the IMF.

Of these three options, the third appears to be the most viable. Asian governments remain reluctant to approach the IMF, and the IMF’s principal shareholders, for their part, would be reluctant to create a global system of currency swaps and credits that was tantamount to a shadow IMF. ASEAN+3 has made progress in strengthening and multilateralizing its Chiang Mai Initiative, which operates in conjunction with the IMF. The implication for policy is that the participants now need to show a readiness to actually use the mechanism. The implication for the empirical work here is that reserve levels may be an important determinant of global imbalances, at least for certain countries and regions.
Oil-Exporting Nations
In the focus on China’s external surpluses, it is sometimes forgotten that in 2008 the combined current account balance of the oil-exporting nations (as previously shown in figure 2.1) exceeded that of China and emerging East Asia. Of course, in 2009 the oil exporters’ surpluses fell precipitously—from 1.08 percent to 0.34 percent of world GDP. This volatility in their current account balances is largely, but not wholly, driven by the volatility in petroleum prices.

Individual oil exporters can do little to mitigate the wide variation in their current account balances. Furthermore, it makes sense for some of these countries to save a large proportion of the oil revenue increases that are due to price increases (IMF 2008, box 6-1). Hence, substantial responsibility for these movements in current account balances devolves upon the consuming nations, including the United States and China. The former is the largest single importer of oil (2009 oil imports accounted for 86 percent of the total U.S. trade deficit), while the latter has contributed the largest increment to world oil imports in recent years. Small variations in demand conditions in these two countries, combined with relatively low price elasticities of supply and demand, explain a large share of the global imbalances in 2006–08.

The preceding discussion suggests that a concerted effort to reduce the pace of oil-demand increases in both the United States and China would moderate global imbalances. Increasing the relative price of oil would thus have a positive impact on efforts to rebalance. The United States, with its relatively low energy taxes, would be a prime candidate for progress here (Chinn 2005).

Empirics
This section offers a simple analytical and forecasting model of current account balances, building on the work of Chinn and Ito (2007). The analysis includes data for the crisis period, enabling an examination of whether the relationship between the current account and its proximate determinants changed around the time of the crisis.

These and earlier data are used to conduct in- and out-of-sample forecasting exercises. The analysis considers several familiar, not necessarily mutually exclusive, hypotheses and arguments that have been offered
to explain global imbalances. These include the twin deficit hypothesis (Chinn 2005); the saving glut hypothesis (Greenspan 2005a, 2005b; Bernanke 2005; Clarida 2005); and the asset bubble-driven explanation of current account balances (Aizenman and Jinjarak 2009; Fratzscher and Straub 2009).

Following Chinn and Prasad (2003), Chinn and Ito (2007), and Ito and Chinn (2009), the authors estimate the following models:

Model 1

\[ y_{i,t} = \alpha + \beta_1 BB_{i,t} + \beta_2 FD_{i,t} + X_{i,t} \Gamma + u_{i,t} \]  

Model 2

\[ y_{i,t} = \alpha + \beta_1 BB_{i,t} + \beta_2 FD_{i,t} + \beta_3 LEGAL_i + \beta_4 KAOPEN_i + \beta_5 (FD_{i,t} \times LEGAL_i) + \beta_6 (LEGAL_{i,t} \times KAOPEN_{i,t}) + X_{i,t} \Gamma + u_{i,t} \]  

where

- \( y_{i,t} \) refers to three dependent variables: the current account balance, national saving, and investment, all expressed as a share of GDP;
- \( FD \) is a measure of financial development, for which private credit creation (PCGDP) is usually used;
- \( KAOPEN \) is the Chinn and Ito (2006) measure of financial openness;
- \( LEGAL \) is a measure of legal or institutional development—the first principal component of law and order (LAO), bureaucratic quality (BQ), and anticorruption measures (CORRUPT); and
- \( X_{i,t} \) is a vector of macroeconomic and policy control variables that include familiar determinants of current account balances such as net foreign assets as a ratio to GDP, relative income (to the United States), its quadratic term, relative dependency ratios on young and old populations, terms-of-trade (TOT) volatility output growth rates, trade openness (exports + imports/GDP), dummies for oil-exporting countries, and time fixed effects.

Panels of nonoverlapping five-year averages are used for all explanatory variables except when noted otherwise. All variables, except for net foreign assets to GDP, are converted into the deviations from their
GDP-weighted world mean before the calculation of five-year averages; net foreign asset ratios are sampled from the first year of each five-year panel as the initial conditions. The data are extracted mostly from publicly available datasets such as the World Development Indicators, International Financial Statistics, and World Economic Outlook (for details, see annex 2.1).

In-Sample Results
The sample includes annual data for 23 industrial and 86 developing countries covering the four decades of 1970–2008. The authors regress current account balances, national saving, and investment on the same set of regressors separately for industrial countries (IDC), less-developed countries (LDC), and emerging-market economies (EMG).

Table 2.3 shows the results for model 1 (equation 6.1).

Note first that these results are consistent with the twin deficits hypothesis: budget surpluses and current account surpluses move together, other things equal. A coefficient of less than 1 suggests, however, that they move together less than proportionately. Larger net foreign assets, which should generate a stronger income account, affect the current account balance positively, as anticipated. The relative income terms, which tend to be jointly if not always individually significant, show that higher-income countries generally have stronger current accounts (as if capital tends to flow from higher- to lower-income countries). Countries with higher dependency ratios (and, by the life-cycle hypothesis, slower savings rates) generally have weaker current accounts. Oil-exporting countries have stronger current accounts, other things equal. All this is as expected.

The Caballero, Farhi, and Gourinchas (2008) hypothesis—that countries with more-developed financial markets should have weaker current accounts (capital flows from China, with its underdeveloped capital markets, to the United States, which has a comparative advantage in producing safe financial assets)—finds weak support in the full sample (leftmost column of table 2.3). The pattern is the same, but the significance of the effect vanishes when disaggregating industrial and developing countries. This is perhaps not surprising in that the hypothesis in question emphasizes flows between industrial and developing countries, not among members of the two subgroups.
Table 2.3 Current Account Regression without Institutional Variables

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full</td>
<td>IDC</td>
<td>LDC</td>
<td>EMG</td>
</tr>
<tr>
<td>Government budget balance</td>
<td>0.283</td>
<td>0.414</td>
<td>0.28</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>(0.064)***</td>
<td>(0.086)***</td>
<td>(0.068)***</td>
<td>(0.065)*</td>
</tr>
<tr>
<td>Net foreign assets (initial)</td>
<td>0.039</td>
<td>0.089</td>
<td>0.029</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>(0.006)***</td>
<td>(0.014)***</td>
<td>(0.007)***</td>
<td>(0.013)*</td>
</tr>
<tr>
<td>Relative income</td>
<td>0.058</td>
<td>0.023</td>
<td>0.097</td>
<td>0.241</td>
</tr>
<tr>
<td></td>
<td>(0.015)***</td>
<td>(0.017)</td>
<td>(0.020)***</td>
<td>(0.092)***</td>
</tr>
<tr>
<td>Relative income squared</td>
<td>0.073</td>
<td>–0.104</td>
<td>0.073</td>
<td>0.161</td>
</tr>
<tr>
<td></td>
<td>(0.019)***</td>
<td>(0.082)</td>
<td>(0.018)***</td>
<td>(0.083)*</td>
</tr>
<tr>
<td>Dependency ratio (young)</td>
<td>–0.046</td>
<td>0.012</td>
<td>–0.034</td>
<td>–0.02</td>
</tr>
<tr>
<td></td>
<td>(0.015)***</td>
<td>(0.023)</td>
<td>(0.017)***</td>
<td>(0.018)</td>
</tr>
<tr>
<td>Dependency ratio (old)</td>
<td>–0.025</td>
<td>0.013</td>
<td>–0.025</td>
<td>–0.054</td>
</tr>
<tr>
<td></td>
<td>(0.009)***</td>
<td>(0.017)</td>
<td>(0.011)**</td>
<td>(0.019)***</td>
</tr>
<tr>
<td>Financial development (PCGDP)</td>
<td>–0.016</td>
<td>–0.025</td>
<td>0.013</td>
<td>–0.008</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.016)</td>
<td>(0.013)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>TOT volatility</td>
<td>0.007</td>
<td>–0.100</td>
<td>–0.009</td>
<td>–0.003</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.053)*</td>
<td>(0.022)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Average GDP growth</td>
<td>–0.184</td>
<td>0.056</td>
<td>–0.209</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>(0.121)</td>
<td>(0.173)</td>
<td>(0.132)</td>
<td>(0.121)</td>
</tr>
<tr>
<td>Trade openness</td>
<td>–0.001</td>
<td>–0.013</td>
<td>–0.014</td>
<td>–0.018</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.013)</td>
<td>(0.008)*</td>
<td>(0.010)*</td>
</tr>
<tr>
<td>Oil-exporting countries</td>
<td>0.034</td>
<td>–</td>
<td>0.033</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>(0.013)***</td>
<td>(0.013)***</td>
<td>(0.016)***</td>
<td></td>
</tr>
<tr>
<td>Dummy for 2001–05</td>
<td>0.014</td>
<td>0.023</td>
<td>0.018</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.010)**</td>
<td>(0.018)</td>
<td>(0.017)**</td>
</tr>
<tr>
<td>Dummy for 2006–08</td>
<td>0.007</td>
<td>0.010</td>
<td>0.016</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.011)</td>
<td>(0.020)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>Observations</td>
<td>670</td>
<td>180</td>
<td>490</td>
<td>256</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.45</td>
<td>0.50</td>
<td>0.47</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.

Note: IDC = industrial countries. LDC = less-developed countries. EMG = emerging-market countries. PCGDP = ratio of private credit to GDP. TOT = terms of trade. — = not included. Time fixed effects are included in the estimation, but only those for the 2001–05 and 2006–08 periods are reported in the table.

Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent.

Two dummy variables for the 2001–05 and 2006–08 subperiods look to the question of whether recent experience has been unusual. Emerging-market economies appear to have run unusually large surpluses in the first subperiod, consistent with the idea that they were
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fixated on minimizing financing vulnerabilities and accumulating reserves following the Asian crisis. Such behavior is not evident for emerging markets as a group in 2006–08, when the contribution of emerging markets to global imbalances was increasingly a China story. Surprisingly, the industrial countries as a group ran larger surpluses in the same 2001–05 period than their other characteristics would lead one to expect. Evidently the United States was an outlier in this respect.

Table 2.4 then reports estimates of the models for savings and investment separately.

A few results of note:

- Government budget deficits affect primarily national saving (in the same direction as government saving, contrary to Ricardian equivalence stories).
- Dependency ratios affect both savings and investment (as emphasized in Eichengreen and Fifer 2002).
- Financial development has a more consistent impact on investment than on saving (something that would not be obvious a priori).

Other variables that do not appear to have a significant impact on the current account balance in table 2.3—such as growth, trade openness, and terms-of-trade volatility—nonetheless affect both savings and investment significantly; they just affect them in the same direction.

Tables 2.5 and 2.6 add the institutional variables. (Here, only the results for the current account balance in table 2.5 are discussed.)

The principal result of interest is the coefficient on the interaction between capital account openness and financial development (together with the financial development effect discussed above). For the full sample, the results again support the Caballero, Farhi, and Gourinchas (2008) interpretation of global imbalances. Among emerging markets, those with better-developed financial markets and open capital accounts similarly have weaker current account balances, as if they were on the receiving end of inflows (or experience the least tendency for capital to flow out). Among the industrial countries, however, this pattern is no longer evident.

A number of alternative specifications yielded similar results. One of interest involved adding foreign reserves as a percentage of GDP, lagging one five-year period, as an additional explanatory variable. Lagging
## Table 2.4 National Saving and Investment Regression without Institutional Variables

<table>
<thead>
<tr>
<th></th>
<th>National Saving</th>
<th>Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(5) Full</td>
<td>(6) IDC</td>
</tr>
<tr>
<td>Government budget balance</td>
<td>0.411</td>
<td>0.582</td>
</tr>
<tr>
<td></td>
<td>[0.111]**</td>
<td>[0.081]**</td>
</tr>
<tr>
<td>Net foreign assets (initial)</td>
<td>0.024</td>
<td>0.078</td>
</tr>
<tr>
<td></td>
<td>[0.013]*</td>
<td>[0.01]**</td>
</tr>
<tr>
<td>Relative income</td>
<td>−0.007</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>[0.033]</td>
<td>[0.021]</td>
</tr>
<tr>
<td>Relative income squared</td>
<td>0.048</td>
<td>−0.170</td>
</tr>
<tr>
<td></td>
<td>[0.042]</td>
<td>[0.093]**</td>
</tr>
<tr>
<td>Dependency ratio (young)</td>
<td>−0.091</td>
<td>−0.066</td>
</tr>
<tr>
<td></td>
<td>[0.018]**</td>
<td>[0.023]**</td>
</tr>
<tr>
<td>Dependency ratio (old)</td>
<td>−0.030</td>
<td>−0.042</td>
</tr>
<tr>
<td></td>
<td>[0.014]**</td>
<td>[0.017]**</td>
</tr>
<tr>
<td>Financial development (PCGDP)</td>
<td>0.031</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>[0.016]**</td>
<td>[0.012]</td>
</tr>
<tr>
<td>TOT volatility</td>
<td>−0.009</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td>[0.038]</td>
<td>[0.060]**</td>
</tr>
</tbody>
</table>
Table 2.4 (continued)

<table>
<thead>
<tr>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
<th>(12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full</td>
<td>IDC</td>
<td>LDC</td>
<td>EMG</td>
<td>Full</td>
<td>IDC</td>
<td>LDC</td>
</tr>
<tr>
<td>Average GDP growth</td>
<td>0.593</td>
<td>0.193</td>
<td>0.547</td>
<td>1.071</td>
<td>0.908</td>
<td>0.397</td>
<td>0.900</td>
</tr>
<tr>
<td></td>
<td>[0.173]**</td>
<td>[0.217]</td>
<td>[0.179]**</td>
<td>[0.161]**</td>
<td>[0.098]**</td>
<td>[0.302]</td>
<td>[0.101]**</td>
</tr>
<tr>
<td>Trade openness</td>
<td>0.024</td>
<td>0.029</td>
<td>0.011</td>
<td>0.010</td>
<td>0.021</td>
<td>0.029</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>[0.007]**</td>
<td>[0.016]*</td>
<td>[0.009]</td>
<td>[0.011]</td>
<td>[0.005]**</td>
<td>[0.011]**</td>
<td>[0.007]**</td>
</tr>
<tr>
<td>Oil-exporting countries</td>
<td>0.079</td>
<td>—</td>
<td>0.088</td>
<td>0.053</td>
<td>0.046</td>
<td>—</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>[0.018]**</td>
<td>—</td>
<td>[0.019]**</td>
<td>[0.015]**</td>
<td>[0.012]**</td>
<td>—</td>
<td>[0.011]**</td>
</tr>
<tr>
<td>Dummy for 2001–05</td>
<td>−0.015</td>
<td>−0.059</td>
<td>0.047</td>
<td>0.047</td>
<td>−0.034</td>
<td>−0.090</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>[0.011]</td>
<td>[0.011]**</td>
<td>[0.016]**</td>
<td>[0.019]**</td>
<td>[0.014]**</td>
<td>[0.019]**</td>
<td>[0.014]</td>
</tr>
<tr>
<td>Dummy for 2006–08</td>
<td>0.007</td>
<td>−0.052</td>
<td>0.082</td>
<td>0.054</td>
<td>−0.017</td>
<td>−0.070</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>[0.014]</td>
<td>[0.012]**</td>
<td>[0.021]**</td>
<td>[0.026]**</td>
<td>[0.014]</td>
<td>[0.018]**</td>
<td>[0.015]**</td>
</tr>
<tr>
<td>Observations</td>
<td>670</td>
<td>180</td>
<td>490</td>
<td>256</td>
<td>670</td>
<td>180</td>
<td>490</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.44</td>
<td>0.61</td>
<td>0.47</td>
<td>0.55</td>
<td>0.32</td>
<td>0.43</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.

Note: IDC = industrial countries. LDC = less-developed countries. EMG = emerging-market economies. PCGDP = ratio of private credit to GDP. TOT = terms of trade. — = not included.

Time fixed effects are included in the estimation, but only those for the 2001–05 and 2006–08 periods are reported in the table.

Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent.
<table>
<thead>
<tr>
<th>Current account</th>
<th>(1) Full</th>
<th>(2) IDC</th>
<th>(3) LDC</th>
<th>(4) EMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government budget balance</td>
<td>0.295</td>
<td>0.289</td>
<td>0.278</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>[0.058]**</td>
<td>[0.086]**</td>
<td>[0.063]**</td>
<td>[0.055]*</td>
</tr>
<tr>
<td>Net foreign assets (initial)</td>
<td>0.037</td>
<td>0.078</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>[0.006]**</td>
<td>[0.008]**</td>
<td>[0.007]**</td>
<td>[0.012]**</td>
</tr>
<tr>
<td>Relative income</td>
<td>0.090</td>
<td>0.018</td>
<td>0.135</td>
<td>0.302</td>
</tr>
<tr>
<td></td>
<td>[0.018]**</td>
<td>[0.022]</td>
<td>[0.022]**</td>
<td>[0.096]**</td>
</tr>
<tr>
<td>Relative income squared</td>
<td>0.056</td>
<td>0.020</td>
<td>0.048</td>
<td>0.182</td>
</tr>
<tr>
<td></td>
<td>[0.018]**</td>
<td>[0.094]</td>
<td>[0.017]**</td>
<td>[0.085]**</td>
</tr>
<tr>
<td>Dependency ratio (young)</td>
<td>−0.033</td>
<td>0.004</td>
<td>−0.029</td>
<td>−0.030</td>
</tr>
<tr>
<td></td>
<td>[0.015]**</td>
<td>[0.025]</td>
<td>[0.017]*</td>
<td>[0.019]</td>
</tr>
<tr>
<td>Dependency ratio (old)</td>
<td>−0.018</td>
<td>0.057</td>
<td>−0.021</td>
<td>−0.068</td>
</tr>
<tr>
<td></td>
<td>[0.010]*</td>
<td>[0.021]**</td>
<td>[0.011]**</td>
<td>[0.020]**</td>
</tr>
<tr>
<td>Financial development (PCGDP)</td>
<td>−0.027</td>
<td>−0.020</td>
<td>0.002</td>
<td>−0.117</td>
</tr>
<tr>
<td></td>
<td>[0.014]*</td>
<td>[0.010]*</td>
<td>[0.029]</td>
<td>[0.038]**</td>
</tr>
<tr>
<td>Legal development (LEGAL)</td>
<td>−0.009</td>
<td>0.015</td>
<td>−0.015</td>
<td>−0.019</td>
</tr>
<tr>
<td></td>
<td>[0.005]*</td>
<td>[0.005]**</td>
<td>[0.007]**</td>
<td>[0.012]</td>
</tr>
<tr>
<td>PCGDP × LEGAL</td>
<td>−0.011</td>
<td>−0.014</td>
<td>−0.007</td>
<td>−0.033</td>
</tr>
<tr>
<td></td>
<td>[0.008]</td>
<td>[0.012]</td>
<td>[0.008]</td>
<td>[0.014]**</td>
</tr>
<tr>
<td>Financial openness (KAOPEN)</td>
<td>0.002</td>
<td>0.008</td>
<td>−0.008</td>
<td>−0.008</td>
</tr>
<tr>
<td></td>
<td>[0.005]</td>
<td>[0.004]*</td>
<td>[0.008]</td>
<td>[0.009]</td>
</tr>
<tr>
<td>KAOPEN × LEGAL</td>
<td>0.003</td>
<td>0.012</td>
<td>−0.001</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>[0.001]**</td>
<td>[0.003]**</td>
<td>[0.002]</td>
<td>[0.003]</td>
</tr>
<tr>
<td>KAOPEN × PCGDP</td>
<td>0.002</td>
<td>0.028</td>
<td>0.003</td>
<td>−0.019</td>
</tr>
<tr>
<td></td>
<td>[0.007]</td>
<td>[0.010]**</td>
<td>[0.008]</td>
<td>[0.010]*</td>
</tr>
<tr>
<td>TOT volatility</td>
<td>0.001</td>
<td>0.028</td>
<td>−0.010</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>[0.023]</td>
<td>[0.047]</td>
<td>[0.024]</td>
<td>[0.025]</td>
</tr>
<tr>
<td>Average GDP growth</td>
<td>−0.097</td>
<td>0.178</td>
<td>−0.092</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>[0.091]</td>
<td>[0.178]</td>
<td>[0.099]</td>
<td>[0.116]</td>
</tr>
<tr>
<td>Trade openness</td>
<td>−0.001</td>
<td>−0.001</td>
<td>−0.005</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>[0.006]</td>
<td>[0.011]</td>
<td>[0.010]</td>
<td>[0.012]</td>
</tr>
<tr>
<td>Oil-exporting countries</td>
<td>0.028</td>
<td>—</td>
<td>0.025</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>[0.013]**</td>
<td>—</td>
<td>[0.012]**</td>
<td>[0.016]**</td>
</tr>
<tr>
<td>Dummy for 2001–05</td>
<td>0.025</td>
<td>0.015</td>
<td>0.034</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>[0.009]**</td>
<td>[0.009]*</td>
<td>[0.015]**</td>
<td>[0.017]**</td>
</tr>
<tr>
<td>Dummy for 2006–08</td>
<td>0.017</td>
<td>0.002</td>
<td>0.033</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>[0.011]</td>
<td>[0.010]</td>
<td>[0.018]*</td>
<td>[0.022]</td>
</tr>
<tr>
<td>Observations</td>
<td>620</td>
<td>174</td>
<td>446</td>
<td>249</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.49</td>
<td>0.63</td>
<td>0.52</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.

Note: IDC = industrial countries. LDC = less-developed countries. EMG = emerging-market economies. PCGDP = ratio of private credit to GDP. LEGAL = legal development. KAOPEN = financial openness. TOT = terms of trade. — = not included. Time fixed effects are included in the estimation, but only those for the 2001–05 and 2006–08 periods are reported in the table. Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent.
### Table 2.6 National Saving and Investment Regression with Institutional Variables

<table>
<thead>
<tr>
<th></th>
<th>National Saving</th>
<th>Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>IDC</td>
</tr>
<tr>
<td>Government budget balance</td>
<td>0.430</td>
<td>0.476</td>
</tr>
<tr>
<td></td>
<td>[0.113]***</td>
<td>[0.087]***</td>
</tr>
<tr>
<td>Net foreign assets (initial)</td>
<td>0.023</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>[0.014]</td>
<td>[0.008]***</td>
</tr>
<tr>
<td>Relative income</td>
<td>0.015</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>[0.034]</td>
<td>[0.027]</td>
</tr>
<tr>
<td>Relative income squared</td>
<td>0.057</td>
<td>–0.176</td>
</tr>
<tr>
<td></td>
<td>[0.034]**</td>
<td>[0.116]</td>
</tr>
<tr>
<td>Dependency ratio (young)</td>
<td>–0.060</td>
<td>–0.088</td>
</tr>
<tr>
<td></td>
<td>[0.018]***</td>
<td>[0.025]***</td>
</tr>
<tr>
<td>Dependency ratio (old)</td>
<td>–0.017</td>
<td>–0.017</td>
</tr>
<tr>
<td></td>
<td>[0.015]</td>
<td>[0.021]</td>
</tr>
<tr>
<td>Financial development (PCGDP)</td>
<td>0.020</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>[0.017]</td>
<td>[0.011]</td>
</tr>
<tr>
<td>Legal development (LEGAL)</td>
<td>–0.012</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>[0.007]**</td>
<td>[0.006]*</td>
</tr>
<tr>
<td>PCGDP × LEGAL</td>
<td>–0.021</td>
<td>–0.028</td>
</tr>
<tr>
<td></td>
<td>[0.008]**</td>
<td>[0.013]**</td>
</tr>
<tr>
<td>Financial openness (KAOPEN)</td>
<td>–0.004</td>
<td>–0.004</td>
</tr>
<tr>
<td></td>
<td>[0.006]</td>
<td>[0.005]</td>
</tr>
<tr>
<td></td>
<td>0.003</td>
<td>0.010</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>KAOPEN × LEGAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[0.001]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KAOPEN × PCGDP</td>
<td>0.008</td>
<td>0.009</td>
</tr>
<tr>
<td>[0.001]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOT volatility</td>
<td>0.023</td>
<td>0.314</td>
</tr>
<tr>
<td>[0.039]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average GDP growth</td>
<td>0.692</td>
<td>0.417</td>
</tr>
<tr>
<td>[0.166]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade openness</td>
<td>0.023</td>
<td>0.033</td>
</tr>
<tr>
<td>[0.007]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oil-exporting countries</td>
<td>0.078</td>
<td>—</td>
</tr>
<tr>
<td>[0.018]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dummy for 2001–05</td>
<td>0.007</td>
<td>0.053</td>
</tr>
<tr>
<td>[0.013]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dummy for 2006–08</td>
<td>0.029</td>
<td>0.041</td>
</tr>
<tr>
<td>[0.015]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>620</td>
<td>174</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.46</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Source: Authors' calculations.

Note: IDC = industrial countries. LDC = less-developed countries. EMG = emerging-market economies. FD = financial development. PCGDP = ratio of private credit to GDP. LEGAL = legal development. KAOPEN = financial openness. TOT = terms of trade. — = not included. Time fixed effects are included in the estimation, but only those for the 2001–05 and 2006–08 periods are reported in the table.

Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent.
the reserves variable is designed to address the concern that the current account balance and contemporaneous reserves are simultaneously determined (that is, positive shocks to the current account will translate into positive shocks to reserves). Reserve-adequacy arguments suggest that, other things equal, larger reserves should mean less incentive for reserve accumulation and a weaker current account. For the industrial countries, the coefficient on this variable is negative and significant, as hypothesized. For emerging-market economies, it is insignificant. For developing countries, it is positive and significant, contrary to the hypothesis.\textsuperscript{36}

**Out-of-Sample Projections for Selected Countries**

These estimated relationships now help to construct out-of-sample projections as a way of forecasting the prospects for global rebalancing. The forecasts of the independent variables cover 2011–15, with the estimates used to project values for the current account. The forecasts start with 2011, omitting the crisis years 2009–10, when behavior was unusual.\textsuperscript{37} The assumptions and the data for the out-of-sample projections are explained in annex 2.2.

For the United States, the results suggest modest movement in the direction of rebalancing, as shown in figure 2.4.\textsuperscript{38}

Figure 2.4 shows the same for the United Kingdom, whose deficit is projected to shrink over the 2011–15 period. However, the narrowing of current account deficits over the period is limited; substantial deficits remain, even in 2015.

The news for the surplus countries we consider—China, Germany, Japan, and Singapore—is even less reassuring. The forecasts suggest that their surpluses will remain stable or rise further, absent additional policy changes. One interpretation is that the circle will be squared by other countries that will run smaller surpluses and offset the United States’ smaller deficits. A less reassuring interpretation is that the parts don’t add up under current forecasts and that even partial rebalancing will require further policy changes. Either way, it seems clear that imbalances will persist.

Further exercises can be undertaken on the basis of these forecasts—for example, using data only through 2005 to see how the model does in tracking current accounts in 2006–08 (figure 2.5).
Figure 2.4 Out-of-Sample Current Account Predictions for Selected Countries, 2011–15

(a. United States)

(b. United Kingdom)

(continued next page)
Figure 2.4 (continued)
Figure 2.4 (continued)

e. Singapore

f. China

Source: IMF 2010a and authors’ calculations.

Note: Predictions are based on data to 2008. Data for the financial crisis years, 2009–10, are excluded.
Figure 2.5 Out-of-Sample Current Account Predictions for Selected Countries, 2006–08 and 2011–15

a. United States

b. United Kingdom
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Figure 2.5 (continued)

Source: IMF 2010a and authors’ calculations.

Note: Predictions are based on data to 2005. Data for the financial crisis years, 2009–10, are excluded.
In the figure, the extent of imbalances of major current account deficit countries (United Kingdom and United States) or surplus countries (China and Germany) in the 2006–08 period is beyond what the model can predict using data up to 2005, signifying the pervasiveness of the global imbalances in the period. The 2011–15 forecasting also shows only modest rebalancing.

Both models persistently underpredict U.S. current account deficits, again suggesting that the United States is an outlier. In fact, when reestimating current account balances for the full sample, including the dummy for the United States, the coefficient on the country dummy is found to be significantly negative, with a magnitude of $-0.031$ (model 1) to $-0.036$ (model 2). This is consistent with the view that the United States has some special characteristic that allows it to run persistent current account deficits of some 3 percent of GDP: presumably its status as the issuer of the international vehicle currency (Gourinchas and Rey 2007).

**United States: Alternative Scenarios**

One of the big issues of macroeconomic management in coming years will be fiscal consolidation. The industrial countries will be required to reduce budget deficits without nipping the green shoots of recovery. How will global imbalances evolve under different fiscal scenarios?

Figure 2.6 presents different out-of-sample predictions for U.S. current account balances in the 2011–15 period depending on three different scenarios about its budget balances:

- *The baseline scenario*, based on the IMF (2010a) projection (see annex 2.2)
- *The optimistic scenario*, in which the average of the U.S. budget balances for the 2011–15 period is higher than the average based on the IMF projection (-6.5 percent of GDP) by 3 percentage points
- *The pessimistic scenario*, in which the 2011–15 average is lower than the IMF projection by 3 percentage points.

Figure 2.6 shows that a 3 percentage point difference from the baseline scenario would change the predicted current account balance by half a percentage point, indicating that rebalancing cannot be accomplished through fiscal policy alone.
China: Alternative Scenarios

Similarly, figure 2.7 presents alternative scenarios for financial development and capital account liberalization in China.

Panel A shows, for comparison, the same projection as shown previously in figure 2.4. Panel B shows the forecast if China’s level of financial openness increases moderately—to the level of Thailand in 2008. In this case, the current account surplus falls significantly. Panels C and D show what happens when financial liberalization proceeds to the Brazilian and Mexican levels, respectively. Again, this scenario leads to further declines in the current account surplus.

Figure 2.8 makes alternative assumptions about financial development.

Recall that financial development is measured by the average ratio of domestic credit to GDP, which fell, relative to the world average, between the 2001–05 and 2006–08 periods. A modest assumption about Chinese financial development over the next five years is that this ratio returns to its 2001–05 levels. Placing this assumption with Mexican levels of financial openness, this is enough to eliminate China’s surplus.
Figure 2.7 Chinese Current Account Projections under Liberalization of Financial Markets

a. Maintain 2008 Level

b. Increase KAOPEN to 2008 Thai Level
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c. Increase KAOPEN to 2008 Brazilian Level

d. Increase KAOPEN to 2008 Mexican Level

Source: IMF 2010a and authors’ calculations.

Note: KAOPEN = financial openness. Data for the financial crisis years, 2009–10, are excluded.
Figure 2.8 Chinese Current Account Projections under Liberalization and Development of Financial Markets

(a) Maintain 2008 Level

(b) Regain 2001–05 FD
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Source: IMF 2010a and authors’ calculations.

Note: FD = financial development. KAOPEN = financial openness. Data for the financial crisis years, 2009–10, are excluded.
As a caution, note that the model—based on average behavior in a cross-section of emerging markets—underpredicts the Chinese surplus in recent years. That the surplus disappears in 2015 under this scenario is at least as much an artifact of this underprediction as it is a consequence of the financial liberalization and development.

But the point remains: how quickly China narrows its surplus will be a function, in part, of how much progress it makes in financial liberalization and development. Furthermore, given that (a) the return of PCGDP to the 2001–05 level alone (panel B of figure 2.8) hardly changes the predicted current account level, and (b) the predicted level declines only when financial development is coupled with financial liberalization, one can surmise that financial liberalization would be more effective than financial development in reducing China’s current account surplus.42

**Living with Imbalances over the Transition**

Large flows of capital across borders can both cause and be influenced by excessive risk taking and leverage. Had U.S. current account deficits resulted only in a consumption binge in the private and public sectors, the crisis of 2007–09 would have been more manageable. However, excessive capital flows induced a search for yield that made the financial sector extremely vulnerable to movements in asset prices. The lack of regulation, and heady optimism surrounding financial innovation, also pulled capital into the United States. This synergy means that it is futile to ascribe all the blame to global imbalances, but it would also be unwise to ignore the return of widening imbalances, exactly because none of the causes has thus far been addressed, either nationally or globally.

The out-of-sample forecasts presented above suggest that global imbalances are likely to wind down only very gradually. Intuitively, many of the policies that are their determinants, such as government budget balances, are themselves likely to adjust only gradually (discontinuous adjustments being painful and difficult). Even more obviously, there will be gradual adjustment of the structural determinants of current account balances—from relative per capita incomes to dependency ratios and levels of financial development. With time, these variables
will tend to converge across countries, in turn creating a tendency for imbalances to shrink. But their movement is likely to be limited and hence to have limited impact in the short run.

The immediate task is thus to make the world safe for global imbalances. It is to prevent the continuing imbalances from derailing the maintenance and resumption of growth in the emerging and advanced economies, respectively. This objective points to the need for a concrete set of policy actions:

- **Redouble regulatory reform efforts.** To the extent that global imbalances contributed to financial excesses, it is important to accelerate regulatory reform to strengthen supervision and regulation while correcting incentive problems in financial markets. Analysts disagree about whether global imbalances were a central cause of the financial crisis, but there is no disagreement that those imbalances poured fuel on the flames. To say that crises like the recent one disrupt growth and should therefore be avoided is to understate the point. The authors do not subscribe to the idea that financial markets have learned their lesson and that—as the U.S. current account deficit widens again and more capital flows toward the United States—there is no danger that this capital will be used to finance dangerously speculative transactions. History tells us that financial market participants have short memories.

- **Coordinate financial reform internationally.** Individual countries are moving forward with their financial reform efforts. At this writing, the United States is putting the finishing touches on the regulations that must be issued to implement its financial reform bill, for example. But some aspects of financial reform will be effective only if coordinated internationally. Here much more needs to be done. It is uncertain whether the Basel Committee’s negotiations on revising capital and liquidity ratios will be successfully completed in 2011, and there is talk of significant delay in phasing them in. This would be a mistake given the absence of progress on a global resolution regime for big financial conglomerates whose operations extend across borders. If imbalances persist and contribute to the recovery of leverage in financial markets to earlier levels, the threat to growth would be very real.

- **Apply regulation more countercyclically.** A lesson of the crisis is that regulators must do more to raise capital and liquidity requirements
when large amounts of foreign capital are flowing in and financing large current account imbalances. This is when banks, seeing their capitalization rising, will most aggressively expand their balance sheets. Once upon a time, the Bank of Spain was praised for having responded to these dynamics with countercyclical provisioning. We now know that its response, however admirable in principle, was inadequate in practice.

- **Monitor and limit foreign-currency-denominated borrowing.** Countries where the foreign finance associated with inflows is denominated in foreign currency should also be attentive to the mismatch problem. Hungary, which ran substantial current account deficits in the first half of the decade, now sees them causing serious problems for growth because the foreign finance for those deficits was in euros and Swiss francs; this created difficulties when the forint weakened against the two Western European currencies. The Hungarian authorities have now promulgated regulations limiting foreign-currency-denominated borrowing by the corporate and household sectors, but the horse has long since left the barn.

- **Redefine the central banks’ role.** Similarly, central banks should now take greater account of imbalances and asset prices in the formulation of monetary policy. The old conventional wisdom was that imbalances were relevant to the decision of how to set policy rates only insofar as they had implications for the output gap and expected inflation. The new conventional wisdom, informed by the crisis, is that growth can be disrupted if external deficits are allowed to create systemic financial vulnerabilities or are apt to be compressed suddenly. Central banks need to think of themselves not only as inflation targeters but also as macroprudential supervisors, given that other supervisors are not always up to the task. This redefined role is likely to mean using monetary policy to lean harder against the early signs of asset bubbles associated with persistent imbalances.

- **Adjust fiscal policy more proactively.** The new conventional wisdom is the same as the old conventional wisdom: as current account deficits widen and capital inflows rise, it is important for the fiscal authorities to tighten policy—again, to prevent a buildup of threats to financial stability and growth. This is a lesson that emerging markets in Asia and Latin America learned from their earlier crises. It would have been the
appropriate response in the Baltics and in Southern Europe during the past decade. One concrete step toward making fiscal policy more proactive is to recognize that, for the advanced economies, it is urgent to run a fiscal policy that sets the cyclically adjusted budget balance near zero over the medium term. That calculation should include contingent liabilities as well; as resources become tighter, governments will be tempted to stimulate the economy by using guarantees for loans or for pensions.

- **Hasten correction of global imbalances.** The preceding analysis suggests that countries should redouble their efforts to speed the correction of global imbalances. Coordinated fiscal action is one obvious way of doing so; countries with large current account surpluses, such as China and Germany, can expand while those with large deficits and questionable prospects for financing them (particularly in Southern Europe) consolidate. If coordinated, these adjustments can help correct global imbalances while continuing to support global demand.\textsuperscript{44}

As these and related measures are taken, there will have to be adjustments in either relative inflation rates or exchange rates to clear markets, as discussed previously in the “Policy Challenges and Responses” section. Herein lies the case for more currency flexibility in China as a concomitant of other policies to speed the correction of imbalances.

- **Slow foreign exchange reserve accumulation.** The chronic surpluses of emerging markets also reflect the demand for still greater foreign exchange reserves as insurance against financial volatility—suggesting that the other policies suggested in this section to reduce volatility could also pay off in terms of correcting imbalances insofar as they also limit the appetite for reserves. In addition, the following steps would help to further moderate this appetite:

  - Regional reserve-pooling arrangements
  - Institutionalization of bilateral swap lines and credits
  - Creation of a quick-disbursing, lightly conditioned facility at the IMF that emerging markets would finally feel comfortable about accessing.

These options are addressed in the G-20 agenda for strengthening the international financial architecture. The success of these efforts is important, therefore, both to accelerate the correction of global imbalances and to make the world safe for growth in the meantime.
Annex 2.1 Data

Table 2A.1 lists the mnemonics for the variables used in the analysis, descriptions of those variables, and the source(s) from which the primary data for constructing those variables were taken.

Table 2A.1 Mnemonics for Variables in Analysis

<table>
<thead>
<tr>
<th>Mnemonic</th>
<th>Variable description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAGDP</td>
<td>Ratio of current account to GDP</td>
<td>WDI, WEO</td>
</tr>
<tr>
<td>NSGDP</td>
<td>Ratio of national saving to GDP</td>
<td>WDI, WEO</td>
</tr>
<tr>
<td>KFGDP</td>
<td>Ratio of capital formation to GDP</td>
<td>WDI, WEO</td>
</tr>
<tr>
<td>GOVBGDP</td>
<td>Ratio of general government budget balance to GDP</td>
<td>WDI, IFS, WEO</td>
</tr>
<tr>
<td>NFAGDP</td>
<td>Ratio of stock of net foreign assets to GDP</td>
<td>LM</td>
</tr>
<tr>
<td>RELY</td>
<td>Relative per capita income, adjusted by PPP exchange rates, measured relative to the United States (range of 0 to 1)</td>
<td>PWT</td>
</tr>
<tr>
<td>RELDEPY</td>
<td>Youth dependency ratio, relative to mean across all countries (population under 15 / population between 15 and 65)</td>
<td>WDI</td>
</tr>
<tr>
<td>RELDEPO</td>
<td>Old dependency ratio, relative to mean across all countries (population over 65 / population between 15 and 65)</td>
<td>WDI</td>
</tr>
<tr>
<td>YGRAVG</td>
<td>Average real GDP growth</td>
<td>WDI</td>
</tr>
<tr>
<td>TOT</td>
<td>Terms of trade</td>
<td>WDI</td>
</tr>
<tr>
<td>OPEN</td>
<td>Openness indicator (ratio of exports plus imports of goods and nonfactor services to GDP)</td>
<td>WDI</td>
</tr>
<tr>
<td>PCGDP</td>
<td>Banking development (ratio of private credit to GDP)</td>
<td>WBFS</td>
</tr>
<tr>
<td>KAOPEN</td>
<td>Capital account openness</td>
<td>CI</td>
</tr>
<tr>
<td>BQ</td>
<td>Quality of bureaucracy</td>
<td>ICRG</td>
</tr>
<tr>
<td>LAO</td>
<td>Law and order</td>
<td>ICRG</td>
</tr>
<tr>
<td>CORRUPT</td>
<td>Corruption index</td>
<td>ICRG</td>
</tr>
<tr>
<td>LEGAL</td>
<td>General level of legal development (first principal component of BQ, LAO, and CORRUPT)</td>
<td>Authors’ calculation</td>
</tr>
<tr>
<td>IR</td>
<td>Ratio of international reserves (excluding gold) to GDP</td>
<td>WDI</td>
</tr>
</tbody>
</table>

Source: Authors’ compilation.

### Annex 2.2 Assumptions of Out-of-Sample Forecasting Exercise

#### Table 2A.2 Assumptions of Out-of-Sample Forecasting Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government budget balance</td>
<td><em>World Economic Outlook (WEO)</em> projections are used (IMF 2010a). In the WEO, the budget balance data and their projections are available only for 33 countries. However, the sum of output (in US$) for these countries accounts for 85–90 percent of total world output. Hence, the 33 countries’ data are used to calculate the world-weighted average. The data are also used for U.S. projections. China’s budget balance data are not available. We assumed the 2011–15 average of budget balances will be −2 percent, a reasonable assumption given information in other sources.</td>
</tr>
<tr>
<td>Net foreign assets (initial)</td>
<td>The level of net foreign assets is assumed to be unchanged as in 2004 (the last year for which data are available).</td>
</tr>
<tr>
<td>Relative income</td>
<td>The relative income series (originally based on Penn World Tables) is extrapolated using growth rates calculated from the <em>WEO’s</em> series of per capita income in international PPP.</td>
</tr>
<tr>
<td>Youth and old dependency ratios</td>
<td>Forecasts from the United Nations’ World Population Prospects database are used.</td>
</tr>
<tr>
<td>Financial development (PCGDP)</td>
<td>This is a difficult variable to project. The global crisis must surely have made private credit creation smaller for many countries, but this may not be the case for some (for example, China). Also, GDP (the denominator for this variable) shrank for many countries, which can make the variable PCGDP relatively stable even for countries whose private credit also shrank. We use the average of the variable (though as deviations from the world-weighted averages) during the 2001–08 period. For China, we consider a range of alternative assumptions.</td>
</tr>
<tr>
<td>Legal development (LEGAL)</td>
<td>We assume no change.</td>
</tr>
<tr>
<td>Financial openness (KAOPEN)</td>
<td>For Germany, Japan, Korea, the United Kingdom, and United States, we assume the level of KAOPEN as of 2011–15 to be the same as in 2008. For China, we consider a range of alternative assumptions.</td>
</tr>
<tr>
<td>TOT volatility</td>
<td>We assume no change.</td>
</tr>
<tr>
<td>Average GDP growth</td>
<td>We use the data from the <em>World Economic Outlook</em> (IMF 2010a).</td>
</tr>
<tr>
<td>Trade openness</td>
<td>We assume no change.</td>
</tr>
<tr>
<td>Dummy for 2011–15</td>
<td>Because we have no estimated coefficient on the dummy for the 2011–15 period, we use the average of the time fixed effects for the other previous panels.</td>
</tr>
</tbody>
</table>

Source: Authors’ compilation.

Note: TOT = terms of trade. PPP = purchasing power parity.
Notes

1. Don’t say that you weren’t warned (Eichengreen 2004).
2. That is, if something can’t go on forever, it won’t.
3. Given the small share of discretionary spending on the expenditure side, the combination will consist primarily of the first two components.
4. One can imagine, for example, that the additional debt bequeathed by the crisis will have to be serviced by levying higher taxes—including higher capital taxes, which will modestly discourage investment. Or one can imagine that long-term unemployment has adversely affected capital-labor complementarities.
5. However, it takes a few years for the full effect to be felt (Herve et al. 2010).
6. These observers may, of course, be underestimating the scope for expanding exports of services.
7. The downswing in the dollar began with the peak in February 22, 2002; the dollar has depreciated in real terms by 33 percent since then.
8. The dollar strengthened not just because of the weakness of the euro but also because some emerging-market economies such as China were reluctant to allow their currencies to appreciate against the dollar until the global implications of the crisis in Europe became clear.
9. Bertaut, Kamin, and Thomas (2009), projecting trends in the U.S. net international investment position, suggest that this process still has a considerable distance to run.
10. In the second half of the chapter, the authors present their own projections of the prospective widening of the U.S. current account deficit.
11. The United Kingdom, owing to its separate currency, may be able to follow a separate strategy—a topic further discussed below.
12. The acronym PIIGS refers to the five Euro Area nations that were considered weaker economically following the financial crisis: Portugal, Italy, Ireland, Greece, and Spain.
13. Of course, insofar as it was not net capital flows but gross capital flows (European banks taking risky positions in structured investment products associated with the growth of the subprime mortgage market in the United States being the flip side of U.S. purchases of European securities), neither can the Europeans and their investments be exonerated of all blame for the crisis.
14. IMF (2010b) reports no change in projected year-on-year growth rates in 2010 and a reduction of 0.2 percentage points in 2011.
15. This is the approach to which Greece has committed.
16. Again, the authors offer their own projections of the German current account balance in the second half of the chapter.
17. A more novel argument is that the sex imbalance encourages saving by single men as a way of signaling their attractiveness as marriage partners (Du and Wei 2010).
18. The view that gender imbalance contributes to Chinese saving similarly cautions against expecting much progress because the gender ratio similarly changes only slowly with time.
19. Since 2008, some state-owned enterprises have been required to make limited dividend payments to their state owners, but this only adds to government savings (as noted elsewhere).


21. Ma and Yi (2010) question it on the grounds that market share and profits have been rising most rapidly not among state-owned firms but rather among smaller, private enterprises.

22. The authors’ projections of the Chinese current account are in the second half of the chapter.

23. There was also a negative change in the income account owing to a lower return on foreign investments, so the shift in the current account was not simply the sum of the change in the net financial positions of the three sectors.

24. Note that these pieces do, in fact, fit together. Revaluation by emerging Asia against Japan and the other advanced economies implies an increase in exports by capital-abundant economies and a decline in those of their more labor-abundant counterparts.

25. The Association of Southeast Asian Nations (ASEAN) Plus Three, commonly abbreviated as ASEAN+3, coordinates cooperation between ASEAN and the three East Asian nations of China, Japan, and Korea. The Chiang Mai Initiative (CMI) established a multilateral currency swap among the ASEAN+3 countries to manage regional short-term liquidity issues after the 1997 Asian financial crisis. The CMI also facilitates other international financial arrangements, including ASEAN+3’s work with the IMF.

26. \textit{LAO}, \textit{BQ}, and \textit{CORRUPT} are extracted from the \textit{International Country Risk Guide} database. Higher values of these variables indicate better conditions.

27. The variables for terms-of-trade volatility (TOT), trade openness (OPN), and legal development (LEGAL) are averaged for each country; that is, they are time-invariant.

28. The five-year panels are 1971–75, 1976–80, and so on. However, the last panel is composed of only three years: 2006–08.

29. The emerging-market economies are those that the International Financial Corporation classified as either emerging or frontier during 1980–1997, plus (a) Hong Kong SAR, China, and (b) Singapore.

30. These estimates are similar to those in Abbas et al. (2010), who find that the elasticity of the current account balance with respect to the fiscal balance is on the order of 0.2–0.3. Erceg, Guerrieri, and Gust (2005) also show simulation results that yield the coefficient of the budget balance to be around 0.2.

31. However, this result does not show up for the industrial countries.

32. The \textit{p}-value is 15 percent.

33. This is confirmed by adding a dummy variable for China in the post-2005 period. Its coefficient is positive and significant at the 1 percent level, while the coefficient for emerging markets as a group in this subperiod continues to be zero.
This conclusion is confirmed by adding a dummy variable for the United States in the 2001–05 subperiod; its coefficient is negative, and adding it does not eliminate the significant positive coefficient for 2001–05 in the industrial-country column. Not surprisingly, when all countries are included (in the leftmost column), these period dummy variables are insignificant because, by definition, current accounts should sum to zero.

The results are not shown in the table.

These estimates are based on model 2 (see equation 6.2), including the institutional variables.

The forecasts are based on model 2 (including the institutional variables) and the separate estimates for industrial and emerging-market economies.

The confidence intervals for 2011–15 are those of predictions, not those of forecasting. The implicit assumption is that the economy of concern faces the exact conditions as assumed in annex 2.2. Once the uncertainty of the explanatory variables in the period is incorporated, the confidence intervals can surely widen.

Three percentage points are equivalent to 1.5 standard deviations in the distribution of U.S. budget balances in the 1969–2008 period.

The countries are ranked, by level of financial openness in 2008, as follows: Mexico (69.2 on the 100-point scale), Brazil (58.8), Thailand (40.3), and China (16.1). The average KAOPEN of the LDC group as of 2008 is 50.2, whereas that of the EMG group is 60.9.

Recall that in the empirical model all variables are normalized by the world average.

This conclusion relies upon the proxy of financial development—the ratio of private credit creation to GDP—accurately representing financial development. It would be preferable to use a broader measure of financial development such as the composite bond, equity, or bank indicators used in Ito and Chinn (2009), but the data are not yet available for that exercise.

And given that, when things go wrong, it is the central bank that will be forced to make them good.

Where the United States fits in this equation is not so clear. The desire to speed the correction of global imbalances suggests faster budget-deficit cutting. However, the need to support global demand and the still-low interest rates that suggest the existence of fiscal space suggest instead further fiscal stimulus to support global demand.

---
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This chapter discusses how fiscal policies—both the macro fiscal concerns of deficits and public debt and the micro fiscal detail of taxation and public spending—can be reconfigured to best support economic growth over the coming years, with a focus on advanced and emerging economies. It does so in light of the momentous developments in fiscal trends arising from the 2008–09 crisis. The crisis led to deterioration in the state of the fiscal accounts in virtually all countries, with consequences that, for most advanced economies and some emerging economies, will be felt for several years. Although these developments strongly color the short- and medium-term outlooks, the fiscal challenges are intensified still further by other trends in the fiscal outlook. This chapter aims to provide a coherent overview of both the macro challenges and the micro responses that might best address those challenges.
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The broad context for this overview is provided in the next section, which sets out fiscal policy objectives and overarching trends. The main analysis follows in two parts:

- *The Macroeconomic Dimension* examines fiscal policy and, especially, the implications for growth of overall fiscal deficits and debt—ranging from the effect of fiscal risks on macroeconomic stability to the effects of high public debt on long-term growth and, conversely, the challenges of managing aggregate demand during periods of prolonged fiscal consolidation.

- *The Microeconomic Dimension* considers central issues and possibilities in designing and implementing revenue and spending measures that will answer the macroeconomic imperatives in a way most conducive to restoring strong, lasting growth. The fiscal policy response requires not only improving existing instruments but also deploying some new ones.

**Fiscal Policy for Growth: Objectives and Challenges**

Of course, economic growth is not the only dimension of economic performance that is, or should be, of interest. Distributional concerns matter (and are indeed closely linked with the political support for growth-oriented strategies), as do the quality of the environment and—as the crisis of 2008 reminds us—the stability of growth. Ultimately, it is some notion of individual and social well-being by which policy must be judged.

These indicators are important because fiscal policy can have quite varying effects on them. Measures that increase labor force participation, for instance, may increase output, have no impact on long-term growth, reduce the welfare of directly affected individuals, and raise some measures of overall social welfare. Moreover, although we now know quite a lot about how tax and spending measures affect individual behavior, we know much less about their impact on aggregate growth (Myles 2009a, 2009b). In the following analysis, although the primary concern is with sustained growth, the authors also have in mind effects on output levels and—albeit less overtly, given the focus of this book—on welfare and inequality.
The crisis has changed the fiscal outlook in all countries, most dramatically in many of the most advanced; the next section will amplify this. But the fiscal outlook also reflects deeper trends, posing further challenges for both broad macro strategy and micro implementation. Three of these challenges stand out: aging, climate change, and globalization.1

Conceptually, the most profound of these is the last. Aging creates fiscal pressures that are nothing new. Climate change is an externality problem that economists have known how to address, in broad terms, for decades—despite its horrendously complex features (IMF 2008). But globalization, although obviously beneficial in several respects, simultaneously increases the demands for social spending in the face of increased life uncertainties (Rodrik 1998) and increases the difficulty of meeting those demands. In a globalized economy, the increased mobility of capital, commodities, and people also means, to a large degree, increased mobility of national tax bases—hence greater difficulty of raising revenue and greater danger of beggar-thy-neighbor tax policies.

More fundamentally still, globalization changes how we think about fiscal instruments. When capital is mobile, for instance, the real burden of a source-based tax on capital income will fall not on capital owners but also on immobile factors, which may well include many low-paid workers. Faced with such a tax, capital will simply move abroad until the pretax rate of return has risen enough—as a consequence of lower prices of immobile factors—to restore the after-tax return to the level available elsewhere. Thus, we may have to learn to think of the corporate tax as largely a tax on labor, which emerging empirical evidence suggests is already the case.

The Macroeconomic Dimension: Trends, Outlooks, and Challenges

The 2008–09 economic crisis had different implications for advanced and emerging (indeed, also low-income) economies for two reasons: (a) they faced different initial fiscal conditions, and (b) the severity of the recession differed between them. Advanced economies fared much worse in both respects.

In a nutshell, advanced economies reached the crisis with arguably the worst fiscal outlook ever faced in the absence of a major war.
Meanwhile, the outlook in emerging economies, if not the best ever faced, was relatively strong, at least on average.

**Contrasting Conditions**

Let’s start with the advanced economies. Their fiscal deficits in 2007, ahead of the crisis, were relatively contained because of some steady strengthening since 2003, as figure 3.1 shows.

**Figure 3.1 General Government Balances in Group of Seven Economies, 1998–2007**

% of GDP

Source: IMF 2010d.
However, their overall fiscal position ahead of the crisis fell short of what had been a consistent policy goal for economies confronting weak demographic trends: to run surpluses, or at least balanced budgets, at times of strong economic growth.

Moreover—and something that did not attract much attention at that time—public debt had reached a level in 2007 never reached before except as a result of a major war. This was not true for all countries (for example, public debt was not high in Canada, particularly in net terms, or in the United Kingdom). But, as figure 3.2 shows, public debt reached a historical peak (leaving aside war-related debt surges) in the three largest advanced economies (Germany, Japan, and the United States) as well as in several other economies, including France and Italy.

In addition, these countries were facing major pressures from aging-related spending despite significant reforms. Although this is well known, some aspects of the problem are sometimes not fully understood. The focus, particularly in Europe, has traditionally been on pension spending, and indeed this is the area where most progress has been made. In the absence of reform to address the aging population (figure 3.3), pension spending would have increased by about 3 percentage points of gross domestic product (GDP) over precrisis levels by 2030 (figure 3.4). The pension reforms, however, are expected to contain the increase within 1 percentage point—a sizable increase but manageable and definitely not nearly as large as that projected for health care.

Health care spending pressures arise not only from aging but also from the projected cost increases related to Baumol effects and especially to the availability of better, but more expensive, medical products. Assuming that these non-aging-related factors continue to operate in the future as in the past—an assumption made, for example, in spending projections by the U.S. Congressional Budget Office (CBO 2009)—the projected average increase in health care spending over the next 20 years in the advanced countries would be on the order of 3.5 percentage points of GDP, somewhat larger in the United States (4.5 percentage points of GDP), but sizable also in Europe (3 percentage points).

The precrisis outlook for emerging economies was more favorable. First, years of strong growth and prudent macroeconomic policies had led to a sharp decline not only in fiscal deficits but especially in the debt-to-GDP ratio—essentially in all areas of the emerging-market
Figure 3.2 General Government Debt in Group of Seven Economies, 1950–2007
% of GDP

Source: HPDD.
Note: PPP = purchasing power parity.

world (figure 3.5)—and this decline was expected to continue over the medium term.²

Aging-related spending trends were also more favorable in emerging economies than in advanced countries, although demographic challenges do exist (as shown in figure 3.3). Given the less-generous welfare systems in emerging economies, spending increases are projected to be
Figure 3.3 Predicted Old-Age Dependency Ratio, 2009–50

Source: UN 2009.
Note: The “old-age dependency ratio” is the proportion of the population aged 65 and older relative to those aged 15–64.

Figure 3.4 Projected Pension Spending with and without Reforms, 2010–30

Source: Authors.
more contained, at least on average (by around 2.25 percentage points over the next two decades).

It is from these different starting points that the crisis hit the fiscal accounts of the world, with an intensity that reflected the intensity of the output shock across countries and the related policy responses (including through the automatic stabilizers). Deficit and debt increased in both country groups but much more in advanced countries, and most of the debt-ratio increases were related directly to the fall in GDP relative to the precrisis trend, as figure 3.6 illustrates.

The difference in the debt outlook is particularly striking over the medium term: debt in advanced countries is projected to continue to rise, albeit at a more contained pace than in 2009–10, while debt in emerging economies soon resumes a declining trend. Over a longer horizon, deficits would start rising again, particularly in advanced countries, reflecting the demographic trends discussed above and leading to a debt spiral, as shown in figure 3.7.

One important caveat is in order, relating both to the nature of the shock to fiscal accounts and to its persistence. As figure 3.6 shows, even in the medium term, the fiscal deficit of both advanced and emerging economies is projected to remain weaker than in 2007. This persistent

Figure 3.5 General Government Debt in Emerging Economies, 1998–2007

Source: IMF 2010d.
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weakness reflects, in part, the higher debt levels and servicing needs as well as some permanent revenue loss relating to financial market cycles (revenues were probably above average in 2007).

Another important reason for this deficit hysteresis is the assumption that the crisis caused a long-lasting loss in output, which figure 3.8 illustrates. Whether this output decline is indeed the cause remains to be seen and depends, in part, on the policy decisions affecting growth discussed in this volume. Yet it now seems a reasonable assumption—one that finds support in earlier studies of financial crises’ effect on potential output levels (IMF 2009b).
Effects of Deficits and Debt on Growth
The figures above illustrate how powerful the effects of growth could be on fiscal variables. What follows is the core concern of this chapter—the effect that fiscal variables can have on growth. Three dimensions should be explored:

- The implications of fiscal imbalances for macroeconomic stability and hence growth
- The implications of stable but high public debt for potential growth
- The effect of fiscal adjustment on growth.

Fiscal Imbalances and Growth. From a medium-term perspective, there is no doubt that the fiscal position of several economies in 2010 is unsustainable. Figure 3.9 plots the cyclically adjusted primary balances projected for 2010 against the projected general government debt ratio at the end of 2010, shown separately for advanced and emerging economies.

The slanted lines mark the relationship between primary balance and debt ratio at which the latter is stable. For advanced countries, the
The relationship is positive because of the assumption of a positive interest-rate growth differential (at about 1 percent, the approximate average of the last two decades): the larger the debt ratio, the larger the required primary balance needed to stabilize it. The points below the lines indicate countries with insufficient primary balances that, if maintained, would lead to an explosion of their debt ratios. Most advanced countries were in that position in 2010.

Things are a bit more complicated for emerging economies. The equilibrium line slopes downward because of the assumption of a negative interest-rate growth differential, again in line with past long-term averages. Even so, many emerging economies have an insufficient primary balance, which would lead to an increase in the debt ratio.4
Figure 3.9 Actual and Debt-Stabilizing General Government Primary Balances, by Debt Ratio, 2010

Source: IMF 2010d and IMF staff estimates.

Note: Slanted lines represent the equilibrium of primary balance (cyclically adjusted) and debt ratio at which the latter is stable.
What are the implications for growth? There is plenty of evidence that fiscal imbalances can lead to macroeconomic instability (Fatás and Mihov 2003) and that macroeconomic instability hampers growth, including potential growth (Ramey and Ramey 1995; Woo 2009). Dramatic developments in countries like Greece, Iceland, Ireland, and Portugal in 2009–10 provided a fresh reminder of the risks for macroeconomic stability and growth arising from fiscal imbalances. The transmission channel goes from a lack of confidence that the government will repay its debt to rising real interest rates, capital outflows, exchange rate pressures, and a surge of uncertainty—all of which undermine investment incentives. These effects manifest themselves more clearly in an overt debt crisis but are likely to be present in milder forms in precrisis situations.

Still unknown is how rapidly fiscal imbalances and, in particular, a rising public debt ratio are likely to have negative implications for growth via macroeconomic instability. For emerging economies, an often-quoted threshold beyond which the risk of a debt crisis increases rapidly is 40–50 percent (IMF 2003; Reinhart, Rogoff, and Savastano 2003). Even so, the predictive power of debt crisis models is usually low, particularly in terms of “false positives” (predicting crises that will never occur). For advanced economies, there is no clear statistical evidence in this area—and there could hardly be any, given the limited number (indeed, the absence) of major debt crises in advanced countries in past decades. This said, one can hardly expect an ever-increasing public debt ratio to be sustainable. Risk management principles require action to stabilize public debt before the need for action becomes self-evident.

Public Debt and Growth. Debt stabilization at some level is necessary to avoid macroeconomic instability. But at what level can a high public debt-to-GDP ratio become a drag on potential growth? There are no simple answers, but some general considerations are clear.

At an analytical level, higher public debt can hamper potential growth through its effect on investment in two ways. First, if foreigners hold debt, high debt involves higher payments made abroad to service external debt, thus subtracting resources for domestic investment. This external debt level is a key factor that may explain debt overhang problems in emerging economies.\(^5\)
Second, high public debt—and the related deficits—bring about higher interest rates, which discourage investment. Empirical work on the relationship between fiscal variables and interest rates does indicate that fiscal imbalances lead to higher real interest rates. A recent reassessment of this relationship shows that, for a panel of advanced and emerging markets, an increase of 1 percentage point in the debt-to-GDP ratio leads to an increase in government bond yields of 3–5 basis points (Baldacci and Kumar 2010). This means that, on average, the increase in the projected 2008–15 debt ratio for advanced countries (by about 35 percentage points of GDP, as figure 3.6 previously showed) could raise real interest rates by up to 1.75 percentage points—not a trivial amount. The precise magnitude of the impact also depends on initial fiscal, institutional, and structural conditions as well as spillovers from global financial markets.

The relationship between public debt and growth has also been assessed directly. Over the past two centuries, debt-to-GDP ratios above 90 percent have been associated with average growth of 1.7 percent, which is 2 percentage points lower than when the debt ratio is below 30 percent (Reinhart and Rogoff 2010). One key difficulty in this area, however, is that of disentangling the effects of growth on debt from those of debt on growth. Maintaining strong fiscal accounts is clearly easier in a high-growth environment. Thus, one could argue that low public debt is not the cause of high growth but the result of high growth. Kumar and Woo (2010) address this issue through proper econometric techniques, showing that, on average, a 10 percentage point increase in the initial debt-to-GDP ratio is associated with a slowdown in annual real per capita GDP growth of around 0.2 percentage points per year, with the impact being smaller in advanced economies (0.15 percentage points).

There is some evidence of nonlinearity, with only medium (30–90 percent of GDP) to high (above 90 percent) levels of debt having a significant negative effect on growth. This adverse effect largely reflects a slowdown in labor productivity growth, mainly because of reduced investment. At lower debt levels (below 30 percent), however, the effect on growth of higher public debt, while not significant, is positive. Based on these estimates, one can conclude that the projected 2008–15 debt ratio increase in advanced countries, if sustained, would lower potential growth by about 0.5 percent per year.
What are the implications of these findings for policies aimed at boosting potential growth over the medium term? The most important is that stabilizing public debt at the (significantly higher) postcrisis level would lead to a sizable decline in potential growth for advanced countries (and possibly for other countries through spillover effects). In other words, it will pay to bring public debt levels down.

Lowering debt ratios, however, will not be easy. Figure 3.10 reports the result of a simulation to identify the improvement in the cyclically adjusted primary balance:

![Graph](image)

**Figure 3.10** Scenarios for Primary Balance Adjustment and Debt in Advanced and Emerging Economies, 2007–30

(continued next page)
adjusted primary balance needed to lower the average public debt ratio of advanced and emerging economies to less than 60 percent and 40 percent of GDP, respectively, by 2030.\(^8\)

The adjustment is about 8.25 percentage points of GDP for advanced countries and 3 percentage points of GDP for emerging economies during 2011–20 (the primary balance would have to remain at this higher level for another decade to achieve the debt target). Some 1.5 percentage
points of this adjustment would come from expiration of the temporary stimulus measures introduced in 2009–10. However, additional adjustment would be needed to simply offset the increase trend in aging-related spending expected over the next 20 years (previously illustrated in figures 3.3 and 3.4).

These are staggering figures that raise these questions: Is it possible to realize adjustments of this magnitude while sustaining the growth process? High public debt may be bad for potential growth in the long run, but is the fiscal adjustment needed to lower public debt consistent with maintaining adequate growth during the adjustment period?

Fiscal Adjustment and Growth. The effects of fiscal adjustment on growth have been thoroughly scrutinized, at least since the seminal paper by Giavazzi and Pagano (1990). One often-quoted result is that there is such a thing as growth-enhancing fiscal consolidation. Two (partially related) mechanisms may explain why fiscal consolidation (which per se should reduce aggregate demand and hence growth) may boost economic activity.

The first mechanism is the decline in interest rates that may accompany the fiscal consolidation process; this is, in some respect, the standard crowding-in effect that arises from the lower absorption of saving by the public sector. But effects are likely to be much stronger when the initial fiscal instability had caused uncertainty about inflation and depreciation rates, leading to a high risk premium on the holding of assets denominated in domestic currency.

The second, and related, mechanism involves reduced uncertainty about future economic developments (including the level of taxation) that accompanies fiscal consolidation and could boost private investment. A corollary of this mechanism is that the more credible the fiscal adjustment is, the more it should reduce uncertainty and hence have a benign effect on growth. This finding links the literature on the effect of fiscal adjustment on growth with that linking the composition of the fiscal adjustment to its “success,” which is defined in terms of persistence of the fiscal adjustment. That is, to the extent that fiscal adjustment based on expenditure cuts (notably cuts in current spending) leads to a more durable and credible fiscal consolidation (see Alesina and Ardagna 2009 for recent results), such an adjustment will also be more beneficial.
for growth because it should be accompanied by a stronger recovery of private investment.

The prospect of a painless fiscal consolidation—painless for the economy as a whole, at least—is an attractive one for the years ahead, given the magnitude of the effort required. That said, in the present circumstances, some of the favorable processes described above will not operate. The main problem is that, at the start of the fiscal consolidation phase, nominal interest rates in almost all advanced countries (and in some emerging economies) are already historically low and are unlikely to decline as fiscal adjustment takes place. Of course, if fiscal consolidation occurs, central banks will not need to raise interest rates as much as in similar phases of exit from severe recessions, which will alleviate crowding in private investment. Nevertheless, the spectacular boost in private sector activity that has accompanied some fiscal consolidation episodes in the past is unlikely to materialize purely as a result of the fiscal adjustment.

Indeed, recent work by IMF staff members implies that caution is necessary in this area. In particular, the October 2010 *World Economic Outlook* finds that a fiscal consolidation of 1 percent of GDP typically reduces GDP by about 0.5 percent after two years and raises the unemployment rate by about 0.3 percentage points (IMF 2010d). Domestic demand—consumption and investment—falls by about 1 percent. Fiscal contractions that rely on spending cuts tend to have somewhat smaller contractionary effects than tax-based adjustments. Fiscal retrenchments in countries that face a higher perceived sovereign default risk tend to be less contractionary, but even these expansionary effects are unusual.

Altogether, given these prospects, the nature of the fiscal adjustment—whether it is focused on spending cuts or revenue increases, and, even more important, the nature of those spending cuts and revenue increases—will have paramount importance because the cuts or increases will affect economic incentives and efficiency. This effect is important not only because of the direct benefits of growth but also, notably, because policies that bring about even quite modest increases (or smaller reductions) in growth rates can lead to large reductions in the debt-to-GDP ratio and so ease the pain of fiscal adjustment.9
The Microeconomic Dimension: Taxing, Spending, and Growth

This brings the discussion to the all-important question of detail: how can spending and revenue measures best be designed not only to meet the challenges arising from fiscal consolidation but also to enhance output levels and growth?

This is a tough question, made even tougher by the wider trends flagged previously in the “Objectives and Challenges” section: beggar-thy-neighbor tax policies, for instance, may well become even more of a concern in the coming years because countries in trouble are not always overly concerned about the adverse impacts their policies have on others. Rhetoric on the growth effects of taxation and public spending, moreover, far outstrips available evidence. And any notion of “growth-friendly” tax or spending measures needs to be treated with particular care because the government’s budgetary constraint means it makes little sense to speak of the growth impact of individual tax or spending measures. A research and development (R&D) subsidy may increase growth if paid for by an increase in the value added tax (VAT) rate, for instance, but not if it is financed by borrowing or cutting primary education.

The risk is of denigrating, as “anti-growth,” measures that have a perfectly appropriate place within the wider fiscal scheme. Most tax measures, after all, impose distortionary costs that are a price paid for public expenditure—on infrastructure, education, and health, for example—and therefore are more obviously linked with growth and related objectives.

There are, nevertheless, ways ahead (to be shaped, of course, by country circumstances and preferences) that are clear, practicable, and responsive to both near-term imperatives and deeper trends. There are also mistakes to be avoided.

Spending Better: Taking the Dividends of Growth into Account

Instead of dwelling here on the appropriate balance between tax and spending measures (IMF 2010c provides principles, beyond those set out above, to guide that balance with some country specificity), the aim is to identify common themes and possibilities in the search for public spending and tax policies that can best support growth in the testing times ahead.
Ascent after Decline

Welfare Reform. Welfare reform has quickly emerged as a central issue in framing fiscal adjustment in advanced countries (and the lessons they learn will be important in framing maturing social policies in emerging countries). Life would be easy if one could simply say, as some seem to think, that the welfare state in a given country is “too big” or “too small.” But the issue is more complex than that, even leaving aside the distributional impact that is presumably the primary aim of social welfare spending.

The empirical evidence on the growth impact of aggregate social spending is mixed (Atkinson 1999). Indeed, theory suggests effects in both directions: The risk sharing implicit in social insurance and progressive taxation (taking from the lucky, giving to the unlucky) can spur growth by encouraging risk taking (in occupational choice, for instance). But individuals’ expectations of future pension receipts exceeding their contributions and of guaranteed minimum income standards may harm growth by reducing private savings. What is needed is to look beyond broad generalizations on the impact of welfare spending to identify measures that will contain costs without jeopardizing efficiency or fairness.

Pressures on social spending are most intense in the areas of pensions and health care, which pose quite different challenges.

Pension Costs. Pension costs are driven by a few well-defined parameters, and restraining them is essentially a choice between increasing the retirement age, increasing contributions, and cutting benefits—or some combination thereof. These approaches will vary in their economic effects. Increasing the retirement age, for instance, is likely to boost current consumption because it implies higher lifetime incomes—which may have attractions for near-term macroeconomic management. Cutting benefits, however, will do the opposite by increasing private savings to replace the reduction in future receipts from the state—which may have attractions for longer-term growth.

One central fact that stands out, however, is that modest increases in the retirement age—especially modest relative to the increase in longevity since retirement ages were first set—can go a long way toward
closing the gap. The IMF (2010a) estimates that increasing the age of receiving full benefits by two years over the next two decades\textsuperscript{10} would be enough to stabilize pension spending at its 2010 level. Simulation results suggest, moreover, that this strategy also shows the greatest gains in long-term growth (Karam et al. 2010).

Other fiscal reforms to extend effective working lifetimes would be desirable for the same reason. In some cases, this may mean reforming entitlement rules for disability and sickness benefits as well as for pensions. Such rules were put in place deliberately to discourage participation by older workers, on the grounds—which both theory and evidence strongly suggest to be mistaken (Jousten et al. 2010)—that this prevents the employment of younger workers. Beyond that, evidence that the labor supply decisions of the near-retired are relatively sensitive to wage rates suggests another reform to delay retirement: reconfiguring income tax structures to have marginal tax rates that fall with age.

**Health Care Costs.** Increases in health care costs, on the other hand, arise less from the mechanics of demographic change than from the availability of increasingly expensive care. Therefore, options for easing fiscal pressures from this source are more complex than changing the parameters of an entitlement system. Cost containment is of the essence, and potential reform measures have emerged on both the supply side (including movement away from fee-for-service provision) and the demand side (increasing co-insurance rates and reducing benefits, for instance) (IMF 2010c).

Ultimately, a balance must be struck between (a) those basic services to be provided through, though not necessarily delivered by, the public sector (or at least services for which insurance is to be compulsory); and (b) those services to be left to voluntary insurance. Where that balance lies depends partly on efficiency considerations: compulsory coverage, for instance, can overcome market inefficiencies from adverse selection. But the balance depends even more on (a) social preferences as to the levels of health care credibly regarded as minimally acceptable and (b) the extent of implicit redistribution best achieved through health provision rather than income support.
*Other Social Service Costs.* Many economies, both advanced and emerging, provide other social insurance and support services (services to which many emerging-market countries aspire):

- In-work tax credits, transforming the income tax in some cases to a wage subsidy
- Unemployment assistance
- Contingent cash transfers
- Sickness and disability allowances
- Housing support.

*Welfare Reform Mechanisms.* The complexity of, and dissimilarities between, systems make generalization dangerous, but diverse experiences suggest common opportunities for improvement:

*Targeting by means testing.* A common response to pressures on social spending is to call for better targeting. All too often, however, “targeting” is taken as synonymous with means testing (that is, reducing the transfer paid at higher levels of income or assets), the difficulties of which are often overlooked. Meanwhile, other (perhaps more promising) types of targeting receive scant attention.

The difficulty with increased means testing is that it inescapably increases marginal effective income tax rates—reflecting the combined effects of taxation, social contributions, and the receipt or withdrawal of benefits—toward the lower income ranges, with consequent disincentives for work effort (and savings, too, if asset tests also apply). There is thus no avoiding the fundamental design question: how should marginal effective tax rates vary by income level? The answer depends on both equity considerations and on how taxation affects labor supply decisions.

Over the past few years, these responses have taught two things. First, a U-shaped pattern of marginal effective tax rates of the kind often observed in advanced countries is likely to be optimal, albeit with rates at lower income levels than those observed in, for instance, the United Kingdom (Brewer, Saez, and Shephard 2010). Second—and quite contrary to previous conventional wisdom—the sensitivity of participation decisions creates a case for subsidizing earnings at the very bottom, both on grounds of traditional efficiency and perhaps for other reasons not
captured in standard models: for example, working may be socially valuable in itself. This reasoning points to schemes that (a) are generous to low earners (subsidizing even the lowest earners, as under the earned income tax credit pioneered in the United States) and (b) withdraw benefits fairly slowly, which means lower effective marginal rates at the bottom and higher rates further up the income ladder.

Targeting by tagging. Other forms of targeting include differentiation of individuals by observable characteristics correlated either with features of social relevance in themselves or with other features of direct interest, such as earning capacity or behavioral responses. Where the capacity to tax income is weak, as in many emerging economies, tagging of this kind is largely a necessity. And where the capacity to tax income is good, it still has a role. For example, providing support in kind to particular groups can improve the effectiveness of support by reducing the risk that the benefit will be too attractive to unintended recipients: disability support, for instance, can be provided in the form of home adaptations rather than cash. For the same reason, the public provision of basic education and health care may have merit not only in dealing with market failures but also as effective redistributional devices.

Tagging can also take the form of applying different tax schedules to groups that differ in some identifiable and relevant way. Although this is already quite common (child tax credits, for example), better recent understanding of how labor supply responses correlate with other attributes suggests that there may be scope for more differentiation of this kind. One example is setting lower marginal tax rates for those nearing retirement. Another is the possibility of exploiting the likely greater responsiveness of women’s participation decisions once their children reach school age. There are evidently equity issues to be faced in such strategies (for example, what kinds of tax differentiation will be seen as fair?), but the evidence suggests that the gains may be considerable. One estimate for the United Kingdom is that these approaches could increase the workforce by nearly 1 percent (Mirrlees et al. 2010).

Modernizing the contributory principle. Welfare reform also means looking carefully at the contributory principle (that contributions should carry benefits of broadly the same actuarial value) that has historically underpinned social insurance systems. Over the years, the link between
contributions and benefits has become, almost everywhere, largely fictitious (partly because of the desire to pay benefits to the initial generation, partly because of the desire to support those with limited labor market attachment).

However, there are good arguments to strengthen the contributory principle—but in modernized form. One is that the disincentives of increasingly high contribution rates may be blunted to the extent that those paying them see them as providing some offsetting benefit, and so as a form of forced saving. Another argument favors contributions as a way of diminishing the distortions to labor mobility that can arise from mismatches in the timing of receiving and paying for benefits.

There seems to be no compelling evidence currently that behavioral responses to social contributions differ from those to explicit taxes, perhaps reflecting awareness that the link is weak. If so, the design contortions necessary to pay lip service to the contributory principle—for instance, caps on contributions by employers and special rates for the self-employed—risk resulting in marginal effective tax rates that can cause significant unintended distortions. One response to this would be simply to absorb social contributions within the income tax (which could also have administrative and compliance advantages). However, this response may give up too easily on the potential merits of a genuine contributory principle. One way to realize those merits could be to build systems of lifetime accounts (advocated, for instance, in Bovenberg, Hansen, and Sørensen 2008), into which individuals contribute while also being allowed withdrawals to provide their own consumption smoothing (in the face of such life events as unemployment, for example) that is a large part—70 percent or more in some countries—of current social spending.

**Infrastructure and Innovation Expenditures.** Theory leaves no doubt that output and growth can be increased by the public financing (though not necessarily the provision) of productivity-enhancing infrastructure that the private sector cannot be (or at least is not) relied upon to provide: water systems, highways, rail networks, fundamental R&D, legal systems, and the like. Empirically, the importance and nature of these effects remain subjects of contention. There is good reason to suppose, however, that public infrastructure spending has had strong positive effects
on aggregate output, as Arslanalp et al. (2010) found based on unique data on cumulative stocks of public capital (though they also stress that this effect can come with a significant lag). Consistent with this finding is evidence that reallocation of public spending from “unproductive” to “productive” projects has been associated with faster growth in Organisation for Economic Co-operation and Development (OECD) countries (Gemmell, Kneller, and Sanz 2007).

Infrastructure. These generalities do not convey precisely which types of infrastructure spending are most conducive to growth. Some evidence from lower-income countries, for instance, found large gains from telephone network development (Canning 1999), but there is little research of similar directness for the higher-income countries.

The very specificity of the issues focuses attention on perhaps the most critical factor of all: the framework within which such spending decisions are made. The wide range of framework-related issues include

- realizing the scope for cost reduction (by, for example, improving procurement processes);
- addressing the corruption often associated with large infrastructure projects; and
- identifying and managing the fiscal risks associated with public-private partnerships (PPPs), as Antonio Estache discusses in chapter 4 of this volume.

What is clear is the importance of progress in the management of public infrastructure projects, including through realistic cost-benefit appraisal of significant projects and the assessment and disclosure of fiscal risks associated with PPPs. In some areas, user fees may have unrealized potential—one clear example being the potential value of congestion pricing in guiding highway development (as well as easing revenue pressures).

Climate Change. One area in which new infrastructure needs can be anticipated is climate change mitigation and adaptation. These needs must be addressed in country-specific ways: whether to strengthen sea defenses, to overcome network externality problems in the diffusion of low-carbon fuels, or to develop grids that incorporate small suppliers.
How large the net spending requirements may be remains uncertain (in some countries, some spending will be reduced, such as on winter fuel support for the vulnerable), but adaptation needs seem likely to require well under 1 percent of GDP in advanced economies for many years. In some emerging economies—more exposed to climate impacts and having less-developed social support systems—expenditures are likely to be substantially larger but still await reasonably firm quantification.

Innovation. In terms of innovation, too, the general principle is clear: public financing of fundamental R&D can play a worthwhile role, but its proper application is a matter of detail and process. Again, it is in the area of climate policy that the needs are most apparent. The Stern Review stressed that public support for basic energy research has fallen substantially since the 1980s and made a powerful case for increasing it (Stern 2007).

More generally, Philippe Aghion and Julia Cagé argue in chapter 5 of this volume that “clean” innovations need support to overcome factors tending to favor “dirty” innovations, notably the existing stock of physical and intellectual capital. More controversial, but worth particular mention, is the strong case for publicly financed research of geoengineering approaches to climate problems. The governance issues are horrendous (for example, who decides what the climate will be?), but prudence surely dictates exploration of options to deal with quick-onset catastrophic outcomes.

Subsidies and Tax Expenditures. The first rule of fiscal policy being to do no harm, subsidies (or equivalent measures, implemented as tax breaks) that serve no useful purpose ought to be eliminated. There is no shortage of candidates.

Petroleum Subsidies. Petroleum subsidies remain widespread in emerging-market and low-income countries, and taxes are low in many advanced ones. Outright subsidies are set to cost about US$250 billion (0.3 percent of world GDP) in 2010 (Coady et al. 2010) to little distributional purpose: the benefits accrue mainly to the better-off, and the poor can be better protected by other means (Coady et al. 2006).
Although G-20 members have committed themselves to eliminating fossil fuel subsidies, many countries still have a considerable way to go toward establishing fuel taxes that reasonably reflect the externalities from fuel use, including not only—or even mainly—worsening global warming (discussed below) but also the cost of road infrastructure, local pollution, and congestion charges. Relative to a tax of US$0.30 per liter, the global revenue loss is about 1 percent of GDP, with around 80 percent of this arising in advanced and, especially, emerging economies.

**Tax Breaks.** Exemptions and special treatment pervade most tax systems. Mortgage interest breaks, where they remain, are only the paramount example. Such tax breaks forgo revenue, distort investment decisions, and undermine financial stability. They do not even encourage home ownership (the rationale sometimes offered), the evidence being that they simply induce owners to buy more expensive properties.

Each tax break sounds (to someone) like a good idea but is also potentially expensive and usually comes with unintended side effects. Education tax credits, for instance, may just lead to higher tuition fees. The recent bipartisan U.S. National Commission on Fiscal Responsibility and Reform shows how much can be saved—admittedly, in what is probably an extreme case—by scouring the tax code for myriad breaks and making a clean sweep of them.

**Renewable Resource Subsidies.** More contentiously, renewable resource subsidies are overdue for close examination. The implied costs of replacing carbon emissions are often well above common views of an appropriate carbon price. This is not to deny that (as Aghion and Cagé stress in chapter 5 of this volume) dealing with climate problems requires not only carbon pricing but also public support of innovation. But the missing link in current policies toward alternative energy sources seems to be less on the spending side—except perhaps in relation to some elements of R&D—than in establishing the stronger carbon pricing that will provide appropriate incentives for the private sector to develop alternative energies.
**Taxing Smarter: In Search of Immobile Tax Bases**

Theory, empirics, and changing circumstances all point to giving well-designed consumption taxes a central role in addressing fiscal challenges ahead:

- **Theory** because almost all analyses find consumption taxes to be the least growth-retarding form of taxation (Myles 2009b)
- **Empirics** because countries that rely more heavily on consumption taxes tend to grow faster (Kneller, Bleaney, and Gemmell 1999)\(^1\)
- **Circumstances** because people tend to consume where they live, which—at least for goods\(^2\)—is likely to remain less mobile than other factors.\(^3\)

**Value Added Taxes.** Increased taxation on consumption may also go the right way in terms of redressing intergenerational inequities because (as some may feel is only appropriate, given the source of current fiscal challenges) the increase would fall most heavily on those spending out of accumulated assets, which is likely to mean a particularly strong impact on older groups (though the “retirement puzzle” of high saving by the elderly and any indexation of pension benefits will mitigate this effect).

The mainstay of almost all consumption tax systems—Saudi Arabia and the United States being the only G-20 members without one—is the VAT, some features of which are highlighted in table 3.1. And in almost all of these systems, there is clear room for improvement.

The first two data columns of table 3.1 show the standard VAT yield and rate in selected countries. The third column is especially important, reporting “C-efficiency”: the ratio of VAT revenues to the product of consumption and the standard rate. Under a benchmark single-rate VAT, the C-efficiency would be 100 percent. In most cases, clearly, it is far from this. How this shortfall arises can be seen by decomposing it into elements that reflect imperfections of implementation (the “compliance gap”) and of design (the “policy gap”). The two rightmost columns indicate the potential revenue gain from halving either of these gaps—that is, the often-sizeable gains that can be realized without any change in the standard VAT rate.
Table 3.1 Key Features of the Value Added Tax in Selected Countries

<table>
<thead>
<tr>
<th></th>
<th>VAT revenue (% of GDP)</th>
<th>Standard VAT rate (%)</th>
<th>C-efficiency (%)</th>
<th>Compliance gap (%)</th>
<th>Policy gap (%)</th>
<th>Potential extra revenue (% of GDP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>From halving compliance gap</td>
</tr>
<tr>
<td><strong>Advanced economies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>7.1</td>
<td>19.6</td>
<td>45</td>
<td>7</td>
<td>52</td>
<td>0.0</td>
</tr>
<tr>
<td>Germany</td>
<td>6.2</td>
<td>16.0</td>
<td>50</td>
<td>10</td>
<td>44</td>
<td>0.2</td>
</tr>
<tr>
<td>Italy</td>
<td>6.1</td>
<td>20.0</td>
<td>39</td>
<td>22</td>
<td>50</td>
<td>1.2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>6.5</td>
<td>17.5</td>
<td>43</td>
<td>13</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Emerging economies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>6.9</td>
<td>21.0</td>
<td>46</td>
<td>21</td>
<td>41</td>
<td>0.5</td>
</tr>
<tr>
<td>Hungary</td>
<td>7.4</td>
<td>20.0</td>
<td>49</td>
<td>23</td>
<td>37</td>
<td>0.8</td>
</tr>
<tr>
<td>Latvia</td>
<td>8.3</td>
<td>21.0</td>
<td>49</td>
<td>22</td>
<td>38</td>
<td>0.7</td>
</tr>
<tr>
<td>Lithuania</td>
<td>7.5</td>
<td>18.0</td>
<td>50</td>
<td>22</td>
<td>36</td>
<td>0.7</td>
</tr>
<tr>
<td>Mexico</td>
<td>3.7</td>
<td>15.0</td>
<td>33</td>
<td>18</td>
<td>60</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Source: IMF 2010b.

Note: “C-efficiency” is the ratio of VAT revenue to the product of consumption and standard rate (equaling 100 percent under a benchmark single-rate VAT). The “compliance gap” is the portion of the C-efficiency ratio reflecting imperfect VAT implementation. The “policy gap” is the portion of the C-efficiency ratio reflecting imperfect VAT design.
In emerging economies, the scope for improved compliance is what tends to stand out. In the advanced economies, with older VATs, the problems are more marked on the policy side. Their key task is to rein back exemptions and multiple rates—especially zero rates on domestic consumption. In the United Kingdom, for instance, eliminating the extensive zero-rating of food and other items would raise about £23 billion. And the change need not have adverse distributional effects: even after compensating the losers, a net revenue gain of £11 billion remains (Crawford, Keen, and Smith 2010).

A broad-based sales tax is not, of course, a particularly progressive tax; viewed over individuals’ full lifetimes (inheritances and bequests aside, so that all lifetime income and assets are spent), it is neutral. What matters for distributional concerns, however, is not the incidence of any tax viewed in isolation but the impact of all tax and spending instruments combined. Progressivity of this overall system must then be sought other than in the VAT. That means looking to the welfare system, as discussed previously. It also points toward shaping the income tax in light of equity objectives and perhaps also toward a greater role for the taxation of gifts and inheritances. Here the constraints imposed by tax base mobility, and the scope for addressing them through enhanced international cooperation, come quickly to the fore; these are taken up below.

Property Taxes. Buildings and land, in contrast, are the immobile tax base par excellence. The financial capital invested in them may be perfectly mobile, but the intrinsic value of their location and characteristics is not. Their value thus includes an element of rent that can, in principle, be taxed at up to 100 percent without causing distortion.

There is indeed evidence that property taxes are less damaging to growth than other types of taxation (Arnold 2008). Moreover, it seems likely that their impact is broadly progressive. With property tax revenue amounting to less than 1 percent of GDP in some countries and to more than 3 percent in the United Kingdom, the United States, and elsewhere, this too is an instrument ready for greater use.

“Green” Taxes. Addressing environmental issues—above all, climate change—provides one of the few areas in which there is scope for raising revenue in ways that will clearly enhance sustained, high-quality
growth. Although environmental damage will build up relatively slowly, the slow-moving, stock nature of the externality at the heart of the climate problem calls for early action to mitigate it by reducing emissions, which now means both more aggressive carbon pricing and the adoption of credible plans for carbon pricing in the future.

**Carbon Pricing.** Whether implemented by taxation or by cap-and-trade schemes—the former being preferable—carbon pricing can provide much-needed additional revenue. Quite how much depends on the level and path of carbon prices (views about which vary greatly) as well as on initial levels of fuel taxation and patterns of power generation (it being important to remember that gasoline is far from being the only source of carbon tax revenue; ultimately, coal is much more important).

The potential revenues in many advanced economies are substantial, though not transformational. Recent proposals for an emissions trading scheme in the United States, for example, could have raised about US$860 billion over 2011–19, or about 15 percent of the projected cumulative fiscal deficit. (The net revenue gain, of course, would have been smaller, though not eliminated, to the extent that poorer groups were compensated for the impact on final consumer prices). What is critical is that this potential revenue not be dissipated by awarding substantial rights free of charge, as has become all too common: the U.S. proposals, for instance, would have forgone nearly 80 percent of the potential revenue just mentioned. Free allocation does nothing to ease the impact on consumer prices, which will reflect the opportunity cost of holding permits (rather than the price actually paid), and compensating firms for the impact of the scheme would require giving away something on the order of 10 percent of rights.

Many emerging economies, of course, are reluctant to introduce carbon pricing, especially while leading advanced economies fail to do so. But for them the revenue potential may be even more significant, not only to the extent that their current carbon prices are low but also because they may be net sellers of emission rights or carbon offsets in an efficient global pricing scheme: India, for example, might receive inflows from this source of 1–4 percent of GDP between 2020 and 2060 (IMF 2008). For some, potential payments for avoided deforestation may be substantial if obstacles to the design of payment
schemes (for instance, in defining the benchmark relative to which it is rewarded) are overcome.

**Congestion Pricing.** Other environmental taxes generally have little revenue potential—which is, to a large degree, as it should be: it is a mark of the success of the tax on plastic shopping bags in Ireland that the tax reduced use by 90 percent, but it raised almost nothing. One area in which worthwhile revenue *may* be gained, however, is in greater use of congestion pricing.

All the emerging evidence suggests that congestion externalities are by far the most important externality associated with motoring. And fuel taxation—undifferentiated by time and place of travel—is an imprecisely targeted instrument for dealing with it. More purposive use of congestion pricing (still in its early stages in most countries and not something that can be implemented overnight) can enable an unpacking of fuel excises into components related to carbon and other emissions and to congestion that can secure revenue and increase both narrowly defined productivity and the broader quality of life.

**Capital Gains Taxes.** Capital accumulation—in the sense of not only (indeed, probably decreasingly) tangible goods but also the development of future productive capacity generally—and the savings (public and private) that finance it are at the heart of economic growth. Central to the discussion of the role of fiscal policy in these areas is the question of whether the normal, risk-free return to capital should be taxed at all.

Some celebrated results find that, in the long run, capital gains should not be taxed (Chamley 1986; Judd 1985): even a small tax on interest implies an infinitely large distortion of future, relative to current, prices. Views differ, however, as to whether these results are “very general” (Myles 2009b) or “not robust” (Banks and Diamond 2010). This chapter’s authors incline to the latter view. Not the least of the limitations is the assumption that the government can fully commit to future rates of capital income taxation. It seems more plausible to suppose that it cannot—given the temptation to tax what will then be an attractively inelastic tax base of accumulated capital. In sheer practical terms, too, the ease with which labor income can be made to appear as capital income implies a need for some tax on the latter.
This perspective does not mean that capital income should be taxed at the same rate as labor income, as under the traditional “comprehensive” income tax. The greater international mobility of capital as opposed to labor—combined with the principle of efficient taxation that more-elastic tax bases should be taxed at a lower rate—suggests that, absent international cooperation, the income that capital generates should be taxed less heavily. This is the heart of the case for the “dual income tax,” pioneered in the Nordic countries and later attracting wider interest, which applies a progressive tax to labor income and a flat, low-rate tax on capital income (Cnossen 2000). This scheme does not necessarily reduce the progressivity of the overall tax system; in Sweden, for example, its adoption actually increased the revenue from capital income taxation (because the deductions for payments of capital income lost more revenue than was collected on receipts).16

Deciding whether capital income is, or is not, too heavily taxed requires recognition of country-specific characteristics and objectives. As a general proposition, the mobility of capital means that taxation of personal savings (based on the saver’s residence) has an effect quite distinct from that of taxes on the income from underlying investments (which are typically taxed by the country in which the income arises, with additional tax sometimes payable where the investor resides). However, in an economy closed to capital movements, taxes on savings and investments would have the same impact. Therefore, these types of taxes must be considered separately—and on a country-specific basis.

**Corporate Taxes.** At the company level—at least for large firms—the impact of taxation on incentives to invest in a given country is characterized by the marginal effective corporate tax rate (MECTR), which is the difference between the after-tax return required on world markets and the before-tax return required to generate it. MECTRs vary hugely according to both the nature of the investment and the source of the firm’s finance: they are often on the order of 25–35 percent for equity-financed investments but are strongly negative, often around -5 percent to -10 percent, for debt-financed instruments. (This variance occurs because interest expense is commonly deductible against corporate tax, but the return to equity is not—a point discussed further below.) The
implication is that, at the margin, debt-financed investments are actually subsidized. These variations in MECTRs can affect the cost of capital on the order of 100–200 basis points—very large amounts by the usual standards of monetary policies. The variations across investment types result in a misallocation of capital (including, in most cases, toward housing) that is a source of both output loss and (by impeding effective adjustment) growth. Moreover—and an increasing focus of concern—the tax bias to debt finance clearly invites excess leverage.

These points make a strong case for unifying MECTRs at some common rate, and there are good reasons why that rate should be zero. That does not mean eliminating the taxation of capital income, which can be taxed at the personal level. It does mean converting the corporate tax into a tax on earnings in excess of a normal return—to a tax, that is, on rents. The appeal of this solution is that, absent the ability to shift rents across national jurisdictions (taken up below), it would be fully nondistorting.

One way to achieve such neutrality is by adopting an allowance for corporate equity (ACE) form of corporate tax, under which the interest deduction is maintained but an allowance also given for a notional return on equity. Several countries have, to varying degrees, already adopted the ACE or variants, and their experiences have been broadly positive (Klemm 2007). For a company using a mix of finance that initially implies an MECTR of 20 percent, movement to an ACE could add around 0.45 percentage points to the rate of its output growth. This would not be permanent, and aggregate effects might be muted: as all firms expand investment, for instance, the price of capital goods might rise. But neither is it trivial.

_Private Pension Taxes._ The tax treatment of savings is complicated in almost all countries by a plethora of special arrangements for pensions and other privileged forms of saving, including housing. Although most forms of interest are taxable, private pension saving commonly receives special treatment that effectively exempts the risk-free return.

Such schemes have largely led to a reshuffling of savings between accounts rather than the creation of additional savings. Because most of them are capped, they have no impact on the marginal decisions of
the wealthiest individuals, who typically account for a large share of personal savings. Consequently, there seems to be no easy, reliable, and cost-effective route to substantially encourage personal savings by special tax measures.

Other Tax Incentives. Two other tax measures often presented as pro-growth merit some (skeptical) comment:

- *Tax incentives for research and development*, which have proliferated in recent years, do increase R&D spending, often with an elasticity of more than 1 so that this increase exceeds the revenue forgone. Much less clear is whether this increased R&D yields significant social (as opposed to private) benefit. The main role of R&D tax incentives may be as an instrument of international tax competition.

- *Favorable tax treatment of small and medium-size enterprises*, including reduced corporate tax rates, sometimes rests on overstating their employment creation and innovativeness. To the extent that such enterprises are relatively immobile internationally, efficiency considerations actually suggest that they be taxed more rather than less heavily. That may be a step too far, but the central argument for reduced small-business tax rates has a clear limitation: they face capital market constraints. Start-ups will typically have no taxable profits for some time, so taxation cannot be a major obstacle.

International Tax Competition—and Cooperation. The most marked instance of globalization at work in national tax design is the decline in headline rates of corporate taxation, which figure 3.11 illustrates.

No less striking is the resilience, also shown in figure 3.11, of corporate tax revenues preceding the crisis. One reason for this resilience was the high profitability of the financial sector, often accounting for 20 percent or more of taxable profits. However, one cannot count on similar levels of taxable profits returning soon. Nor is there any reason to suppose the reduction of rates to be over; the current constellation is underpinned by relatively high rates in both Japan and the United States, which are under substantial domestic pressures to reduce those rates.

The way to redress all this—converting the corporate tax back to one on capital (rather than, as previously explained in the “Objectives and
Challenges” section, one that falls largely on labor) and exploiting the greater inelasticity of the capital supply to the world as a whole rather than to any country in particular—is by international cooperation. But that is easier said than done. Coordination is much more attractive to some countries than to others. Small countries, in particular, have strong incentives to set low rates because what they can gain from the capital they attract from abroad (perhaps only on paper) far exceeds what they might lose on their domestic base. And the gain to those participating in agreements—perhaps regionally, as with attempts in the European Union—will be reduced by competition from those remaining outside those agreements. Technically, too, there are considerable challenges: effective tax coordination requires limiting not only the headline rate but also the base, and it may call for quite different ways of organizing international tax matters.

The crisis has produced some signs of increased willingness to cooperate on tax matters, including heightened pressure on tax havens to
provide the information that would enable other countries to address citizen tax evasion more effectively. This is essentially administrative cooperation. What may ultimately be needed—and sooner rather than later if a further ratcheting of international tax competition is to be avoided—is heightened cooperation on policy matters.

On the spending side, too, international coordination can yield large gains. Part of the increase in consumption implied by increasing the retirement age, for instance, will show as increased imports, stimulating growth abroad (Karam et al. 2010). Such positive spillovers imply that countries will gain more if all act together—perhaps, as in this case, substantially.

**Taxing the Financial Sector.** The crisis has been a painful reminder that financial and banking crises can cause massive output losses and, as stressed earlier, permanent damage to growth. At the same time, there is strong evidence that a well-functioning financial system is conducive to growth. Treading the balance this calls for is primarily a matter of regulatory and supervisory policy, but tax policy may potentially have a much greater role than previously recognized in (a) facilitating supportive financial systems, (b) making crises both less likely to occur and less damaging when they do, and (c) raising some worthwhile revenue along the way.

The first task is to deal with two existing tax distortions that undermine financial stability:

- **Widespread, substantial tax advantages to debt over equity finance.** These advantages did not trigger the crisis, but there is strong evidence that they lead to higher corporate debt and—where mortgage interest deductibility remains—higher personal debt, thus increasing vulnerabilities and intensifying the effects of the crisis (IMF 2010a). A central merit of the ACE, proposed above, is that it would substantially eliminate the corporate-level debt bias. (Indeed, there is a case for going even further and applying a notional deduction not only to equity but also to debt.)

- **Commonplace exemption of financial services under the VAT.** Such exemption, which may well lead to the financial sector being larger than it otherwise would be, needs to be addressed. The best way to do this
would be by reforming the VAT itself, but there are alternatives, such as the financial activities tax (FAT) proposed by the IMF (2010a) and endorsed by the European Commission (2010). The FAT would be a tax on the sum of wages and profits—in effect, a tax on value added implemented differently from the standard VAT. Many detailed design issues remain, but a FAT could ease a troubling distortion and raise quite large amounts of revenue: a 5 percent FAT in the United Kingdom, for instance, could raise about 0.3 percent of GDP.

Second, even under a perfectly reformed regulatory structure, failures will occur and cause potentially large social costs unless failing institutions are resolved swiftly and effectively. The costs of doing so are a cost of doing business responsibly and therefore should be paid by the institutions that benefit—preferably before the failure occurs (IMF 2010a). This solution calls for what the IMF calls a “financial stability contribution”: a charge, linked to improved mechanisms for resolving systematically important institutions, that would cover at least the fiscal costs of direct interventions to prevent future failures and crises (IMF 2010a). Several European countries have begun to experiment with taxes of this kind.

Third, there may be a useful role for a corrective tax on systemically important financial institutions—perhaps a surtax on systemic institutions operating with particularly low capital ratios—to address the externalities associated with financial distress and failure (Keen 2011). The conventional approach is to address these externalities by regulatory means, but corrective taxation may in some circumstances have a useful supplementary role. For instance, taxation may deal more effectively than capital requirements with asymmetric information problems.

**Taxing the Super-Rich.** The fiscal treatment of higher earners and the extremely wealthy naturally attracts particular attention, with views differing sharply as to the extent to which, under tightened fiscal circumstances and in the face of increased income inequality in many countries, the wealthy should pay more than they now do. Any potential resolution requires a balance between (a) the equity considerations that, to many, suggest the rich should pay more; and (b) the potential disincentives that, to others, suggest they should not.
For super-high earners—the top 1 percent or so, whose importance has increased quite markedly in recent years—there is little evidence that taxation has especially strong effects on real behavior. Indeed, this seems broadly true in the higher reaches of income: for instance, the widely remarked revenue increase following the Russian Federation’s adoption of a “flat tax” (which cut the top marginal rate from 30 percent to 13 percent) does not seem to have arisen from increased real activity (Ivanova, Keen, and Klemm 2005). Of potentially more concern in terms of the case for strongly progressive taxation are the avoidance and evasion opportunities of the rich, reflected in potentially high responsiveness of taxable income: for the top 1 percent or so of the U.S. income distribution, the long-run elasticity of taxable income with respect to unity minus the marginal tax rate is about 0.12–0.4 percent (Saez, Slemrod, and Giertz 2010).

Prominent among the tax reduction strategies favoring the richest are exploitation of the light taxation of capital gains relative to other forms of capital income and, in some cases at least, evasion by locating assets abroad. The former requires structural reform; the latter calls for enhanced international coordination, including—but ultimately perhaps going beyond—current initiatives focused on the exchange of information between tax authorities.

Reducing tax rates can help, but there is no free lunch. The signs are, for instance, that the Russian flat-tax reform in 2001 did improve compliance but not enough for the tax rate cut to pay for itself. Indeed, recent estimates of the tax-responsiveness of taxable income in both the United Kingdom and the United States suggest that current top marginal tax rates (including social contributions) are below levels that would maximize revenue (Brewer, Saez, and Shephard 2010; Saez, Slemrod, and Giertz 2010).

Improving Compliance and Implementation. Effective implementation of tax and spending programs contributes directly to output and growth. Noncompliance leads to inefficiencies: for example, in-work benefits must reach all those entitled to them to have their maximum effect on work incentives. Implementation is also critical to sustaining the wider sense of fairness on which effective taxation ultimately rests, and here the crisis leaves the unwelcome legacy of reduced tax compliance. (Not
paying taxes can be the cheapest source of finance for distressed businesses.) Such effects can be lasting.

Two of the many levels of administrative responses needed to improve compliance and implementation are especially important to establishing equitable and renewed growth (IMF 2010c):

- **Addressing aggressive tax planning.** Taxpayers continually push the boundaries of legality. Increased intelligence activities and disclosure requirements can help redress the balance, and general antiavoidance legislation—enabling tax authorities to see through the form of transactions to their substance—appears to have worked well, for instance, in Australia.

- **Strengthening international cooperation.** More effective international information exchange can reduce the risk that transactions will escape proper taxation. Administrative measures, however, are no substitute for addressing the fundamental policy problems posed by increasingly mobile tax bases. Information sharing does little to enhance revenue if tax rates are competed down to zero, for instance, and the most highly publicized forms of VAT fraud derive from the refunding on exports of tax levied on inputs for which there are now well-understood alternatives (as in Keen and Smith 2000, for instance).

**Conclusions**

The restoration of fiscal sustainability will place daunting constraints on public policies in the coming years, especially in advanced economies. Dealing with postcrisis macro fiscal imperatives—and doing so under the changing circumstances implied by deepening globalization, aging, and evolving climate concerns—will not be easy. But in this chapter the authors hope to have not merely spelled out the challenges but also to have given a sense of how to meet these challenges. Circumstances and options, of course, vary across countries in ways not fully addressed here, but the important common themes and possibilities have been presented.

Some elements of the needed response are clear:

- Announcing credible plans early to ensure fiscal sustainability where it is in jeopardy
• Exploiting more fully the potential of consumption and property taxes
• Swiftly implementing more aggressive carbon pricing (with no free allocation of rights)
• Taking more seriously long-standing tax biases toward debt finance.

Other elements, such as the appropriateness and design of new taxes on financial institutions, are only now being thought through and, to some degree, tested. Old instruments may have to be thought of in new ways: for instance, to recognize that corporate tax reform may have become, to a significant degree, a tax on labor. And new instruments (on financial institutions or on fossil fuels) will be resisted by powerful lobbies. But the difficulties, ultimately, are more political than they are technical. Tax exemptions and subsidies that serve little purpose but have political untouchability must be rethought.

Importantly, the gains from many aspects of fiscal reform discussed above (concerning pensions, business taxes, and climate change, for instance)—are likely to be substantially greater when countries act together. Realizing these gains requires thinking of international fiscal cooperation less as a loss of national sovereignty and more as a gain in policy effectiveness. Neither advanced nor emerging economies can afford to perpetuate or repeat the fiscal mistakes of the past.

Notes

1. One could add a fourth challenge: technological advancement. The ability to condition social benefits and tax payments on biometric characteristics and a mass of personal information, for instance, has profound implications for their potential design. But the associated challenges and opportunities lie mainly beyond the urgent near-term decisions that are of concern here.
2. A decline in debt ratios in low-income countries also reflected sizable debt relief.
3. This outlook assumes the implementation of announced policies, including the expiration (mostly in 2011) of the temporary stimulus measures introduced in 2009–10.
4. Note that the assumption of a negative differential implies that the debt ratio, for any given primary balance, would eventually stabilize because the larger the debt ratio, the lower the equilibrium primary balance. This said, a negative differential raises broader issues of dynamic inefficiency. It may persist over the medium term but is unlikely to last over the longer term. Indeed,
the differential—although remaining negative for the average of the emerging economies for several years—is positive in many emerging economies.

5. A variant of this story is that high public debt requires either higher primary surpluses or taxation to pay interest instead of to finance public investment or education. These explanations are valid but leave open the question of whether lowering public debt by running even higher primary surpluses has more favorable effects on private investment. After all, in net present value terms, the resources subtracted to productive investment are the same whether debt and interest payments are high or whether debt is lowered through surpluses.

6. In the long run, of course, a one-to-one relationship exists between a given deficit-to-GDP ratio and a debt-to-GDP ratio, for a certain nominal growth rate of GDP.

7. This paper looks at the effect of initial public debt on growth during the next five years. It also uses instrumental variables to control for any remaining simultaneity.

8. These thresholds are clearly indicative because it is difficult to identify empirically an optimal level of public debt. As noted above, econometric estimates imply that a negative impact of public debt on growth emerges at levels below 60 percent. This said, 60 percent—in addition to being the Maastricht Treaty threshold—was the median level of general government debt to GDP before the crisis in advanced economies. And empirical evidence suggests that 40 percent is a relevant threshold for emerging economies based on sovereign debt crises in these countries.

9. For example, if a country with an initial debt ratio of 100 percent of GDP manages to increase potential growth by 1 percent and saves the additional revenues (so that the effect on the debt-to-GDP ratio arises not only from higher GDP but also from lower debt), then after 10 years the debt ratio would fall by almost 30 percentage points.

10. This estimate is in addition to the increase in retirement age already envisaged by current legislation (which is one year for the average of the advanced countries).

11. See, for instance, Bastani, Blomquist, and Micheletto (2010), whose simulations suggest huge potential gains from age-relation in the income tax.

12. This rationale does not mean, it should be stressed, that growth could be increased by introducing a VAT and throwing away the proceeds. The claim is that the VAT appears to do less damage to growth than do alternative revenue raisers.

13. Services, of growing importance to consumption in many countries, pose a distinct set of challenges. Because services are readily provided across borders and not subject to interception in the same way that goods are, the effective taxation of services requires a distinct set of protocols.

14. The point is put neatly by Hines and Summers (2009, 125), who note that smaller economies rely more heavily on consumption taxes and that “globalization means that . . . all countries are becoming smaller.”
15. The reasons for this preference are set out in IMF (2008), which also provides a fuller treatment of the issues raised here. Jones and Keen (2011) discuss the consequences of the crisis for these issues.

16. The distributional consequences of progressive capital income taxation are complex and can be counterintuitive. For instance, when different income classes face different marginal tax rates, borrowing by the rich from the poor (perhaps indirectly) can reduce the tax payable by the former by more than it increases the tax payable by the latter—benefiting, to some degree, both (Agell and Persson 1990).

17. Fullerton and Lyon (1988) put the consequent loss for the United States at 0.3 percent of GDP.

18. This assumes an elasticity of investment with respect to the user cost of capital of \(-0.75\), a ratio of income to output of 10 percent, and a Cobb-Douglas technology with capital share of 0.3.


20. Keen, Krelove, and Norregaard (2010) consider the design of various forms of FAT in some detail.

21. Though international mobility is often cited as a particularly important constraint on the taxation of the highest-paid, Kleven, Landais, and Saez (2010) find that even for top-flight European footballers—presumably a particularly mobile group—revenue-maximizing tax rates (inclusive of social contributions and VAT) are above 75 percent.
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The policy reactions to the 2009 financial crisis around the world indicate that policy makers and their advisers had similarly internalized much of the macroeconomic research showing how and when infrastructure can help short- to long-term growth. International Monetary Fund (IMF) staff found that, right after the crisis, the Group of 20 (G-20) countries added to their expenditure measures an average annual allocation for infrastructure amounting to 0.4 percent of gross domestic product (GDP) (Freedman et al. 2009). Infrastructure represented roughly 20–30 percent of the average postcrisis fiscal stimulus package size among G-20 countries.

Short-Term Responses
Infrastructure thus dominated many countries’ recovery packages, with outlays generally over a two- to three-year period (2009–11). For many
developed economies, this additional allocation represented at least a 20 percent increase over previous average annual infrastructure expenditures. This effort was larger for richer countries than for others: for instance, in middle-income developing countries, the increase over recent trends was less than 10 percent on average. Even if the variance of these additional commitments was large, short-term averages were high enough to show that the 2009 crisis renewed policy makers’ faith in infrastructure spending.

To a large extent, it simply meant that Keynesian policies were formally back (at least for a while) and that projects anchored in public works were as popular as in Keynes’s most famous book, *The General Theory of Employment, Interest and Money* (1936). An immediate outcome of the formal return of Keynesian policies was that infrastructure builders, investors, and operators could count on strong new fiscal commitments, at least in the few years following the crisis. This reliability is why the project finance business saw only a relatively modest drop in 2009. Most countries had decided to use the infrastructure components of their fiscal packages to improve their transport capacity and increase the mobility of both people and goods. Some—such as Brazil, Japan, Portugal, and Spain—used the opportunity to address climate change concerns as part of their efforts to scale up investments in energy. Many also focused on the need to close their information and communication technology (ICT) gap.

**Longer-Term Changes**

For the longer run, the crisis catalyzed some structural changes in the basic economics of the infrastructure sector—with some significant fiscal implications. The most apparent change is in the financing outlook. Private sources have lost much of their appetite to finance infrastructure projects because the crisis engendered an expectation of tougher regulation of the securitized and highly leveraged investments commonly used in infrastructure.

In 2009, infrastructure bond spreads reached their highest levels since 2001, averaging 300 basis points. This rise means that the relative importance of private financing will drop, not only because the public sector is spending more (an infrastructure-specific crowding out issue) but also
because the private sector may become less willing to commit equity or borrow to build and operate infrastructures at historical return levels, given its sense that risks have become too high for ongoing returns.

**Policy Implications**

Overall, a clear policy challenge is the risk that increased public spending in the sector won’t be enough to offset a drop in private spending, resulting in a net drop in total expenditures. This risk may be mitigated by an explicit effort to use public sector resources to leverage as much private financing as possible or to provide guarantees. But because decisions tend to be implemented slowly in the public sector in general, only time will tell how much of a problem this will be for the infrastructure sector.

A risk of crowding out is not the only policy challenge to result from postcrisis adjustments. The crisis is likely to amplify many incentive problems that preceded the crisis and remain unaddressed. Many of these issues arise from the large residual niches of technological and policy-driven limits to competition in infrastructure. Unfortunately, few of these policy concerns have made it into policy makers’ speeches announcing the large commitments to infrastructure investment. Yet their resolution is likely to drive not only the distribution of the gains from revived public infrastructure investment but also the investment’s long-term impact and sustainability. Discussions about the most desirable and politically sustainable solutions are also likely to revive passionate debates about the relative importance of the private and public sectors for infrastructure provision.

**Chapter Overview**

The main purpose of this chapter is to discuss these old and new policy challenges in some detail. It addresses the main issues associated with a scaling up of infrastructure in developed, transition, and developing economies. The emphasis is on the likely longer-term structural effects of crisis-driven changes on demand, supply, and financing of infrastructure transactions.

The discussion explicitly considers that infrastructure policy changes will not happen in a vacuum. Indeed, new policies will also have to deal
with the need to adapt to the many long-term concerns associated with climate change and the growing desire to develop regional infrastructures to provide better growth opportunities for the smaller economies, especially the landlocked ones. These emerging issues also have strong regulatory implications because regulation determines risk sharing, which in turn drives the fiscal costs emanating from the sector.

The chapter is organized as follows:

- **Has Demand for Infrastructure Changed Postcrisis? and How Will the Supply of Infrastructure Change Postcrisis?** review the longer-term effects of the crisis on demand and supply, respectively.
- **How Much Will the Fiscal Cost of Infrastructure Change after the Crisis?** discusses the fiscal implications for infrastructure financing options in adjustment to the crisis.
- **Strengthening Traditional Government Roles in Infrastructure** reviews the main policy implications of these changes for key dimensions of the role of government in the sector.
- **Upcoming Challenges** discusses additional concerns about the design of infrastructure policies within the new global context.
- **Concluding Comments** summarizes some key questions that arise from the overall analysis.

### Has Demand for Infrastructure Changed Postcrisis?

Less than 10 years ago, the academic discussions on the need for infrastructure focused largely on estimates of the infrastructure elasticity of growth or of productivity. At the time, no one seemed to use that research to have a good sense of how much infrastructure was really needed to support various growth scenarios.⁴

For developing countries, the focus changed during the first decade of the 2000s. In the past five years, every major international development agency has estimated infrastructure needs across regions according to the average development level of that region and its aspirations for growth.⁵

This section summarizes the most-quoted estimates of investment and associated operation and maintenance costs in the sector. It then discusses how the crisis is likely to have affected these figures.
**How Much Infrastructure Is Needed?**

Although precise figures are clearly country-specific, the order of magnitude of the global estimates gives a credible quantitative sense of the importance of infrastructure demand around the developing world. A rough averaging of the various estimates usually quoted suggests that many of the poorest developing countries need to invest more than 6–7 percent of their GDP in infrastructure, varying from about 5 percent on average in Latin America to up to three times as much in Africa and South Asia (Yepes 2007). Depending on the size of the existing capital stock, an additional 50–150 percent of these amounts must be spent to operate and maintain the stocks. The orders of magnitude provided by research are summarized in table 4.1.

Developed countries, following the lead of developing countries, have also tried to assess their own needs. The Organisation for Economic Co-operation and Development (OECD 2006, 2007, 2008) has provided the most encompassing assessment of the global investment needs—in water, telecommunications, road, rail, and electricity—of a world growing at an average of 3 percent per year. OECD estimates that annual average global investment requirements, including those for developed and developing countries, are around 3–5 percent of world GDP.

Clearly the needs of the most-developed countries are relatively lower than those of developing countries because their capital stocks are already quite high. Yet they compete with developing countries in the international markets for funding—providing attractive risk-return

<table>
<thead>
<tr>
<th>Percentage of GDP</th>
<th>Estimated infrastructure investment needed per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td>3–5</td>
</tr>
<tr>
<td>Developing countries</td>
<td>6–8</td>
</tr>
<tr>
<td>Sub-Saharan Africa and South Asia</td>
<td>9–14</td>
</tr>
<tr>
<td>East Asia, Eastern Europe, and Middle East</td>
<td>6–8</td>
</tr>
<tr>
<td>Latin America</td>
<td>4–6</td>
</tr>
</tbody>
</table>

*Sources: Author’s compilation from ADB 2009; ADB, JBIC, and World Bank 2005; Fay and Morisson 2007; Foster and Briceño-Garmendia 2010; OECD 2006, 2007; Yepes 2007.*
alternatives—and therefore can affect the appetite for private participation in infrastructure (PPI) in poorer and riskier countries.

**How Much Should the Crisis Affect the Needs Estimates?**

Did the crisis affect these estimations? Did it imply an upward or downward shift in the slope of the infrastructure demand function? Not really. To see that the crisis has not affected core demand for infrastructure, it is important not to be misled by two short-term facts: (a) effective demand for electricity and transport, for instance, dropped in 2008 and 2009, and (b) short-term effective supply increased in some infrastructure subsectors.

First, the drop in short-term demand says nothing about the trend. As suggested earlier, it would be a mistake to reestimate the trend of the needs based on data from 2008–09. The crisis has hurt current demand for infrastructure even if it had no impact on the long-term demand driven by the world’s growth prospects. In most countries, the demand is simply temporarily slow, and it will recover as employment and income increase. The sense that infrastructure supply around the world is rationed continues to be validated by academic studies of infrastructure demand. Private sector actors also validate this view. A survey of business executives in 69 countries, conducted by KPMG (2009a) in June–July 2009, showed that 79 percent are at least somewhat concerned that the current levels of infrastructure spending are not sufficient to sustain the long-term growth of their economies.

Second, it would also be a mistake to assume that the short-term increases in investment and some sectors reflect a response to an anticipated upward shift in long-term demand. In most countries, the increases simply represent an acceleration of planned supply, not a shift. France may have been the most explicit on this aspect: when it unveiled the details of a fiscal package worth €25.9 billion (around 1.5 percent of its GDP), about 40 percent corresponded to measures to speed up planned investment.

One major change in demand may take place, however, as discussed in more detail later: changes in demand will result from the new global concerns about climate change. The need to create jobs and to scale up and speed up the coverage of infrastructure has given an exceptional opportunity to meet the global demand for a greening of infrastructure
and its use. Although demand management for energy, transport, and water aimed at reducing the environmental effects is likely to somewhat reduce consumption per capita, it is also likely that total demand over time will continue to grow as income levels, and the middle classes, grow with development.

**Summing Up**

Overall, the financial crisis has not significantly changed the basic demand drivers for infrastructure. The long-term elasticity of demand will continue to depend on the stage of development and the growth forecast, while the short-term elasticity will be driven by the short-term economic conditions.

The long-term needs have been relatively well known for a while. The world is quite familiar with the coverage gaps for water and energy in the poorest countries of the planet. The strongest impacts may simply have been not only the sector’s increased visibility but also the increased realization that the significant additional investments needed to close infrastructure gaps would be fiercely competing with safety nets for fiscal space.

**How Will the Supply of Infrastructure Change Postcrisis?**

The stimulus packages designed to reverse the negative employment and growth effects of the crisis are obviously expected to have both short-term and longer-term impacts. This section discusses in some detail the short-, medium-, and long-term impacts of the crisis on the supply side of the infrastructure market. It then looks at the extent to which public procurement processes influence these effects as well as their sustainability.

**Short-Term Impacts on Supply**

The main and most obvious effect of the infrastructure component of stimulus packages is on jobs. Low-skill jobs can be created relatively easily during the construction phase of many infrastructure projects to allow some of the populations most exposed to the crisis to get an income and to spend.

A 2009 Canadian government survey documented significant infrastructure components in more than 30 OECD and upper-middle-income
countries, illustrating the importance of infrastructure on the agenda in those countries (CanadExport 2009). A similar survey of 54 countries by the International Labour Organization (ILO 2009) covered many low-income countries and found that 87 percent of the countries had some infrastructure component. In fact, the proportion of stimulus on infrastructure spending averaged three times higher in developing and emerging economies than in developed economies (Khatiwada 2009). The ILO survey also showed that infrastructure was not only a major element of the recovery for many of the poorest countries but also particularly important to create jobs (ILO 2009).

**Medium-Term Impacts on Supply**
The medium-term effects of the stimulus packages on infrastructure supply concern not just labor-intensive infrastructure. As mentioned earlier, they also concern the timing of supply, particularly the opportunity to speed up delayed investment decisions in the sector. Indeed, as more resources become available to the sector, thanks to the stimulus packages, governments are likely to expand supply to levels closer to those needed to meet long-term demand. For some regions, this can produce a major supply effect.

Consider, for instance, the case of Sub-Saharan Africa. For the past decade or so, Sub-Saharan Africa has invested about 50 percent of what it needed to invest to sustain the high growth rates necessary to pull the 50 percent or so of Africans who live in poverty out of their unacceptable fate (Foster and Briceño-Garmendia 2010). It is difficult to believe that the significant volumes of aid resources mobilized by donors will not help to close this gap.

The need to speed up investment is not just in developing countries. The overwhelming domination of the transport sector as a beneficiary of stimulus packages in OECD countries attests to concern about logistic support to growth in these countries and the need to make decisions that had been postponed in the sector for too long. The Australian plan, for instance, expedited US$660 million in road funding (KPMG 2009b).

**Longer-Term Impacts on Supply**
A more subtle effect of the crisis—one that is just as important and clearly more lasting—is the transformation of infrastructure supply to
address climate change concerns. Investment types and technologies are being adjusted to meet the demand for the greening of the sector and to meet the growing concern about anticipated natural disasters or their consequences.

China has allocated US$25 billion for infrastructure in the Wenchuan earthquake-affected area. The Republic of South Korea has allocated US$2.3 billion over four years to develop green technologies such as solar and wind generation, fuel cells, and carbon capture and storage. The United States has allocated US$19 billion specifically for flood control and sewage and water treatment.8

Influence of Public Procurement Processes on Crisis-Related Supply Effects

In the analysis of the supply effects of the crisis, the most complex aspect may be the evaluation of how quickly decisions can lead to short-term results on the ground. Indeed, implementation of decisions to expand or modernize strategic infrastructures is likely to take longer than casual observers may anticipate. Although many decisions have been made to spend more and spend faster, few governments, if any, have considered the need to address the processes that allow infrastructure supply to grow.

How do processes put the supply at risk? The first reason why the short-term effects may be slow to meet political and popular expectations relates to common procurement processes. These processes need to be factored in when assessing the impact of a fiscal stimulus largely anchored in infrastructure investments.

Even under accelerated procedures, procuring public works generally takes more than a year, and often twice as long, to implement from the time the decision to go ahead has been made. Specifying the terms of reference, organizing the auctions, assessing the bids, preparing the contracts, and negotiating these contracts are all essential steps typically needed before the works can start.

In the German debates on the composition of the public expenditures to be financed by the country’s stimulus package, the infrastructure sector was, in fact, penalized because of these procurement issues. The German stimulus plan favored investment in education—to some extent because the German technocrats were quite aware of the slow procurement speed
of large infrastructure projects and the risk it represented for the effectiveness of the recovery efforts. German concerns about the slow processes of public sector infrastructure activities were recently validated by a survey covering many more countries (KPMG 2010, 13). In that survey, 23 percent of the 455 senior public officials consulted in 69 countries around the world felt that governments were not able to meet commitments at the development or contract stage, and 30 percent of the respondents held the same view about the implementation stage.

**Sustainability of Supply Effects**
Slow or unreliable procurement practices are not the only cause of disagreement in the policy and academic communities over how much infrastructure support can help short-run growth recoveries. These disagreements have been fueled by differences in expectations associated with (a) the short-term job creation effects of infrastructure expenditures, and (b) the intensity and longer-run sustainability of those effects (ILO 2009).

The real issue is indeed the extent to which infrastructure projects do more than create short-term jobs. Political speeches tend to convey the implicit assumption that the effects on jobs will be sustained and will go beyond the short-term construction-phase jobs in the sector. In practice, the extent to which the jobs will last and multiply depends largely on the speed and the duration of the growth impact of the infrastructure stimulus.

Because infrastructures take quite a long time to build, short-term multipliers should be expected to be lower than longer-term ones (Spilimbergo, Symansky, and Schindler 2009). Most researchers do not distinguish between short- and longer-term effects and find an infrastructure multiplier in the range of 0.5 to 1.0 (see, for instance, Shanks and Barnes 2008). These conservative estimates give some reason not to be overly optimistic about the job-related effects of the policy. Stevens and Sessions (2010) suggest that this order of magnitude is fine in the short run but underestimate the longer-run effect. According to them, in the United States, the multiplier reaches 0.867 after a year but gets to 3.3 after two years when all secondary effects are properly accounted for. This happens because the real growth payoff comes after
the construction phase, once the new assets can actually be used to meet demand.9

There is also some concern about the extent to which the job creation will be local rather than abroad. Expansions of infrastructure spending often imply some external leak from the basic short- and long-term multiplier effects, which are not picked up by macro models that do not account for some key sectoral dimensions. Indeed, for some infrastructures, many basic components are imported, meaning that some of the job-creation impact is abroad. For instance, for many countries, the rolling stock components of railway expansions are imported. This concern about subsidies to external jobs has been a reason why the domestic multipliers have not always been as high as hoped for.

**Summing Up**

In sum, the overall impact of the crisis on infrastructure supply must be unbundled into its short-, medium-, and long-term components as well as into the various expectations that increases in infrastructure investments must meet. When these various dimensions are considered, it seems reasonable to argue that the long-term effect is likely to be modest. Sooner or later, supply will have to meet demand for the growth effects to reach their potential. The short-term composition, however, may be influenced by a number of factors, and the associated risk of failing to meet expectations may lead politicians to favor other expenditure types over acceleration of infrastructure investments.

Globally, however, the indisputable beneficiaries of the crisis are the well-established infrastructure suppliers. Their sector has benefited from a major improvement in the general awareness of its importance, and this awareness has guaranteed short financing to the sector.

In addition, the crisis has provided an opportunity to address the increased concerns about more environmentally friendly infrastructure supply around the globe. If governments are serious about fighting climate change, the relatively large amounts they have committed to infrastructure to launch the recovery should be greener. In other words, they should require infrastructure to rely more on climate-friendly technologies. The size of such investment commitments is so large that the recovery plans could have created a tipping point for the greening of the sector.
How Much Will the Fiscal Cost of Infrastructure Change Postcrisis?

Understanding the fiscal consequences of the crisis requires an assessment of the long-term impact of the crisis on the various financing options of the infrastructure sector. This is where the complexity of the crisis’s impacts on the sector stands out. A fair assessment of these impacts requires a distinction between (a) the sources of cost recovery for investments and operations of the activity, and (b) the financing of the investments needed to deliver the infrastructure service.

This discussion can be quite sensitive because it must touch upon the highly controversial debate on the scope of the private sector’s role in the delivery of infrastructure services. The way out of the controversy adopted here is to focus on the evidence on the size of observed private contribution in relation to the size of the needs.

The discussion of these issues starts with a review of the evidence on the scope for cost recovery to minimize the fiscal burden of subsidies in the sector. It then takes stock of the evidence on the scope for opportunities to cut the financing requirements, thanks to a larger role for the private sector. It concludes with a discussion of the importance of risks in the distribution of financing costs between the public and private sectors.

How Could Cost Be Recovered to Minimize the Fiscal Burden?

Regarding how costs should be recovered, the initial point—which unfortunately continues to be as relevant after the crisis as it had been for quite some time before the crisis—is that costs must be cut to minimize the financing requirements. In Africa, for instance (according to the recent diagnostic summarized by Foster and Briceño-Garmendia 2010), a more efficient use of infrastructure resources could cut these requirements by close to 20 percent of the total needs estimated. Almost 50 percent of that saving could be obtained by addressing operating inefficiencies through better road maintenance and greater efficiency at power utilities alone.

A formal review of regulatory decisions during tariff revisions under price-cap regimes suggests a similar scope for efficiency gains to be achieved across sectors in other regions, including the most-developed
Making the most of the scope for cost savings is also a way to help the fiscal packages get a bigger bang for the buck. Lower unit costs mean that, for a given stimulus budget allocation for infrastructure, more infrastructure can be built or maintained, or more people can be subsidized if needed.

Ignoring for now the need to cut costs, and before trying to figure out who must pay and how much, it is useful to remember that any cost recovery can be targeted to only three main groups of actors: the users (who often pay for at least part of the cost of delivering the services they consume), current taxpayers (who finance subsidies through their tax payments), and future taxpayers (when current subsidies are financed through bonds or other forms of loans).

Until the 1990s, current and future taxpayers had supported the bulk of the cost of operating and expanding infrastructure services because subsidies tended to be quite common in both developed and developing countries. Between the 1990s and the mid-2000s, the dominating philosophy changed. Most policy makers started to argue that users, through users’ fees, should take on most of the cost of what they were using or consuming. Tax and loan financing were viewed as both inefficient and unfair instruments—inefficient because they were easily hidden inside budgets, and unfair because nonusers funded part of the bill.

After this new philosophy engendered some social unrest (for instance, the Bolivian rejections of private water operators enjoyed strong media coverage around the world), policy makers adopted strategies that started to rely again on taxpayers. By the mid-2000s, many policy makers became convinced again that relying on full cost recovery from users was politically unviable for basic infrastructures such as water and urban transport. This explains why subsidies and cross-subsidies progressively crawled back as the concern for affordability started to dominate the policy debates. Under the current political, social, and economic environment, there is no reason to believe that this new trend will be reversed again anytime soon. In other words, taxpayers are likely to again become the main source of cost recovery in this sector.

In the few years following the launch of the stimulus packages, initial evidence is already starting to validate that prediction. The fiscal packages will finance investments that will not all be recovered through
utilities tariffs and transport user charges. Even without the fiscal packages, the subsidies were already quite significant. For the energy sector, annual energy subsidies around the world amount to about 1 percent of world GDP (Bacon, Ley, and Kojima 2010). This corresponds to about a third of the most conservative estimates of the annual electricity investment needs in developing countries.

Although governments are increasingly concerned about the distortions associated with these subsidies and their long-term fiscal costs, the stimulus packages increased the fiscal space, and thus the scope, for such subsidies (ILO 2009; Khatiwada 2009). Subsidies for railways, ports, and airports will continue to be justified in terms of the positive regional or national employment effects. Energy, urban, and transport subsidies will continue to be justified by the concern to ensure affordable public services, but they are significant nonetheless.

How Much Will the Private Sector Reduce Fiscal Financing Requirements?

From a project finance perspective, the evidence points to a clear drop in the average global level of new private commitments to infrastructure projects.¹² There is, however, a strong variance around the world. DLA Piper and the European PPP Expertise Centre (EPEC) reported a significant drop of such commitments in Europe as a result of the crisis, with no obvious recovery in sight for 2010 (DLA Piper and EPEC 2009). The average impact in developing countries has also been quite strong, with a drop of 10 percent in 2008 commitments to new projects—albeit with a partial recovery in 2009, according to preliminary figures (World Bank and PPIAF 2010). Yet the distribution around that average drop is huge. The 2009 recovery was largely driven by Brazil, China, India, and Turkey, which have continued to benefit from large commitments, particularly in the energy sector. Without those four countries, the 2009 average figure for developing countries would have revealed another significant drop in commitments.

The 2009 situation may reflect a lag between decisions to slow investments and completion of signed commitments. Large infrastructure contracts take 18–24 months on average to get signed, so the full real impact is likely to be observed only from 2011 on. Many of the contracts signed
in 2008 and 2009 were simply the end products of activities started earlier, suggesting that the current figures may still underestimate the full impact of the crisis.

This interpretation seems to be validated by the early figures for 2010: PPI projects reaching closure in developing countries fell by 25 percent in the first quarter of 2010 compared with the same quarter of 2009. It is also validated when looking at the recovery time after the most recent violent economic crises. It took three to four years after the 1997 East Asian and the 2001 Argentinean crises to get a sense of the full impact on the public-private partnership (PPP) market in developing economies, as seen in figure 4.1. Given that the 2008 crisis was more similar to the 1997 East Asian crisis in scope and degree of surprise, it would be reasonable to assume that the 2008 crisis is likely to generate an equivalent market response. The main difference is the strong Keynesian response to the current crisis, which should offset and reassure to a stronger extent.

The drop in the number of projects observed so far is quite consistent with the evidence available on the returns to equity and bonds in the two years that followed the crisis and the associated increases in the cost of capital expected for the sector. Observed returns on infrastructure equities reflect the short-term drop in demand and the uncertainty of the long-term financing options for the sector. Despite the strong public commitments, infrastructure funds in 2009 had returns 50 percent lower than the average market return.13

The stimulus plan did have an impact, however: Within the S&P Global Infrastructure Index, the transportation infrastructure sector led (up by about 41 percent)—driven by large toll-road companies that increased in value as the economic recovery led to improved traffic flow. Utilities trailed, with a return of 5.6 percent for 2009. Although returns are lower, the cost of bond financing has increased fast to internalize the new risks seen in the sector despite the strong public sector commitments. Indeed, the evolution of the prices on the bond market is quite consistent with the lower commitment levels. Few infrastructure bonds were placed in the market in 2008–09, and the costs of bonds and fees associated with PPPs have almost doubled, imposing a significant increase in the cost of capital in the sector.14
Figure 4.1 PPI Commitments to Infrastructure Projects in Developing Countries, by Implementation Status, 1990–2009

Source: World Bank and PPIAF 2010; PPI Project Database.
Note: PPI = public-private investment.
a. Adjusted by U.S. Consumer Price Index.
b. Preliminary figures.
How Much Does the Fiscal Cost Depend on Risk Perceptions?

A recent article by Tenorio and Idzelis (2009), building on interviews of important players in the infrastructure finance world, reflected the increased anxiety with the discovery, through the crisis, that infrastructure assets are not immune to a downturn and, hence, cash flows are less predictable than assumed in many project finance designs.

Key actors such as pension funds seem to have discovered the demand side of infrastructure. The roughly 80 large global infrastructure funds have not been too successful in finding an estimated US$100 billion of commitments from financial institutions with large liquidities for the long run, such as pension funds and insurance companies. This may explain why in the United States, rather than relying mainly on PPPs for large-scale infrastructures, tax-exempt bonds (often issued by local or state governments) are seen as more reliable financing tools.

It is thus not surprising to see operators more interested in bidding for public contracts than trying to convince the financial players of the sector’s long-term prospects. The evidence is as robust for developing countries as it is for developed countries except for some of the major middle-income countries (DLA Piper and EPEC 2009). The collapsed bond and syndication markets have indeed taken their toll on financing for private foreign and domestic investments in infrastructure projects that require long-term commitments in risky environments. How long that impact will last is also likely to depend on international regulatory changes affecting asset risk management, its implementation, and its consequences for infrastructure assets.

Because the rationing of demand due to insufficient supply can be explained, in good part, by a financing gap, any reduction in the private financing of the sector will have to be addressed. If risk continues to be perceived as too high, the challenge for governments around the world will be to calm private investors’ fears without stimulating the risk of either bubbles or cherry-picking, which cuts opportunities for cross-subsidies within countries and increases the public share of infrastructure financing costs. For developing countries, a reasonable target is to maintain at least the 20 percent share that private financing had contributed to the sector’s needs in the decade before the crisis.

That might not be a bad target for developed countries as well. In the United Kingdom, where the value of PPP transactions had increased
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sharply in the 5–10 years before the crisis and which is generally seen as one of the greatest markets for PPPs, these transactions have accounted for only about 10–15 percent of all public sector capital investment since 1996 (Hall 2008).16

Until that target is met, it is likely that financial institutions’ decreased appetite for risky investments will further fuel the short- to medium-run, and possibly longer-run, demand for public investment and subsidies. In a survey conducted by Siemens just a year before the crisis exploded, public loan financing was widely expected to remain the key financing instrument across Europe (Hall 2008). The upshot is that the public sector will likely continue to be the major source of financing for the sector—a trend that will be reinforced in the postcrisis world unless new ways of managing risks are introduced. Both regulation and guarantees (with their own fiscal costs) will probably be essential instruments in that effort, as discussed later.

Thus, the overall market for infrastructure project finance will survive the crisis, and the private sector will obviously continue to be an important minority source of financing for the continued need to increase or upgrade infrastructure. Yet it is unlikely that PPPs will represent the main way of financing infrastructure anytime soon, particularly in developing countries. Private financing has not been larger than 20 percent on average since PPPs took off in the late 1990s, and there is no evidence suggesting that it will be otherwise in the future once current relevant trends are accounted for.

How Can the Fiscal Consequences of Higher Risk Aversion Be Mitigated?

Private investors’ increased concern about risk is likely to increase the pressure on government to finance infrastructure needs. Because governments are, at the same time, concerned about the sustainability of increased fiscal gaps, it is crucial to assess how to minimize the fiscal effects of risks taken by the public sector. The 2008 financial crisis is thus providing an opportunity, but it is also forcing the international community as well as individual countries to revisit the fundamentals of the PPP approach. There is no solution yet to this challenge, but the identification of the solution will have to start with a good degree of humility and realism.
This review of the lessons of experience must start with the growing evidence of the PPPs’ failure to deliver on expectations, in particular for some infrastructure activities such as water and sanitation, urban transport systems, and to some extent, roads. Engel, Fischer, and Galetovic (2008), for instance, suggest that, from a fiscal viewpoint, PPPs did not really relieve budgetary pressures and release public funds. On the contrary, PPPs have often been used to circumvent budgetary oversight and add to government spending. Recognizing up front the real fiscal cost of the specific PPP instrument would already be a major achievement and help to minimize the risks of exacerbating fiscal problems.

The review also must build in the recognition that pervasive use of government guarantees to increase the volume of PPPs has not helped to promote growth as much as expected. The evidence reported in Engel, Fischer, and Galetovic (2008) also suggests that guarantees may have reduced the potential of PPPs’ evaluation teams to filter out “white elephants,” at least in developing countries. In practice, the guarantees often boil down to a redistribution of risk between the public and private sectors. Guarantees kick in as posttransaction cost increases get passed on to taxpayers rather than users. Engel, Fischer, and Galetovic (2008) summarize theoretical and empirical evidence on the fiscal costs of contract renegotiations in developing countries.

Hall (2008) provides indirect evidence suggesting that accounting practices may have helped redistribute the risk in Europe. His detailed synthesis of various European decisions suggests that the limits on government borrowing imposed by European Union, national, and IMF policies may have allowed PPP-related costs to be accounted for as non-government expenditures even if they were tax-financed (EC 2000).

**Summing Up**
The overall conclusion of this discussion of the recent evolution of infrastructure financing strategies is simple enough: the crisis may have revealed the importance of continuing to expect that the government, and hence the taxpayer, will be a major source of infrastructure financing.

The specific forms of intervention will include subsidies and guarantees, but these should ideally be recognized in ex ante budgets to reduce the risks of unexpected fiscal shocks. These budgets should also reflect
the fact that public sector participation is also increasingly likely to take
the form of an equity stake and that governments should get their fair
share of return for risks taken to offset some of the expected fiscal costs
of the sector. Proper budgeting is needed to ensure that the fiscal contri-
bution is consistent with the fiscal ability of governments.

As Burger et al. (2009) suggest, governments’ exposure to risk should
be consistent with the broad definition of fiscal policy, including contin-
gent liabilities, and should be adequately costed and budgeted. This has
to be a condition for the sustained use of tax resources in the sector.

Additionally, governments will have to ensure that the financing
process is fair, efficient, and fiscally sustainable—the three benchmarks
against which public decisions about the state’s role should be made
in the postcrisis era. The need to look at these benchmarks jointly is
not new for public economics academics, but it may be for some policy
makers.

**Strengthening the Traditional Government Roles in Infrastructure**

Infrastructure is a major share of any economy. On average, it repre-
sents roughly 12–18 percent of GDP, depending on the country. What
is remarkable, in the context of this chapter, is that the public sector
already manages most infrastructure directly or indirectly, but many
nongovernment actors have a stake in the policy decisions in the sector:

- **The media and macroeconomists** view the sector as fiscally impor-
tant to soften the real social and growth consequences of the crisis
  through job creation.
- **Infrastructure construction or operations firms** see policy as affecting
  the demand for their services in the short run as the new infrastruc-
ture gets built and, in the longer run, as the larger new stock requires
  maintenance.
- **Development banks and agencies** that have infrastructure departments
  rely on the financial support of infrastructure projects to their core
  business.

Unfortunately, the focus of these interested parties also reflects
their continual disdain for the microeconomic dysfunctions of the
infrastructure sector. This section discusses the various policy areas on which reformers should focus as they try to manage the fiscal dimensions of the sector. It covers efficiency and equity concerns as well as public sector management of key responsibilities with high fiscal costs, such as procurement, risk management, and sector planning.

The Forest behind the Fiscal Trees

In a postcrisis world, just as there is a lot of talk about how to improve the regulation of the financial sector, there should be a lot of talk—and eventually a lot of action—about how to improve the regulation of the infrastructure sector. Appropriate regulation may be the sector’s biggest challenge, and the discussion must go well beyond debate about the sector’s fiscal importance.

There should also be an interest in assessing the drivers of the policy decisions on how to use public resources. These decisions have to ensure that public investments in the infrastructure needs of growth are not associated with unanticipated increases in fiscal costs. From the perspective of infrastructure policy, stimulating jobs and income will be sustainable only if these microeconomic policy diagnostics are conducted properly. This is not to deny that the elements everyone focuses on during a crisis are essential, but such crisis management focuses on the short-term, temporary role of government; it says nothing about the more fundamental concerns that should define the medium- to long-run policy agenda.

The real infrastructure policy challenges come from what no budget will show: a serious assessment of the extent to which the short-term policy decisions address the long-term needs of the sector. None of the decisions seriously discusses the risks of financing many small “white elephants” with the excuse of increasing growth and jobs. Even less in times of urgency than in regular times do regulators show proper concern for how much rent the construction firms, bankers, and operators will capture on the backs of the taxpayers and the users.

Such structural concerns do not seem to interest the opinion makers of the world. The only indicators of poor public sector management that attract media attention seem to be dramatic corruption cases, accidents, and abusive prices. The serious incentive problems that lead to these actions have not been on the agenda so far. Yet they can have huge
fiscal costs to be covered by today’s and tomorrow’s taxpayers. The post-crisis deficit concerns may provide a good opportunity to start addressing them.

Where should the discussion start? The obvious answer is with an assessment of the opportunity the crisis may provide to improve regulation in the sector. From an efficiency point of view, it is essential to get a sense of how effective regulatory incentives have been to push operators to invest in much-needed low-cost coverage in some parts of the world and to innovate and modernize in others. From an equity point of view, it is important to get a sense of how fairly operators, users, and taxpayers are treated and whether the expanded role of government in financing the sector makes a difference.

**Strengthening the Efficiency Outcomes of Infrastructure Regulation**

For many countries, regulation had been the main weakness of the infrastructure sector before the crisis, just as it had been the weak spot of the financial sector. Countries relying on self-regulation of infrastructure services had traditionally been exposed to political interference with optimal regulatory decisions. The goal of increasing regulators’ independence boiled down, in many countries, to simply creating a separate institution in charge of regulation without succeeding in eliminating political interference in the sectors. This is as true in OECD countries as it is in developing economies.

When regulators are competent and independent enough, there is evidence of a positive impact on outputs, quality, or prices from the institutional unbundling of policy making and regulation in most infrastructure sectors. Unfortunately, regulators seldom have the necessary independence, particularly to manage crises when they arise. An extreme example is the almost total suppression of Argentinean regulators’ independence immediately after the 2001 crisis, which resulted in a suspension of many contractual commitments to operators. Similar, albeit less extreme, interferences have also been observed in Europe, and it is hard to ignore the common U.S. practice of seating political appointees on the boards of state-level regulatory agencies (see, for instance, Gilardi 2002 and Johanssen 2003).
Unhappiness with the management of regular or extraordinary tariff setting processes around the world has been increasingly well documented by researchers interested in understanding the sources of regulatory failures. Since 2000, this has allowed the literature on the independence of regulation to go beyond the normative debates that discuss the choice on regulatory institutions as a binary one: with or without independence. As nicely summarized by Andres, Guasch, and Azumendi (2008), the literature on the regulatory agencies has identified these desirable attributes:

- Management autonomy and independence from political authorities
- Mechanisms for accountability, both to other branches of government and to the public
- Transparency of both rule- and decision-making procedures.

Few countries, whether developed or developing, score well on all three dimensions.

A review of this evidence in the new context defined by the 2008 crisis leads to an alarming message: infrastructure regulation, just like financial regulation, has not been systematically conducted in the simultaneous interest of the main stakeholders (users, operators, and taxpayers). When regulators were created as part of a privatization strategy, the evidence suggests, any weakness of regulation has tended to benefit the private operators. All the empirical studies looking at the actual impact of regulation suggest that if operators were losing money, they would pull out or close the business. With the exception of the odd experience of Enron, there are no obvious cases of bankruptcy in telecoms, energy, or water services around the world. In a few cases, large operators have pulled out of a country—as in Mali or Senegal, for instance. Regulation is still an outstanding challenge in infrastructure as it is in finance.

**Strengthening the Fairness of Infrastructure Regulation**

The incidence of imperfect regulation is also quite obvious. The winners have not changed from the evidence shown five years ago: investors and operators have done quite well (Estache 2006). For instance, infrastructure stocks and funds outperformed their respective market averages
for the past 10 to 12 years, roughly since the liberalization of the sector started to be implemented.

Peng and Newell (2007) studied the total returns for the listed Australian infrastructure funds and companies from 1995 to 2006. As seen in table 4.2, infrastructure funds outperformed all other investments.

A similar assessment conducted just before the crisis by RREEF, a Deutsche Bank research branch, confirmed the Australian conclusions, showing that infrastructure funds in the United States and Europe outperformed many other assets, although not all of them (Mansour and Nadj 2007).

The high infrastructure returns to date should be strong evidence that regulation has not significantly hurt rents in the sector. The institutional changes in the management of regulation (associated with the restructuring of these sectors to open capital to the private sector) were designed to attract capital. The best way to attract capital is to promise high rents. Moreover, any time a large utility or major transport company has been in trouble, it has been supported by its government through subsidies or tariff increases. The “too big to fail” argument so intensely discussed in the context of financial institutions seems to apply just as well to negotiation strategies in regulatory decisions concerning the infrastructure sector.

The losers of the weak regulation of financial and infrastructure services remain the same: taxpayers and users. Nothing new under the sun. The main change may be an increase in the share of the total financing

<table>
<thead>
<tr>
<th>Table 4.2 Precrisis Risk-Adjusted Infrastructure Performance in Australia, 1995Q3–2006Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average annual return (percent)</td>
</tr>
<tr>
<td>Composite infrastructure</td>
</tr>
<tr>
<td>Toll roads</td>
</tr>
<tr>
<td>Airports</td>
</tr>
<tr>
<td>Utilities</td>
</tr>
<tr>
<td>Stocks</td>
</tr>
<tr>
<td>Bonds</td>
</tr>
</tbody>
</table>

Sources: Author’s compilation, based on Peng and Newell 2007.
burden to be absorbed by taxpayers because the crisis is giving governments an opportunity to finance subsidies demanded by producers to deliver services at relatively low average tariffs. As unemployment rises and financing costs increase with perceived risk levels, populations are unlikely to be able to maintain current consumptions without some form of subsidy.

**Increasing the Transparency of the Fiscal Cost**

Why should effective regulation be more important after the crisis than it was before, from a fiscal point of view? Lack of transparency and accountability for unjustified high costs was a source of inefficiency and unfairness before the crisis and will continue to cause just as much inefficiency and unfairness after the crisis. The big difference is likely to be the size of inefficiency’s fiscal cost. More spending in the sector at a given level of subsidy due to excessive costs simply means higher fiscal costs.

If excessive operating and capital costs continue to be tolerated through weak regulatory assessments and decisions, the fiscal costs to the sectors are likely to increase. Thus, the tolerance for high costs is not just inefficient; it is also unfair to taxpayers. Monitoring costs and cutting them where they are unjustified would mean less need to subsidize consumption. Better regulation would not only reduce unit costs but would also increase the share of production costs that can be absorbed by the final users and reduce the share that has to be passed on to the taxpayers.

The significant increase of the fiscal share of infrastructure spending in the postcrisis era should afford an opportunity to take a good look at the extent to which weak regulatory capacity leads to the high costs and profit margins in the sector. This effort should include a look at the distribution of the cost recovery efforts among economic agents. Infrastructure projects tend to have high price tags. This seems reasonable to uninformed observers because infrastructure projects tend to be large and costly. It turns out, however, that a lot of research in the past few years has shown that this price tag tended to be excessive.17

**Reforming Procurement to Cut Costs**

In many countries, the problem of high infrastructure costs starts at the procurement stage. Despite huge progress in the theoretical assessment
of procurement design, in most countries, many projects continue to be awarded and monitored under rules that do not meet the standards of transparency and accountability expected to prevail when the amounts involved provide a strong incentive for wrongdoing.

The problem is serious and does not apply only to developing countries. Significant infrastructure-related corruption cases have made it into media coverage and, hence, public opinion in various European countries—for instance, in Germany (where the Siemens case shows how major companies from countries with strong governance traditions may become involved in corruption in developing countries to win contracts) or in Spain (where many infrastructure projects have been used to illegally finance political parties).

For the past five years, all major aid actors have finally been willing to seriously open their eyes to various forms of corruption that infect the infrastructure sector. Yet the policy actions tend to focus more on normative headline messages than on the crucial technical dimensions that should improve governance and accountability in the sector. The parallel with the failures of regulation, governance, and accountability in the financial sector is hard to miss.

**Restoring Planning in a Sector with Long-Lived Assets**

From a strategic viewpoint, it is also important to consider the dynamics of the sector's financing needs. Even if costs are kept under control, governments should anticipate future subsidy requirements associated with increased service availability. (Coverage increases faster simply because public funding can be used more to invest, and less to subsidize, current consumption.) As larger shares of the population get access to many basic services—the coverage rate increasing much faster than income as a result of the stimulus packages and improved regulation—the demand for consumption subsidies may increase as well.

From a fiscal management viewpoint, it is thus useful to point to the revenue consequences of successful regulation. If cost savings are larger than revenue increases based on increased consumption, the tax base will shrink, fueling the fiscal deficit. It is indeed important to keep in mind that finance ministers face a strong dilemma. Because the sector is such a large share of the economy, it is a useful tax handle. Cutting costs in the sector boils down to cutting revenue from the sector. In Belgium,
for instance, water, electricity, gas, and ICT are subject to a value added tax of 21 percent. Assume (realistically) that costs could be cut by 10 percent. If demand does not increase with the cost cut—and demand is unlikely to increase because environmental concerns are leading to improved demand management to cut consumption—given that the sum of these activities represents about 10 percent of GDP, the reduction in cost implies a revenue loss of about 0.5 percent of GDP. This order of magnitude may be the most intuitive explanation for the poor commitment of governments around the world to serious regulation.

The political economy perspective also points to the need to anticipate the continuation and possible increase of demand for fiscal contributions to the sector. Because populations view most infrastructure services as entitlements—the public service obligations of governments—and because infrastructure services are regularly presented as key drivers of countries’ investment climate, it is unlikely that users will be asked to take on part of the burden of financing the sector commonly imposed on taxpayers. Political stability and competitiveness are the benefits expected from a shift of the financing burden from users to taxpayers, so the prospect of shifting such costs to users is at least as unlikely postcrisis as it was before the crisis.

**Becoming Honest about Risk Assessments and Their Fiscal Effects**

Increased commercialization, including a larger role for PPPs, will simply increase the burden on taxpayers unless regulation anticipates and manages the risks of higher fiscal costs. These additional fiscal liabilities can come from an increased risk of cream skimming by the private sector, an overgenerous system of guarantees, or lax performance incentives in regulatory designs.

**Risks from Cream Skimming.** The main risk for taxpayers is allowing infrastructure ministries to unbundle projects or sectors to increase the PPP opportunities. Cream skimming arises because the packages proposed to potential private partners are put together to reduce the number of obligations that represent risks of high cost with low opportunities for full cost recovery. This strategy is in contrast to traditional modes of financing of the sector—in which, for instance, high-cost rural areas are subsidized by low-cost urban areas. Unbundling urban
and rural infrastructure obligations has often resulted in the private sector taking over the high-profit urban obligations and the public sector keeping the low-profit rural obligations, thus eliminating the intrasectoral cross-subsidies and requiring direct subsidies when full cost recovery in rural areas is politically and socially impossible.18

News summaries of conferences and interviews with investors are in many ways more revealing than the more technical, complex papers that look at the trade-offs between cross-subsidies and cream skimming in the sector.19 They show that the concern about postcrisis risk levels are leading potential private sources of financing to expect more-focused, less-risky projects, increasing the likelihood of cream skimming. In other words, the concerns about risks—including the increased concerns about demand risk in basic services—are resulting in more selective investments of equity in the sector.

As long as the bond market continues to have cold feet in the sector as well—and this is likely as long as the financial system has not reduced the uncertainty of prospects for exotic instruments—the projects and activities packaged for PPP will have to be particularly attractive. Any source of uncertain costs to be addressed as part of service obligations commonly imposed as part of PPPs is likely to reduce the attractiveness of PPPs. Reducing service obligations for the private sector implies the end of common forms of intrasectoral cross-subsidies. Experience shows that when this happens, the taxpayers end up being the residual source of financing.

**Risks from Increased Guarantees.** Taxpayers may also be exposed to an increased burden as a result of increased guarantees aimed at attracting the private sector. In January 2009, for example, the U.K. government introduced a guarantee program to stimulate the demand for asset-backed securities. The guarantees were made available four months later.

The interesting aspect is that the program has not been that successful so far. The lack of success is revealing in terms of how major banks value these guarantees. The guarantees were apparently not enough or too costly to stimulate the market for infrastructure securities in the United Kingdom (DLA Piper and EPEC 2009). For the program to work, the fiscal allocation to the programs would have to increase.
The taxpayers’ cost has to increase to cut costs for investors and increase the protection of their investments.

**Effects of Risk Allocation Renegotiation.** Another effort to attract the private sector that could unexpectedly affect the fiscal sector stems from a progressive shift toward regulatory options that reduce the share of risks assigned to operators. In developing countries, Guasch’s (2004) assessment of renegotiation experiences already pointed in that direction. It showed that one of the most common occurrences associated with renegotiation is the pass-through of cost increases to users or taxpayers through increased subsidies. This is what is meant in practice by a progressive switch from price-cap to cost-plus regulatory regimes, which reduces operators’ sense of risk by reducing the share of the costs they must absorb.

Whether the cost is actually passed on to the users or to taxpayers is irrelevant to the operators, but it should not be irrelevant from a fiscal point of view. The Latin American experience of the 1990s showed that the initial fiscal gains achieved through privatization had only a limited tenure because renegotiation often ended up increasing subsidies to absorb part or all of the underestimated costs in the initial regulatory contracts (Campos et al. 2003).

**Risks from Inadequate Public Processes.** Increased fiscal risks do not stem only from poorly regulated efforts to attract private sector partners in the financing of infrastructure needs. Fiscal costs and risks also flow from the sizable market of infrastructure projects directly under public sector supervision. In the United Kingdom, the National Audit Office reported that 35 percent of the projects undertaken by ministries and agencies using the conventional procurement approach were completed at a cost exceeding the bid price (U.K. National Audit Office 2009).

In developing countries, despite growing private finance, official development assistance still plays an important role in infrastructure development. However, a growing volume of research shows that the official financial resources are used inefficiently, particularly as a result of insufficient competition in the public procurement systems. Estache and Iimi (2008) argue that the design of procurement packages, especially lot size, can be blamed for at least 8 percent of excess costs.
**Summing Up**

It is essential to recognize that the role of government in infrastructure should not boil down to simply spending more and figuring out how to get the private sector involved in cofinancing infrastructure expenditures. Governments also need to be able to pick, price, and monitor their projects well. They need to deliver as fair and efficient regulators. The real challenge for the future is the need to achieve a more balanced approach to supporting the implementation of governments’ various responsibilities in the sector.

Many governments and international agencies tend to underfund the efforts to improve public procurement and delivery of the services that are not of interest to the private sector. For instance, infrastructure PPP promotion benefits from an extraordinary allocation of administrative financial resources in all major development agencies as well as earmarked resources for technical assistance in the preparation of transactions.20 The evidence suggests that PPPs tend to work better when they are monitored by regulatory agencies that enjoy enough independence from political interference and possess enough technical ability. When PPPs are not an option, for whatever reason, public enterprises have to deliver the services as effectively as a well-regulated private operator would—including learning to live without blind subsidies or earmarked resources. Of course, traditional loan financing is still an important component of the portfolio of development agencies, but many of these traditional loans command less preparation and supervision resources than they did 10 years ago and certainly fewer resources for promoting PPPs.

It seems reasonable to wonder whether infrastructure service users would be at least somewhat better off today if similar resources had been allocated to seriously assess the opportunities to improve public sector management of the infrastructure sector components that are of no interest to private investors?21 The failure to support institutions in the sector strikes an obvious parallel with the mismanagement of securitization in the banking and housing sectors.

The policy work in the sector needs to go beyond largely superficial discussions on the ground of the efficiency, equity, and financial cost of poor sector governance. Obviously, getting the investment going is essential, in particular when service coverage is so low. However,
ignoring the specificity of governance weaknesses in governments and banks in general—and in bilateral and multilateral development agencies, in the case of developing countries—should no longer be acceptable. We now have enough understanding of, and evidence on, how much these weaknesses drive the excessive costs, distortions, delays, and the inadequate renegotiations that have been observed in the sector to be able to better tailor policies, particularly economic regulation, to the specific needs of any country.  

**Upcoming Challenges**

Like any other sector, infrastructure subsectors are subject to the unpredictability of fiscal allocations over the medium-to-long run. In addition, two main developing events are likely to pose new challenges to policy makers in the sector and shape their strategic options: The first is the central role of infrastructure in the emerging phenomena of adaptation and mitigation efforts to address climate change. The second is the central role of infrastructure in regional integration efforts around the world.

**The Greening of Infrastructure**

That infrastructure investments and policies are central to the implementation of any policy to deal with climate change risks and other major environmental challenges is relatively well internalized conceptually, but much less so in practice. Addressing the need to coordinate infrastructure and environmental policies implies an effort to coordinate economic and environmental policies, regulations, and institutions.

**Policy Coordination.** From a policy perspective, the desire for green infrastructure has already forced intense debates on the optimal technological choices for transport and energy production. Significant subsidies have indeed been allocated to infrastructure to stimulate its transformation into an environmentally friendly sector. The fiscal costs of the transformation efforts demonstrate the difficulty of coming up with rational, coordinated policies. In the European context, for instance, the costs per ton of reductions in emissions achieved through public support of biofuels could purchase more than six tons of carbon dioxide equivalent offsets on the European Climate Exchange (Kutas, Lindberg,
and Steenblik 2007). As the pressures to restore fiscal balances mount, these are the types of incoherent policies to be addressed by more careful policy coordination.

The greening of infrastructure will also increase the relative importance of demand management in the policy agenda of infrastructure ministers. Demand management may end up being a crucial transitional instrument because it is likely to take quite a long time to adapt or discard existing infrastructure assets (Strand 2010). It is also likely that prices will play a central role in this effort. Unfortunately, prices can have undesirable consequences that should not be ignored, particularly in view of the sector’s political sensitivity. Holland and Mansur (2006), for instance, showed that the introduction of time-varying prices in three U.S. states would have desirable environmental benefits, albeit with a wide dispersion of effects across customer types.

**Regulatory Coordination.** The discussion of prices as mechanisms to coordinate environmental and infrastructure policies also illustrates the need to better coordinate the regulation of those sectors. As infrastructure regulatory reform is implemented to address the important failures mentioned earlier, it should increase the awareness of public and private operators as well as their customers about the growing environmental concerns.

Tomain (2009, 951) summarized the regulatory reform agenda perfectly in the context of the electricity sector: “Where the old model encouraged consumption, the new model must encourage conservation. Where the old model fostered economic inefficiency, the new model must foster the efficient use of electricity. Where the old model was content with capital-intensive, centralized power production, the new model must promote distributed, small-scale power production. Where the old model was satisfied with burning dirty fossil fuels, the new model must expand the development, production, and consumption of alternative and renewable resources. Much of these gains can be realized through a renegotiated regulatory compact.”

A few countries are ahead of the game on this front. Pollitt (2008) provided early insights on U.K. reform needs, making a strong case for changes in U.K. regulatory processes simply because the country has strong economic energy regulators to build on. For other countries,
however, Pollitt suggests that other institutions may be more effective to reform long-term policy goals concerning energy and emissions. He argues that competition and effective regulation of the residual monopoly powers could, and should, be a central element of all models in the sector in view of the positive outcomes achieved when competition and regulation have worked well.

**Institutional Coordination.** Pollitt’s diagnostic points to the importance of defining the institutional framework needed to implement and enforce this new regulation. The traditional models usually divide the infrastructural and environmental responsibilities among multiple independent public bodies. For example, in most developed and developing countries, the incentive for firms to invest in network expansion when needed is usually the mandate of sector-specific economic regulators. The environmental risks such as toxic emissions and environmental damage are left to environmental agencies. Thus, at least two agencies, both arms of the state, are expected to generate a coordinated framework of monitoring and sometimes enforcement to push the providers of key public services to deliver socially conscious outputs.

The consequence of this separation is that multiple agencies, each with a limited scope of responsibilities, cannot internalize all the concerns that their rulings should include. Where industry-specific regulators limit the abuses of residual monopolies in the sectors, until now, they have seldom been required to take into account long-term concerns relevant to the climate change debate such as innovation and environmental protection. Their main focus tends to be more about higher quantity for a lower price.

Similarly, the environmental agencies have little concern about the need to expand service coverage where needed. In fact, in some cases, they prefer less coverage when service expansions are directly related to environmental damage. Their main focus tends to be on quality, not quantity, and possibly a higher price to influence demand through the price mechanism and not just regulatory standards. The specific mandates of these uncoordinated independent regulators continue to be at the source of the risks of incoherence in public policy.

The empirical evidence on these risks is modest but reasonably robust. The efforts to deal with acid rain in the United States were a
source of conflict between state economic regulators (such as public utility commissions) and state environmental regulators (Baron 1985). Fullerton, McDermott, and Caulkins (1997) modeled the effects of cost-plus regulation on the costs of sulfur dioxide compliance by electric utilities under the U.S. Clean Air Act $^2$ (tradable emissions permits) and validated the concerns of high costs associated with the lack of coordination. The models show that allowance-trading incentives combined with traditional cost-plus treatment of spending on abatement can substantially increase the social cost of compliance.

Similar conflicts were identified elsewhere more than 10 years ago. For instance, a study of electricity generation in England and Wales showed similar coordination problems (Acutt and Elliott 1999). The lack of cooperation is thus a major risk to the success of climate change policies that involve economic and environmental regulators.

**Regionalization of Large Infrastructure Projects**

The second major upcoming challenge that governments must address is the increased demand for regional economic integration. Regional integration has been on the agenda of the European Commission for quite some time now, but it has also been important in every developing region. It has been on Africa’s political agenda since independence, for instance. And more than 50 years later, although progress has been achieved, it is still on the agenda.

Infrastructure is now at the center of the integration debate as well. The European Commission has specific sources of funding for large cross-national projects. All the regional development banks have similarly earmarked sources of funding for multicountry projects.

The African Union even created a special institution, the New Partnership for Africa’s Development (NEPAD), with a mandate to promote integration initiatives across infrastructure sectors. In a nutshell, NEPAD’s (2002) action plans to accelerate and achieve regional integration include the following:

- *Trade-related policies* to facilitate transport of goods and services, including efforts to (a) standardize documents for cross-border transactions and clearance of cargo, vehicles, and people within each community; (b) complete free trade areas and customs unions; and
(c) harmonize trade and industrial policies (that is, tariff and non-tariff barriers to integration) to promote manufacturing

- Infrastructure investment plans that focus largely on high-profile transport corridors, regional power pools, and ICT backbones
- Governance reforms that focus on PPP-equivalent policies, particularly those that (a) encourage the private sector in the financing of intraregional trade and cross-border investment; and (b) design and implement processes and institutions to increase transparency and accountability of decision making processes, including the independence of the judiciary and regulatory functions needed to stimulate investment in cross-border infrastructure projects.

As for the European efforts to achieve regional coordination through the creation of regional markets for all goods and services (including transport and energy, for instance), the main lesson is that the challenge is not just about investment in interconnected transport or energy networks. It is also about the coordination of policies, including infrastructure regulation. This coordination may have to deal with a wide range of institutional and economic differences across countries, such as differences in access to finance and in various populations’ ability to pay.

The politics of coordination are obviously essential, and their failures can result in insufficient coordination. The risks associated with this underinvestment in coordination reflect the risks associated, in contract theory models, with hold-up problems from governments’ limited commitment abilities. Underinvestment in electricity transmission, for example, may result in (a) underinvestment in energy generation in Country A in spite of its strong potential comparative advantages, and (b) overinvestment in Country B due to concern about inability to import energy from Country A.

An additional challenge associated with regional integration stems from the fact that independent national regulators often have been set up with national policies in mind, with little attention paid to international coordination issues. These issues are handled ex post in complex political contexts. For countries still working on the implementation of the regional integration of infrastructure networks, Auriol and Biancini (2009) show the significant gains to be achieved from the definition of national regulatory mandates that anticipate the possible need
to coordinate regulation internationally. For countries with established national agencies under restricted regulatory mandates, they also suggest ways in which such mandates can be coordinated ex post under various transitional rules to achieve efficient outcomes.

The regional integration challenge is, however, not only about efficiency. It is also about equity—the extent to which the gains from integration will be distributed fairly across countries. Experience from trade integration efforts shows that specific redistribution mechanisms are needed, at least during the transition period in which the growth payoffs of integration can be distributed unevenly across producers or regions. In electricity, for instance, this redistribution can be achieved through national tariff rebalancing once energy markets have become more integrated.

**Summing Up**

Even assuming policy makers’ awareness of the nexus between infrastructure and environmental-regional integration, the complexity of the associated regulatory and institutional issues have not yet been fully internalized in the policy discussions. Yet these discussions are essential, not only to the efficiency and fiscal consequences of coordination efforts but also to their equity consequences. As soon as equity costs become excessive, experience also shows that the political viability of attempted policy changes is threatened.

**Concluding Comments**

The initial enthusiasm for the return of infrastructure in macroeconomists’ stabilization toolkit somewhat hides the important upcoming challenges mentioned earlier. It may also have pushed policy makers to underestimate, at least initially, the complexity of the environment in which the policy has been decided and the importance of some longer-term fiscal and policy consequences of their stimulus plans.

**Can Infrastructure Be Saved in a Debt-Constrained Period?** The complexity of the environment stems from the impact of a continued deficit on the countries’ debt stocks. By mid-spring 2010—to a large extent as a result of the Greek crisis—OECD countries’ debt stocks returned to
the forefront of the policy debate. This return, in turn, has demanded efforts to control deficits. Subsequently, the temptation to review the commitments to scale up infrastructure expenses is strong. As it had been 30 years ago, infrastructure is an easy target for quick, high-impact expenditure cuts.

The odds—and risks—of a repeat of history are high. The new Cameron-Clegg British government may have been the first to reverse commitments to the sector made less than a year earlier, but others are likely to follow. In the past, infrastructure was excessively cut as part of structural adjustments to reduce structural fiscal deficits. It took a generation to recover from that mistake. The initial indications are that policy makers around the world are trying to avoid a repeat of history, including in Europe and in the United States, where the debt stocks have become the most unsustainable.

**Can the Private Sector Assume More of the Cost?** The complexity of the environment in which infrastructure policy is now conducted also stems from a recurring tendency to underestimate the much longer-term, recurrent expenditure commitments associated with infrastructure investment. Increasing infrastructure stocks implies increasing the commitments to sustain operational and maintenance expenditures at levels that will avoid the deterioration of the assets. Because most of the stimulus plans are based on two- to three-year horizons, it is likely that these longer-term consequences have been ignored. In an environment in which debt stocks are defining the longer-term deficits, there should be a concern that a trade-off between long-term asset quality and medium-term fiscal viability will emerge if maintenance is cut to restore medium-term fiscal balance.

The natural solution to this issue is to rely more on the private sector, which has fewer reasons to cut recurrent expenditures. Yet this option has always been limited in the past and may actually be even more limited for the foreseeable future, depending on how the financial sector evolves.

In the best-case scenario, given its relative importance, the private sector may bear some, but clearly not all, of the fiscal responsibility for infrastructure. However, it will never pay for subsidies unless they are cross-subsidies—that is, built into a project portfolio or the design of
the allowed tariff structure. All of this simply means that the public sector will continue to be the main actor in infrastructure for the foreseeable future.

Can Governments Address the Political Challenges? Ultimately, the drivers of infrastructure challenges have not changed much with the crisis. Uncertainty has increased for now and, hence, complexity as well. Whether high infrastructure investments stay on the agenda in an increasingly constrained fiscal environment is not the real issue. The real issue, if cuts are needed, is whether such decisions will undergo some analytical rigor that accounts for real bottlenecks and for opportunities to cut costs without changing physical commitments. This challenge will be driven by governments' ability to address the many institutional weaknesses they have demonstrated in the sector.

Improved project selection, improved costing, improved regulation, improved coordination within the sector and across sectors, and improved monitoring of outcomes are easy goals to set. Their implementation boils down to political will to deal with the governance problems of the sector. And political will has not been a defining characteristic of the sector in the past—neither in developing countries nor in developed countries.

Notes

1. There are some outliers. China, for instance, expects to add 10–13 percent of its expenditures to scale up its infrastructure.
2. According to Blanc-Brude, Jensen, and Arnaud (2010), project finance dropped by only 9 percent in 2009—a small impact compared with the 42 percent one-year drop that followed the 2001 crisis.
3. The crisis did not have quick positive impacts on the sector. As business activities and household income dropped in Organisation for Economic Co-operation and Development (OECD) countries, so did the countries’ consumption of electricity and transport services, thus reducing the financing of longer-term service expansions based on user fees.
4. For a recent survey, see Estache and Fay (2010).
5. See, for instance, World Bank (2005) and Fay and Yepes (2003), who provided the initial estimates on behalf of the World Bank. Similar estimates have been produced more recently by the New Partnership for Africa’s Development (NEPAD 2002) and Kandiero (2009) for the African Development Bank;

6. Note that the data concerning investment needs appear to be sensitive to the method. For Africa, for instance, the bottom-up approach that the Africa Infrastructure Country Diagnostic (AICD) followed for water and energy, summarized by Foster and Briceño-Garmendia (2010), suggests that the top-down approaches based on macroeconometric estimates such as Yepes (2007) tend to underestimate the needs. But these differences in methods are sometimes credited with differences in estimates that are not totally correct. The AICD coverage of infrastructure included ports, irrigation, and electricity transition and distribution—areas the Africa Commission omitted in its own estimates of Africa’s infrastructure. The differences in coverage explained a lot more than the differences in methods about the varying needs estimates.

7. See Straub (2008) for a global view of the evidence on the links between infrastructure and development.

8. These are just three examples among the many that can be identified in the details of the stimulus around the world. CanadExport (2009) and ILO (2009) are two useful sources for more details.

9. That the supply effects of increased government investment in the sector are uncertain because of the time it takes to build that investment is not a new concept. The original idea can be credited to Hayek (1941), and its most elegant analytical presentation can probably be attributed to Kydland and Prescott (1982). All of these illustrious authors already warned that the structure and time of a good’s production is a possible source of business-cycle persistence underestimated by models that ignore the importance of these timing dimensions.

10. Recent good sources of such reviews include Walter et al. (2009) for water and Haney and Pollitt (2009) for electricity.

11. For developing countries, foreign taxpayers could be a source of funding because international aid is an additional source of funding of loans and grants.

12. History will obviously tell us, but for existing regulated infrastructure, there has been no evidence of major increases in the costs of capital. In the United Kingdom or Australia, where tariff revisions were under way when the crisis hit, the crisis was seen as a temporary shift in risks that should not affect the cost of capital for the full revision period and, hence, should not influence the average allowed revenue and tariffs.

13. Indeed, the S&P 500 Utilities Index/S&P Global Infrastructure Index showed a 25.2 percent return, while the global equity market returned 37.76 percent (measured by the S&P Global BMI Index).

15. Most private infrastructure funds are sponsored by large financial institutions through their investment banking units.

16. From 2001 to 2007, the United Kingdom signed 501 PPP deals, while Spain and Germany (which were second and third in the number of projects) had signed 38 and 34 deals, respectively (DLA Piper and EPEC 2009).

17. See, for instance, the collection of papers by Premius, Flyvbjerg, and Van Wee (2008) and also Walter et al. (2009) for water and Haney and Pollitt (2009) for electricity.

18. Seldom does the tax revenue from the taxation of PPP profits cover rural subsidy needs.

19. See Tenorio and Idzelis (2009) for how the concerns about risks are leading investors to push for careful cherry-picking in project finance. See Estache and Wren-Lewis (2009) for an overview of the academic research showing, among other things, how sectoral unbundling can result in the end of intrasectoral cross-subsidies and the increased total demand for tax financing.

20. PPIAF (the Private-Public Infrastructure Advisory Facility) has financed, over the years, an important number of studies and support to PPP transactions. In fiscal 2009, it had a budget of about US$19 million.

21. See Gomez-Ibáñez (2007) for a review of progress on public sector management of infrastructure in the past 25 years or so.


23. See http://www.epa.gov/air/CAA/.
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Part 2

The Way Forward
Government intervention is often perceived as a constraint on market forces and thereby on economic growth. In particular, over the past three decades, increasing awareness that product and labor market liberalization enhances growth has led scholars and policy makers to also recommend a reduction in the role and size of governments. True, the recent global financial crisis showed the importance of the state as a regulator for the financial system. Indeed, when financial institutions are “too big to fail,” the state may have to intervene to preserve the stability of the whole system.¹

In the United States and other industrialized countries, fluctuations in current opinion show that doubts remain as to whether government intervention should go beyond this regulatory role. At the same time, there is the striking example of Scandinavian countries, where governments remain big and yet markets have been liberalized and the rates of innovation and productivity growth have increased over the past two decades. In this chapter, the authors argue that it is not so much the size of the state that is at stake but rather its main functions and efficiency. To foster economic growth in our countries, we need not so much a reduced state but a “suitable” and noncorrupt state.
More specifically, this chapter points to two main growth-enhancing functions of governments in addition to regulating financial systems: as investors in the knowledge economy and as guarantors of the social contract.

**State as Investor in the Knowledge Economy**

A primary role of the state is as an investor in the growth process. This section explains why government can help foster growth by intervening through education policy, market liberalization, macroeconomic stabilization, and environmental (and more generally, sectoral) policy.

**Education Policy**

A primary area for growth-enhancing government intervention is higher education. To the extent that education investments involve knowledge spillovers and therefore are not fully appropriated by private agents, a laissez-faire economy will tend to generate too few of these investments, which, in turn, provides a justification for government intervention.

A difficult issue concerns the governance of that intervention: how can one make sure that government funds will be appropriately used? For example, regarding higher education, Aghion et al. (2009) argue that the closer a region is to the technological frontier, the more growth-enhancing the research education funding is, and the higher the growth externalities generated by that funding. But the same study also shows that the more autonomous the universities and the more competitive the overall university system (in particular, the more funding relies on competitive grants), the more effective the higher-education investments are. Figure 5.1 shows, for example, a positive correlation between European universities’ Shanghai rankings (of university output) and the autonomy index.²

**Market Liberalization**

Liberalization of trade or entry involves winners and losers (Aghion and Howitt 2009). In particular, increased trade and entry tend to foster productivity growth in firms and sectors that are closer to the technological frontier and inhibit productivity growth in firms or sectors that are further away from the frontier. In the former case, firms innovate to escape the increase in competition. In the latter case, the increased trade
or entry discourages innovation because laggard firms know they have little chance to win against potential entrants.

This unequalizing effect of liberalization, together with constraints that limit the scope for capital and labor reallocation from laggard sectors to leading sectors under laissez-faire, suggests a role for government as an investor in reallocation. Here, government investment may typically include subsidies to train workers who wish to relocate to more-advanced sectors, which, in turn, would help speed up the growth of those sectors following trade or product market liberalization. In other words, acknowledging the virtues of market liberalization does not mean reducing the role for government intervention but rather redirecting government toward policies that complement the liberalization and thereby help it become even more growth-enhancing.

**Macroeconomic Stabilization**

Macroeconomic volatility tends to be detrimental to innovation and growth in more credit-constrained firms or countries (Aghion et al.

---

**Figure 5.1 Relation between University Output and Autonomy in Selected European Countries**


Note: coefficient = 78.5, p value < 0.001.
The underlying intuition is that growth-enhancing investments need to be maintained over the long run. However, maintaining such investments over the business cycle may be hard, particularly for firms that face credit constraints that prevent them from investing more than a fixed multiple of their current cash flows.

Hence, a potential role for government intervention is to partly circumvent credit market imperfections and thereby help firms to maintain their growth-enhancing investments over the cycle. More countercyclical fiscal policies—policies that increase public deficits in recessions and reduce them in booms—are thus more growth-enhancing in countries or sectors that are more credit-constrained (Aghion and Marinescu 2008; Aghion, Hemous, and Kharroubi 2009).

Although this argument provides some justification for stimulus packages during recessions, that justification—which emphasizes long-run growth effects, working primarily through the supply side of the economy—is quite distinct from the argument based on the Keynesian multiplier, which emphasizes short-run demand effects.

**Climate-Change Policy**

A laissez-faire economy may also tend to innovate in the wrong direction—that is, toward innovation favoring more-carbon-emitting industries and products. Thus, Aghion, Dechezlepretre, et al. (2010) explore a cross-country panel data set of patents in the automotive industry. They distinguish between “dirty innovations,” which affect combustion engines, and clean innovations such as those in electric cars. Then they show that the larger the stock of past dirty innovations by a given entrepreneur, the dirtier the current innovations by the same entrepreneur. This correlation, together with the fact that most automotive innovations have been dirty so far, implies that in the absence of government intervention, economies would generate too many dirty innovations. Hence, government intervention has a role to “redirect technical change” toward clean innovations (Aghion, Dechezleprete, et al. 2010).

Assuming this “path dependence” in the direction of innovation, Acemoglu et al. (2009) show that the optimal policy to fight climate change should combine a carbon tax with direct subsidies for clean
innovations. More specifically, they develop an endogenous growth model whereby a consumption good can be produced using either a clean or a dirty input. Only the production of dirty inputs harms the environment. The environment, in turn, affects consumer utility. Inputs are produced with labor and machines, and innovation can improve the efficiency of production of either clean or dirty machines. Innovation results from the work of scientists who try to improve either the quality of dirty machines or the quality of clean machines. An important assumption is the “building on the shoulders of giants” effect, namely that technological advances in one sector make future advances in that sector more effective (Acemoglu et al. 2009).

Innovators direct their efforts to the sector where the expected profits from innovation are the highest. Thus, under laissez-faire, when the dirty technology enjoys an initial installed-base advantage, given the “building on the shoulders of giants” effect, the innovation machine will work in favor of the dirty technology. The clean technology may never take off unless the government intervenes. What Acemoglu et al. (2009) show is that the laissez-faire equilibrium will typically lead to environmental disaster, where environmental quality falls below the level at which it can be regenerated and therefore utility collapses. Where the dirty technology is based on exhaustible resources, this may help to prevent such a disaster because the dirty technology is eventually priced out of the market. But even in this case, the innovation machine left on its own works suboptimally, favoring the dirty technology for too long.

A critical parameter for the effectiveness of policy intervention is the extent to which dirty and clean technology are substitutable. In particular, when they are sufficiently close substitutes, a temporary policy involving both a tax on dirty input production (a carbon tax) and a subsidy for clean research activities will be sufficient to avoid an environmental disaster and, thus, to guarantee long-run growth sustainability. Indeed, by redirecting technical change toward clean innovation, such a policy will make clean technologies catch up and eventually leapfrog dirty technologies, at which point—by virtue of the “building on the shoulders of giants” effect (which now plays in the right direction)—private firms will spontaneously choose to innovate in clean machines.

Thus, the optimal policy is targeted—directed toward clean production and innovation—but it also relies on a complementarity of roles
between the government and the private sector. Delaying such directed intervention leads not only to further deterioration of the environment but also to strengthening the lead of the dirty-innovation machine, making the dirty technologies more productive and further widening the productivity gap between dirty and clean technologies. This widened gap, in turn, requires a longer period for clean technologies to catch up and replace the dirty ones. Because this catching-up period is characterized by slower growth, the cost of delaying intervention, in terms of forgone growth, will be higher. In other words, delaying action is costly, as shown in table 5.1.

**Two-Instrument Policy.** Not surprisingly, the shorter the delay and the higher the discount rate (the lower the value put on the future), the lower the cost will be. This is because the gains from delaying intervention are realized at the start in the form of higher consumption although the loss occurs in the future through more environmental degradation and lower future consumption.

Moreover, because there are two basic problems to deal with—the environmental one and the innovational one—using two instruments proves to be better than using one. The optimal policy involves using (a) a carbon price to deal with the environmental externality and, at the same time, (b) direct subsidies for clean R&D (or a profit tax on dirty technologies) to deal with the knowledge externality.

**One-Instrument Policy.** Of course, one could always argue that a carbon price on its own could deal with both the environmental and the

| Table 5.1 Welfare Costs of Delayed Intervention as a Function of the Elasticity of Substitution and the Discount Rate |
|---|---|---|---|
| Elasticity of substitution | 10 | 3 |
| Discount rate | 0.001 | 0.015 | 0.001 | 0.015 |
| Delay = 10 years | 8.75 | 1.87 | 2.71 | 0.05 |
| Delay = 20 years | 14.02 | 1.92 | 4.79 | 0.12 |
| Delay = 30 years | 17.65 | 1.99 | 6.88 | 0.23 |

*Source: Acemoglu et al. 2009.*
knowledge externalities simultaneously (that is, discouraging the use of dirty technologies also discourages innovation in dirty technologies). However, relying on the carbon price alone leads to excessive reduction in consumption in the short run. And because the two-instrument policy reduces the short-run cost in terms of forgone short-run consumption, it reinforces the case for immediate implementation, even for values of the discount rate under which standard models would suggest delaying implementation. In fact, the Acemoglu et al. (2009) model allows one to calibrate the cost of using only the carbon price instead of a combination of a carbon price and a clean-R&D subsidy. This cost can be expressed as the amount of “lost” consumption in each period, expressed as a percentage of the level of consumption that would result from the optimal policy, which involves using both instrument types. Using a discount rate of 1 percent, this cost in terms of lost consumption amounts to 1.33 percent.

An alternative way of showing the higher cost when using only one instrument (that is, the carbon price) rather than a combination of carbon pricing and the more industrial-policy-like subsidies is to express how high the optimal carbon price would have to be when used as a singleton relative to its optimal level when used in combination. Simulating this scenario in the model of Acemoglu et al. (2009) reveals that the carbon price would have to be about 15 times higher during the first five years and 12 times higher over the following five years. The intuition behind the initial high differential is that the early period is particularly critical to inducing the catch-up by clean technologies.

By the same token, using only the subsidy instrument, while keeping the carbon-price instrument inactive, would imply that subsidies would have to be on average 115 percent higher in the first 10 years compared with their level when used in combination with a carbon price. In other words, here also the state has an important role to play to deter innovation in the wrong direction, which can be costly in terms of welfare.

**Industrial Policy**

Industrial policies had been implemented after World War II in a number of countries to promote infant industries and protect local traditional activities from competition against products from more-advanced
foreign countries. Thus, several Latin American countries advocated import substitution policies whereby local industries would more fully benefit from domestic demand. East Asian countries such as Japan or the Republic of Korea, rather than advocate import substitution policies, would favor export promotion, which, in turn, would be achieved partly through tariffs and nontariff barriers and partly through maintenance of undervalued exchange rates. And in Europe, France engaged in so-called Colbertist policies of targeted subsidies to industries or to “national champions.”

For at least two or three decades after World War II, these policies remained fairly noncontroversial because the countries implementing them were growing at relatively fast rates. However, the slowdown in Latin America as of the 1970s, and then in Japan as of the late 1990s, contributed to growing skepticism about the role of industrial policy in the process of development. Increasingly since the early 1980s, industrial policy has raised serious doubts among academics and policy advisers in international financial institutions. In particular, it was criticized for allowing governments to pick winners and losers in a discretionary fashion and consequently for increasing the scope for capture of governments by local vested interests.

Instead, policy makers and growth and development economists now advocate nontargeted policies aimed at improving the “investment climate”: the liberalization of product and labor markets, a legal and enforcement framework that protects (private) property rights, and macroeconomic stabilization. This new set of growth recommendations came to be known as the “Washington consensus” because it was primarily advocated by the International Monetary Fund, the World Bank, and the U.S. Department of the Treasury, all based in Washington, DC.

However, the authors believe that industrial policy should not be systematically opposed to competition policy. In particular, current work argues that targeted subsidies could be used to induce several firms to operate in the same sector instead of escaping competition through excessive horizontal differentiation (Aghion, Dewatripont, et al. 2010). This approach, in turn, may enhance innovation for two main reasons. First, it helps maintain a higher equilibrium degree of competition (that is, by reducing horizontal differentiation), which then induces firms to innovate vertically to escape competition. Second, it favors technological
progress because firms operating in the same sector are more likely to
benefit from knowledge spillovers or communication among them.

Of course, much depends upon the design of industrial policy. Such
policy should target sectors, not particular firms (or “national champi-
ons”). This, in turn, suggests a need for new empirical studies in which
productivity growth, patenting, or other measures of innovativeness and
entrepreneurship would be regressed over some measures of sectoral
intervention and interacted with the degree of competition in the sector
and with the extent to which intervention in each sector is not concen-
trated on one single firm but rather distributed over a larger number of
firms. Thus, using Chinese firm-level panel data, Aghion, Dewatripont,
et al. (2010) show that sectoral subsidies tend to enhance total factor
productivity (TFP), TFP growth, and new product creation—more so if
they are implemented in sectors that are already more competitive and
also distributed in each sector over a more dispersed set of firms.

The State and the Social Contract

Beyond the state’s role as investor in the knowledge economy, one of
its main roles is as guarantor of the social contract—an economic and
social pact on which all citizens and their government agree. This pact
has to allow the state to control the public deficit in a postcrisis context
while maintaining social peace and avoiding strikes and social protests.
Indeed, the current economic context can be characterized by a weaken-
ing of public finances, a tightening of credit constraints, and a need to
correct global imbalances.

Although government debts increased greatly during and after the
crisis, it now appears necessary to reduce public deficits while invest-
ing in growth at the same time. But such a reduction effort won’t be
easy, and to be accepted by everybody, it will have to be fairly shared to
maintain a peaceful social climate. This result supposes that the state
(a) invests in trust, (b) promotes redistributive policies while reducing
deficits, and (c) fights corruption.

Investing in Trust—a Necessity

To understand why the state needs to invest in trust, remember the fol-
lowing statement by Nobel Prize-winning economist Kenneth Arrow in
1972: “Virtually every commercial transaction has within itself an element of trust, certainly any transaction conducted over a period of time. It can be plausibly argued that much of the economic backwardness in the world can be explained by the lack of mutual confidence.”

Recent literature has studied the positive correlations between trust and various economic outcomes: financial development, entrepreneurship, and economic exchanges (Guiso, Sapienza, and Zingales 2004, 2006, 2009, respectively). Trust is also closely linked to institutions (Aghion, Dechezlepretre, et al. 2010; Aghion, Dewatripont, et al. 2010; Algan and Cahuc 2009; Bloom, Sadun, and Van Reenen 2009; Tabellini 2010). This chapter emphasizes that trust is particularly important for economic growth and innovation.

**Trust, Innovation, and Growth.** Various studies have shown that, on the firm level, trust and a good social climate are related to growth and innovation. For example, there is a strong empirical correlation between trust and economic growth (Knack and Keefer 1997; La Porta et al. 1997; Tabellini 2010).

More important for this discussion, trust is not only correlated with growth but is also an essential and causal factor of growth. For example, Algan and Cahuc (2010), focusing on the inherited component of trust and its time variation, have shown a causal effect of trust on economic growth. Figure 5.2 shows a scatterplot of the changes in income per capita between 1935 and 2000 against the changes in inherited trust between the same periods, relative to Sweden. It appears clearly that there is a strong positive correlation: the higher the increase in inherited trust, the higher the increase in income per capita.

Moreover, the impact of inherited trust is economically sizable: income per capita in 2000 would have been increased by an estimated 546 percent in Africa if the level of inherited trust had been the same as in Sweden (Algan and Cahuc 2010). This effect is strong not only for developing countries but also for more developed ones.

**How Can the State Increase Trust?** Trust thus appears to be a crucial factor for innovation and economic growth. This raises the following question: how can the state increase trust? Indeed, if growth depends on inherited trust and if no policies can increase trust, the state would
seem to be useless. On the contrary, much can be done to increase citizens’ trust in the state (a point to be readdressed below concerning corruption), as well as among each other, and to improve the social climate in the firms. If the social capital literature is today a mature and influential subfield in economics, few studies explore the mechanisms through which social capital accumulates (a recent exception being Jacob and Tyrell 2010). Future research on this crucial topic seems of first importance.

Limit Regulation. One important way the state can increase trust is to refrain from overregulation, in the sense that it does not have to substitute itself for social actors (which is the case, for example, in France where trust is low compared with other European countries and the United States [Algan and Cahuc 2007; Ehrenberg 2010]). On the contrary, the state has to favor the emergence of social actors and collective negotiations with labor unions. Indeed, in a cross-section
of countries, government regulation is strongly negatively correlated with measures of trust, and not only does distrust increase the demand for regulation but regulation also influences trust (Aghion, Algan, et al. 2010). Figure 5.3 illustrates the strong positive correlation between the regulation of entry (as measured by the number of steps to open a business) and a country’s level of distrust.

_Catalyze Social Relationships._ This is not to say that the state has no role to play; for example, in Scandinavian countries, where trust is high, the state plays a central role. However, rather than substituting itself for social partners, the state has to be the catalyst of social relationships to increase trust between employers and employees. Hence, it has to favor the emergence of mass unions in all firms that are not yet unionized (see, for example, Cahuc and Zylberberg
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**Figure 5.3 Relation between Distrust and Extent of Entry Regulation**


Note: $R^2 = 0.32$. Regulation of entry is measured by the (In) number of procedures to open a firm. Distrust is normalized between 0 and 1.
2009). It also has to gain unions’ agreement before implementing important reforms.

Encourage Decentralization. Finally, the state should not be too centralized. (France suffers so much from distrust in part because of its high degree of hierarchical centralization, especially as to state decision making [Algan and Cahuc 2007].)

On the contrary, the state has to encourage decentralization policies and give more power to local governments, which can take advantage of their better knowledge of local issues. In a sense, one can apply the conclusions of Acemoglu et al. (2007)—about the decentralization of the firm—to the state: if firms closer to the technological frontier are more likely to choose decentralization, the same may be true for developed countries. Indeed, decentralization is the best way to elicit local information and thus to implement policies that better fit local realities. In other words, it is the best way for the state to be more efficient.

Reducing Deficits—While Promoting Redistributive Policies
Closely linked to the trust question, the social contract has to rely on redistribution. Indeed, a too-unequal society cannot be one in which people trust one another. Inequalities create rigidities and the willingness to protect social status, impeding social mobility. On the contrary, in a society in which the tax system is sufficiently progressive and redistributive, people are more willing to take risks, innovate, and move up the social ladder.

Concerning deficit reduction, public finances have weakened significantly during and since the recession, as illustrated in figures 5.4 and 5.5. Such a situation is not sustainable in the long run, as illustrated by the current Greek crisis.

Deficit reduction will be costly for everybody, and to make it acceptable (without giving rise to violent social protests), the effort will have to be shared equally—which supposes a fair (that is, progressive) tax increase without excessively cutting social expenditures targeted toward those who need them the most (especially, in the crisis context, unemployment benefits). Moreover, the citizens will be more willing to accept tax increases if
Figure 5.4 General Government Balances of Selected Countries, 2007 vs. 2009

Source: OECD 2010.

Note: GDP = gross domestic product.
Figure 5.5 Gross Government Debt of Selected Countries, 2007 vs. 2009

Source: OECD 2010.

Note: GDP = gross domestic product.
they know the government will use fiscal resources efficiently and is not corrupt. Again, this supposes that citizens trust their government.

Let’s consider the relevant example of Sweden, which in the 1990s—in only four years—reduced its public deficit from 16 percent to less than 3 percent of its gross domestic product (GDP). And it did so without reducing public education and health services to the Swedish population (services that remain greater today in Sweden than in many other European countries), mainly because of its efficient and progressive tax system.

**Fighting Corruption**

Finally, an important point to underline is that an efficient state that can guarantee the social contract is one that is noncorrupt and must fight corruption. It is a state that uses the taxpayers’ money efficiently and transparently.

The authors’ own current research (Aghion et al. 2011) illustrates this dimension of the question. Indeed, the link between taxation and

---

**Figure 5.6** Relation between Taxation and Growth in High-Corruption OECD Countries

---

*Source: Aghion et al. 2011.*

*Note: Countries are designated as “high-corruption” based on the corruption index of the International Country Risk Guide.*
economic growth is a function of the level of government efficiency or of its degree of corruption. For example, among OECD countries, there is a positive correlation between a country’s growth rate and the tax burden as measured by top marginal tax rates (on both corporations and individual earned income) in low-corruption countries, and a negative correlation in high-corruption countries, that is robust to the use of different indexes of corruption. In other words, taxation is growth-enhancing for low-corruption countries but not for high-corruption countries. Figures 5.6 (high-corruption countries) and 5.7 (low-corruption countries) illustrate this point.3

The authors are now developing this research agenda at the firm level in the United States and find encouraging results going exactly in the same direction. Hence, one has to take this corruption-trust dimension into account to properly evaluate the impact of state intervention on economic growth.
Conclusion

One positive outcome of the recent crisis is to have relegitimized the state’s role as a fundamental actor in the growth process—as a regulator that can thereby prevent or limit the effects of financial crises and also as a catalyst of market and firm growth by investing in the knowledge economy and by fostering trust as a guarantor of the social contract. Thus, in our quest for higher economic growth, one should not necessarily think of “more state” versus “less state” but rather of where and how the state should—or should not—intervene.

Notes

1. At the same time, such an intervention must be designed to minimize moral hazard considerations, hence, the importance of introducing further regulations on banks, the financial structure, and also the compensation schemes of employees in the financial sector—as was done, for example, with U.K. Prime Minister Gordon Brown’s bailout of English banks in October 2008.
2. See also Aghion et al. (2008).
3. Here, we use the *International Country Risk Guide* index as a measure of corruption. However, the findings are robust to the use of Transparency International’s Corruption Perception Index or the World Bank’s Worldwide Governance Indicators.
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The recent financial crisis, alongside a dramatic rise in unemployment on both sides of the Atlantic, suggests that financial shocks do affect labor markets. In the aftermath of the crisis, unemployment in the United States almost doubled, from peak to trough, within a few quarters (figure 6.1). Its short-run dynamics displayed remarkably larger Okun’s elasticity than in previous recessions. U.S. unemployment is now declining at a very low pace, denoting more persistence than in previous recoveries, including the jobless recoveries of the past two decades.

Unemployment in Europe has been consistently lower than in the United States throughout the Great Recession, but the aggregate European Union (EU) figures conceal large cross-country heterogeneity in the responsiveness of unemployment to output changes.

**Effect of Labor Market Institutions**

Some of these differences in response across the two sides of the Atlantic are arguably linked to the different labor market institutions. For
instance, short-time work schemes\(^1\) have been playing an important role in containing job losses in Germany (where unemployment actually decreased during the recession).

However, other usual suspects for these transatlantic differences in unemployment dynamics seem to have much less explanatory power this time. According to an institutional approach and economic analysis fashionable in the mid-1990s, one could argue that strict employment protection legislation (EPL) in Europe is the smoking gun. High costs of dismissals, according to this perspective, are associated with lower labor market volatility. However, the countries with the strictest EPL, such as Spain, this time experienced the largest increase in unemployment.

European labor markets are today much more flexible on average and are characterized by a dual structure: (a) a flexible temporary fringe alongside (b) a rigid stock of regular contracts. Such a dual structure increased labor market response to adverse business conditions in precisely those countries displaying the strictest employment protection provisions for regular contracts.
Effect of Financial Sector

One should therefore go beyond labor market institutions to understand these asymmetric and largely unprecedented developments. A key factor behind the response of the labor market to the current recession is likely to be in the nature of the shocks that led to the Great Recession. In particular, one should look at the financial markets where the crisis originated and became global after the Lehman bankruptcy in September 2008. Financial markets and the banking sector experienced a credit crunch well into 2009 in both Europe and the United States, as several authors have documented. This global credit crunch is likely to have played a key role in labor market adjustment during the downturn and in the recovery.

Regarding the financial sector, one of the key differences between the two sides of the Atlantic is the degree of financial deepening. A simple empirical measure to account for this difference is the ratio of stock market capitalization to gross domestic product (GDP). Although the size of the financial shocks (measured as losses of stock market capitalization) appear similar in terms of timing and size, the difference in financial deepening between the United States and Europe is striking, as shown in figure 6.2. Whereas U.S. stock market capitalization amounts to some 100 percent of GDP, the same ratio in Europe is about 75 percent.

Boeri, Garibaldi, and Moen (2010) study theoretically and empirically the basic links and transmission mechanisms between the shocks to the financial markets and the labor market. This line of research poses the following questions:

- How does a credit crunch translate into job destruction and larger unemployment?
- Is financial deepening (larger in the United States than in Europe) responsible for the acceleration and increase of the U.S. unemployment-to-output response to the financial shocks of 2008–09?
- How does this explanation cope with the sluggish dynamics of U.S. unemployment during the recovery?
- And how about differences in Okun’s elasticities within the EU?

Chapter Objectives and Organization

The goal of this chapter is threefold: First, it reviews the basic facts on unemployment dynamics, financial shocks, and Okun’s elasticity over
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the business cycle. Second, it highlights the key mechanisms linking financial markets and labor markets, drawing on the most recent theoretical and empirical research in the area.

Third and foremost, it draws attention to the policy implications of this line of research. It discusses whether intervention in the labor market, in the aftermath of adverse financial shocks, should be conducted directly in the labor market (saving jobs) or indirectly through intervention in the financial markets (saving financial institutions)—in other words, addressing the trade-off between saving jobs and saving financial institutions. Although there is some evidence that saving jobs can be an effective policy, direct intervention in the labor market should be handled with particular caution because the risk of moral hazard and discretionary industrial policy should not be underestimated.

The chapter proceeds as follows:

- From the Great Moderation to the Great Volatility presents key figures on employment and unemployment dynamics throughout the recession.
- Finance-Labor Interactions reviews the literature on financial-labor market interactions, drawing on Boeri, Garibaldi, and Moen (2010).
- Should We Save Institutions or Jobs? discusses the policy implications of these results, focusing on whether direct intervention in the labor market is an alternative policy to intervention in the financial market, the key action so far taken by policy makers around the globe.
- Conclusions summarizes the authors’ findings and recommendations.

**From the Great Moderation to the Great Volatility**

Among the Group of Seven (G-7) nations, the Great Recession resulted in a cumulative GDP decline of 3.7 percent and employment reductions (peak to trough) of 2.1 percent. Thus, the apparent employment-to-output elasticity has been on the order of 0.6—significantly larger than in previous recessions. Even conditioning on output dynamics, which involved sizable falls almost everywhere, the global employment response has been stronger than in previous recessions.
Unemployment has also been rising more than in previous contractionary episodes given the magnitude of output decreases. Figure 6.3 displays Okun’s Law unemployment-to-output elasticities (in modules), estimated by considering the G-7 as a unique large economy and using a 16-quarter moving window (rolling regression procedure) to allow for time-varying unemployment-to-output elasticities. The 2010Q1 beta coefficient is estimated over the 2007Q1–2010Q1 window from the regression

$$\Delta u_t = c - \beta_i \Delta y_t \%, \quad (6.1)$$

where $y$ denotes GDP; $u$ is the unemployment rate; and both $y$ and $u$ are measured at quarterly frequencies.

The first thing to notice is that there is substantial time-series variation in beta coefficients, which suggests that estimates imposing the same elasticity miss a lot of action.

Concerning the responsiveness of unemployment to output during the Great Recession, the message is clear: after the decades of the Great Moderation, we had years of Great Volatility. During the Great
Recession, unemployment has been even more responsive to output changes than during the two oil shocks of the 1970s and previous contractionary episodes (denoted by shaded areas in figure 6.3).

The other aspect of this renewed, even stronger volatility is that a key challenge of the recovery from the Great Recession will be the absorption of high levels of unemployment, notably long-term unemployment. A new Organisation for Economic Co-operation and Development (OECD) Jobs Study (updating OECD 1994) is needed, this time looking not only at Europe but also at the United States.

Needless to say, figure 6.3 conceals substantial cross-country variation in the elasticity of unemployment to output changes. Such cross-country differences are related to the presence of different institutional configurations. Economic theory as well as empirical work (for example, IMF 2010, chapter 4) suggest that labor market institutions—such as EPL, unemployment benefits, and short-time work schemes—affect the unemployment response to output changes. There is also evidence that some of the above institutions have been reformed over time, increasing the flexibility of labor markets and hence unemployment and employment volatility.

In conjunction with these institutional changes, the specific nature of the 2008–09 Great Recession could have affected the labor market response. Assessing the nature of these financial-labor interactions and their relevance in unemployment dynamics is crucial to identify policies that increase the job content of the current recovery.

Most of the interactions discussed below operate on the labor-demand side. Thus, it is useful to begin by looking at the employment-to-output elasticity during the Great Recession and comparing it with previous financial crises involving house price busts. Figure 6.4 displays rolling regression estimates of the employment-to-output elasticity in advanced countries that experienced a sufficiently large number of financial crises and housing busts, enabling us to identify their effect separately from other recessions.

Shaded areas represent financial crises or housing bust episodes according to the taxonomy developed by Reinhart and Rogoff (2009). The figure provides a visual impression that financial crises are indeed associated with greater employment response to output changes. This outcome is confirmed by the average beta coefficients for financial
Figure 6.4 Employment-to-Output Elasticities in Advanced Countries, by Recession Type

*absolute value per Okun’s β coefficient*

Sources: Authors’ estimates based on IMF 2010 for quarterly GDP figures; OECD (Main Economic Indicators) for unemployment data; Reinhart and Rogoff 2009 for taxonomy of financial crises and housing busts.

Notes: CAN = Canada. FRA = France. IRL = Ireland. ITA = Italy. ESP = Spain. SWE = Sweden. GBR = United Kingdom. USA = United States.
crises and other recessions (measured from peak to peak), as displayed in table 6.1.

### Table 6.1  Okun’s Betas (Employment-to-Output), Average Period

<table>
<thead>
<tr>
<th>Country</th>
<th>Overall</th>
<th>Peak-to-peak with financial crisis</th>
<th>Peak-to-peak without financial crisis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>0.336</td>
<td>0.557</td>
<td>—</td>
</tr>
<tr>
<td>France</td>
<td>0.286</td>
<td>0.273</td>
<td>0.314</td>
</tr>
<tr>
<td>Germany</td>
<td>0.192</td>
<td>—</td>
<td>0.214</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.057</td>
<td>0.169</td>
<td>0.050</td>
</tr>
<tr>
<td>Italy</td>
<td>0.173</td>
<td>0.287</td>
<td>0.163</td>
</tr>
<tr>
<td>Spain</td>
<td>0.445</td>
<td>0.495</td>
<td>0.149</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.269</td>
<td>0.300</td>
<td>0.136</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.184</td>
<td>0.241</td>
<td>—</td>
</tr>
<tr>
<td>United States</td>
<td>0.251</td>
<td>0.368</td>
<td>0.265</td>
</tr>
</tbody>
</table>

*Sources: Authors’ estimates based on IMF 2010 for quarterly GDP figures; OECD (Main Economic Indicators) for unemployment; Reinhart and Rogoff 2009 for taxonomy of financial crises.*  
*Note: — = not available.*

### Finance-Labor Interactions

Why are financial crises more associated than other types of recessions with greater labor market volatility? What are the key channels of interaction between financial and labor markets? Which institutions play a more important role in this respect? Unfortunately, there is a paucity of research on labor-finance interactions.

### Theoretical Studies

Most of the theoretical work on finance-labor interactions has dealt with the effects of financial market imperfections on employment adjustment to productivity shocks. There is a range of predictions in this respect.

Some studies view a relatively easy access by firms to financial markets as a substitute for labor market flexibility: firms can borrow to afford the costs associated with labor hoarding during downturns (Belke, Fehn, and Foster 2002; Rendón 2000). In other words, well-developed financial markets make labor market rigidity sustainable for firms. An implication of this view is that well-developed financial
markets, coupled with strict EPL, could substantially reduce the cyclical volatility of employment over and beyond the effect of EPL alone.

The polar view is that labor market deregulation goes hand in hand with financial market liberalization (Bertola and Rogerson 1997; Koskela and Stenbacka 2002; Wasmer and Weil 2004). Greater access to financial markets by both firms and workers makes it possible to partly self-insure against labor market risk, thus reducing the demand for employment protection. From a structural standpoint, according to this literature, there should be a political-economic equilibrium in which well-functioning financial markets are associated with less-strict EPL. Countries featuring these flexible equilibria should display more employment volatility over the cycle than countries characterized by rigid labor market institutions and highly imperfect financial markets. Thus, the empirical prediction goes the other way around: deeper financial markets should be associated with more, not less, employment responsiveness to output changes.

Other papers have looked at interactions between financial variables and collective bargaining institutions, particularly the role played by firms’ leverage decisions in coping with collective bargaining (Gatti, Rault, and Vaubourg 2010; Monacelli, Trigari, and Quadrini 2010). A general implication of these models is that leverage is a way to contain labor costs or at least to contain the effects that wage increases have on hiring policies. These models also imply that labor-finance interactions could amplify the impact of productivity shocks over the business cycle.

These predictions are not necessarily informative for our purposes because they typically consider the comparative statics of steady-state equilibria and do not analyze the effects of financial crises, which reduce firms’ access to credit, taking into account the leverage these firms have at the outset. Financial crises can be framed in this class of models as sudden increases in financial frictions, reducing significantly the scale of financial markets. If these frictions do not increase proportionally with their initial level—in particular, if they increase less than proportionally—one should expect to observe larger effects of these crises on employment adjustment in highly leveraged economies and firms.

One strand of literature that offers some insights into the questions of this chapter is the research on financial distress in the context of Chapter 11 bankruptcy procedures. Aghion, Hart, and Moore (1994)
and Wruck (1990) argue that financial distress can lead to excessive management control and excessive restructuring even when liquidation could be optimal. Empirical evidence provided by Gilson, John, and Lang (1990) is coherent with such a view.

**Empirical Study of “Job Destruction” and “Labor Mobility” Effects**

Boeri, Garibaldi, and Moen (2010) tackle the issue more directly and identify two main channels through which financial markets are likely to affect the labor market in the aftermath of an adverse financial shock: the *job destruction* effect and the *labor mobility* effect of the credit crunch. Theoretically, these authors offer a simple matching model, with financial and labor market frictions described by a standard matching function similar to what Wasmer and Weil (2004) originally proposed. Empirically, they use a variety of datasets on both the United States and Europe to ask whether it is possible to identify the two effects outlined by the model.

The research finds some evidence for both types of effects:

- **The job destruction effect.** Leveraged firms may find themselves in a position in which their liquidity is suddenly called back by the lender. This has direct consequences on a firm’s ability to run and manage existing jobs. As a result, firms may be obliged to shut down part of their operations and destroy existing jobs. In this sense, the job destruction effect of the credit crunch is essentially a *labor demand-driven* channel of adjustment.

- **The labor mobility effect.** Workers need financial markets to finance their mortgages and real estate investments. Workers who are changing jobs typically need to liquidate and reinvest in real estate in a different part of the country. In such a trade, the quick availability of liquidity is a key requirement. Conversely, when the mortgage market experiences an adverse shock, workers can find it difficult to finance their mobility-related investment, notably the real estate investment. Under these conditions, workers get stuck in the current location and cannot move across jobs in space. This reduction in workers’ mobility may increase unemployment and reduce job creation after a recession involving major changes in the spatial allocation of employment opportunities. In this sense, the labor mobility effect of finance is a *labor supply–driven* channel of adjustment.
Boeri, Garibaldi, and Moen (2010) set forth an empirical strategy to test whether the two effects of finance are present in the data. They use a variety of datasets on both the United States and Europe to ask whether it is possible to identify the two effects described above. The empirical strategy is as follows: They draw on two-digit sector-level data on employment and financial market conditions over a large number of OECD countries. Using the United States as a benchmark, they analyze whether sectors with significantly lower leverage ratios relative to the same sector in the United States experienced lower employment-to-output elasticities. This comparison tests the labor-demand channel of adjustment. Drawing on EU-15 data from the EU Labor Force Survey, they also estimate whether labor mobility across space is affected by the presence of a mortgage after a housing price bust.

Regarding the job destruction effect, the main results are as follows: Conditional on a financial shock, the more-leveraged sectors and countries experience greater volatility. (The leverage of each sector is measured in terms of both debt-to-assets and debt-to-sales ratios.) From the labor market perspective, after a financial crisis, the so-called nightmare situation arises when firms are highly leveraged and there is a large stock of temporary workers who can be fired “at will,” incurring no severance or procedural cost, at contract expiration. Note that in this exercise, the identification comes mainly from time-series variation and results are robust to heteroskedasticity.

Regarding the labor mobility effect, Boeri, Garibaldi, and Moen (2010) estimate probit models using micro data from the European Community Household Panel, a longitudinal survey carried out in the EU-15 in 1994–2001. They study the individual probability of moving in general as well as moving specifically for job-related reasons. The survey allows the use of retrospective information on mobility, and it also includes data on personal characteristics and assets. The authors find that, conditional on a financial shock, the presence of a mortgage reduces labor mobility, notably mobility for labor-market-related reasons.

**Should We Save Institutions or Jobs?**

More than two years down the road of the Great Recession, financial market reforms still absorb most of the attention. True, the troubles
came from financial markets and still need to be fixed. It is also undeniable that too little has been done so far to address the fundamental issues at the core of the crisis: regulatory leaks, institutions that were too big to fail, lax monetary policy, and lack of transparency in accounting rules. But a more important problem is not even being discussed: Were governments right to put so much emphasis on the rescue of financial institutions rather than on the real economy? Should they have been saving jobs instead of the banks and their CEOs who had played a non-marginal role in the crisis?

In most OECD economies, the policy put in place focused mainly on saving financial institutions rather than on saving jobs. During the crisis, the European Commission authorized state aid to banks amounting to some 25 percent of EU GDP, almost 90 percent of which consisted of state guarantees, the rest going toward bank recapitalization, purchase of toxic assets, and ad hoc measures for troubled institutions. The rescue packages for banks in the remaining G-20 countries were also sizable.

Why was so much money spent to rescue the very banks that had contributed to the global crisis? The usual answer is that saving financial institutions also implies saving jobs. Financial institutions are deemed essential in providing long-term finance to firms, and access to bank lending is fundamental to preserve jobs. But so far the policy of rescuing financial institutions has not prevented a huge rise of unemployment and a dramatic fall in bank lending.

There are currently almost 30 million more people unemployed in the G-20 than before the crisis. As shown above, the increase in unemployment has been stronger than what could have been expected from historical experience based on the size of the output fall. Employment losses were also stronger in leveraged sectors and in countries with more heavily indebted firms as employers anticipated a credit squeeze.

Bank lending to the nonfinancial private sector fell by some 10 percent in the United States and by 2–5 percent in the Euro Area and Japan, according to the *Economic Outlook* (OECD 2010). Financial institutions usually argue that this fall is demand-driven: during recessions, fewer firms plan to invest, thus fewer apply for bank loans. Financial institutions cannot support jobs, they usually claim, if firms are not willing to invest in new projects. But are we sure that preventing layoffs is not a worthwhile project on its own?
The recent research by Boeri, Garibaldi, and Moen (2010), as previously discussed, suggests that direct intervention in the sectors more exposed to finance may prevent job destruction. Taken at face value, these findings imply that saving jobs can be an effective way to reduce the adverse impact of financial crises on the labor market.

But, of course, things are not that simple, and great caution is needed for the following reasons:

- Foremost, financial crises tend to have systemic risks. And the first priority of policy makers should indeed be to reduce systemic risks, which can be done only through direct intervention in the financial markets. These interventions must be more selective than in the past, though. Not all bank failures involve systemic risks, and there are ways to support financial institutions involving shareholders and creditors, such as senior bond holders, rather than only taxpayers.

- Saving jobs requires policy makers to choose deliberately the sectors in which intervention is required. This is akin to industrial policy, and we know very well how difficult it is to run a coherent industrial policy without the risks involved by lobbying, corporate politics, and similar practices.

- Saving jobs involves a moral hazard problem not so different from those faced while rescuing financial institutions. Once a job-saving policy is in place, what can prevent that particular sector as well as others from becoming too exposed to financial markets just as a way to anticipate a future rescue package? One possible answer is that such a supervisory role rests on the banking system. Through proper and cautious monitoring of banks’ exposure to the protected sectors, banks are potentially in the right position to avoid excessive risk taking on the part of the real sector. In this respect, interactions between labor markets, financial markets, and economic policy would be reinforced.

**Conclusions**

A stronger governmental hand in preventing private losses from being shifted to taxpayers is essential to free resources for measures that save
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jobs and ease the reallocation involved in any recession. These measures are much less costly than the measures adopted to support banks throughout the Great Recession. For example, the German Kurzarbeit scheme, estimated to have saved up to half a million jobs in 2009, cost “only” €5 billion.

A stronger competition policy is also essential for job creation. Empirical evidence on panels of firms and establishments indicates that the bulk of net job creation comes from startups rather than the expansion of existing business units. Stronger competition policy will also be fundamental in combination with industrial policies, such as those advocated in this chapter.

The first OECD Jobs Study (OECD 1994) argued in favor of horizontal policies and reforms of labor market institutions to move Europe toward the United States institutional landscape. The second Jobs Study, to be written after the Great Recession, should instead be much more focused on the U.S. unemployment problems and advocate different types of labor market reforms, notably those reducing the dualism of highly flexible and rigidly contractual labor markets.

The new study could also advocate some role for vertical industrial policy measures targeting those sectors that are subject to the strongest competitive pressures. Stronger competition policies should then make sure that state aid for job creation does not create advantages for incumbents, thus preventing entry of the large-scale startups required to exit the job crisis.

Notes

1. Kurzarbeit (German for “short-work”) programs in several European countries have avoided layoffs by cutting working hours, with the governments compensating workers for some of their lost income.
2. The G-7 nations comprise Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States.
3. The EU-15 refers to the number of EU-member countries before the accession of 10 candidate countries on May 1, 2004. The EU-15 comprises Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal, Spain, Sweden, and the United Kingdom.
4. See note 1.
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This chapter considers three channels through which globalization of information technology (IT) products may affect economic growth:

- **Terms of trade.** The fall in quality-adjusted prices of IT products favors IT consumers, so net importers (whose consumption exceeds production) experience faster economic growth. But given the fragmentation of IT production into a global supply chain, it is not so simple to measure terms of trade.

- **Economies of scale.** IT production exhibits important economies of scale. For example, a country could specialize in a segment of the supply chain by importing a narrow set of imports (to exploit the terms-of-trade gain) and then exporting a narrow set of IT products (to exploit economies of scale in production). So concentrated trade patterns—and being a net exporter by producing more than consuming—could yield faster growth.

- **Variety.** Availability of a wide variety of IT products is also a potential source of economic gain. Greater variety means that more domestic
users find good matches between products and needs, which increases productivity and growth. The variety of exports might further support growth to the extent that variety increases prices and profits.

Several empirical questions are relevant for policy makers: What are the relative magnitudes of these channels? What data relate economic growth to production, consumption, and international trade in IT products? To catalyze economic growth and enhance performance, should policy makers promote IT exports to exploit economies of scale in production? Or should they promote imports and domestic consumption of a variety of IT products to gain from falling IT prices, get more variety, and through these channels support faster total factor productivity (TFP)?

The chapter explores some of the issues, research, and metrics that can better inform policy makers’ approach to these questions, as follows:

- **Measuring Economic Growth: Getting to the Social Surplus Concept** addresses measurement issues and describes a metric and apparatus—“social surplus”—with which to evaluate, in general terms, the relationships between production and consumption of a transformative innovation, and economywide productivity and growth.

- **Data and the Literature on IT and Economic Growth** presents an overview of patterns of IT production, consumption, and trade and reviews the literature on the relationship between IT and growth.

- **International IT Trade and the Social Surplus Measure of Economic Growth** takes the social surplus apparatus to the data on IT production, consumption, and trade to consider the relative importance of economies of scale, variety, and terms of trade for economic well-being and as foundations for growth.

- **Variety and the Dispersion of Country Experience** discusses the correlation of social surplus to the diversity of countries’ use of IT and thereby to economic growth relative to peer IT-exporting or IT-importing economies. The analysis suggests that gains to variety in consumption can outweigh gains from economies of scale in production.

- **Policy Implications** sums up the findings’ implications for an IT-based economic growth strategy.
Measuring Economic Growth: Getting to the Social Surplus Concept

Productivity and productivity growth are standard ways to measure the foundation of economic growth. A more productive economy is one where resources are allocated efficiently so as to generate the highest amount of output without inflationary strain, resource waste, or environmental degradation. In the long run, a more productive economy can generate more possibilities for consumption and business investment.

Productivity Measures: Labor versus TFP

Labor productivity is output per unit of labor input and is often a key measure of the foundations for economic growth. Increased labor productivity can be achieved without innovation but through increases in the capital stock. Diminishing marginal returns to capital inputs, however, suggest that labor productivity is an incomplete measure of the foundations for economic well-being and growth.

Total factor productivity (also called multifactor productivity) measures the extent to which an economy can generate more output using the same resources. By definition, increased TFP implies innovation and transformation in how resources are combined—observable as new products, changes in business processes, or new workplace practices. Increased TFP also implies increased growth in the sense that the economy can produce more output to allocate toward final demand.

GDP versus GNI and the Role for Terms of Trade and TFP

Gross domestic product (GDP) and GDP per capita are standard measures of economic performance and growth. They incorporate increases in resources and production of new products as well as innovations in business process and workplace practices. But, being aggregates, these measures do not distinguish between components of economic growth—as, for example, between consumption, investment, and net exports.

In a globalized economy with international trade and in an environment of rapid innovation in new products, processes, and practices, the aggregate GDP measure may mask important sources of economic growth that influence the economic well-being of the population. That is, if there is a structural trend in a country’s terms of trade, gross
national income (GNI) may be a better measure of economic growth. For example, if a country has substantial imports of a product whose international price is falling—which implies that its terms of trade are improving—then real GDP underestimates the country’s real domestic income, its purchasing power, and the economic growth that domestic residents can enjoy. Similarly, if an economy has a structural balance of payments surplus, GDP overstates the extent to which domestic residents enjoy the fruits of economic growth.

Trends in the terms of trade are relevant from the standpoint not only of purchasing power but also of measuring productivity growth. Specifically, there is a mathematical isomorphism between changes in the terms of trade and changes in TFP: an improvement in the terms of trade is equivalent to an innovation that increases TFP and economic growth.

**Social Surplus, Transformative Technology, and Economic Growth**

TFP is difficult to measure. Social surplus is another way to account for the accumulated gain and economic growth that a country gets as more and more buyers take advantage of a transformative technology (Bayoumi and Haacker 2002, 11–12; Feenstra et al. 2007; Kohli 2004, 2006). From the final consumer’s standpoint, innovations that reduce prices yield direct gains, measured as consumer surplus. But purchasing innovative products with falling prices yields indirect gains as well, through cheaper intermediates and changes in production processes. Collectively, the spending power and investment decisions induced by the innovation fall on other parts of the economy, accentuating the value of the transformative technology for overall TFP and growth.

The calculation of how much the overall economy gains from the falling prices associated with an innovation is called “social surplus.” Figure 7.1 shows an example of the social surplus apparatus for a transformative technology.

As figure 7.1 illustrates, Social surplus (A + B + C) is larger under the following conditions:

- Higher income elasticity of demand for transformative technology (TT)
- Higher price elasticity of demand for TT
Information Technology, Globalization, and Growth

The next section reviews the empirical evidence underpinning the facts of IT globalization and the assertions that diffusion of IT products enhances TFP and economic growth. Later, “International IT Trade and the Social Surplus Measure of Economic Growth” calculates social surplus for a set of countries and considers (a) the relationship between social surplus and the extent to which the economy may gain through direct demand for IT, and (b) how the economy may gain through indirect demand for IT.

### Data and the Literature on IT and Economic Growth

There is a vast literature on the relationship between IT and measures of economic growth. This paper highlights a small subset of the literature that focuses, first, on the relationship between economies of scale in
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**Figure 7.1 Transformative Technology and Social Surplus**

Social surplus = A + B + C

![Diagram of Social Surplus](source: Author. Note: TT = transformative technology. P = price. E = expenditure.)

- Bigger fall in TT price
- Larger initial TT expenditure
- More TT used as intermediates and TT externalities.

---
IT production and economic growth and, second, on diffusion of variety of IT and economic growth. To give a frame of reference for the literature, we start with some observations based on data on the globalization of IT production and trade. The data have bearing on the issues of economies of scale and variety of IT products in international trade.

**Changing Patterns of International Trade and Domestic Expenditure**

That the IT industries are greatly globalized in production, investment, and cross-border trade goes without saying. The Organisation for Economic Co-operation and Development’s (OECD) *Information Technology Outlook* addresses and quantifies numerous measures of the globalization of the IT industry, for both goods and services. Additional assessments, predominantly for emerging markets and developing economies, can be found in the *Information Economy Report* and the *World Investment Report*, both published by the United Nations Conference on Trade and Development (UNCTAD).5

Although the global production of IT goods is highly fragmented, with production sites all over the world, some indicators suggest that production has become more concentrated over time as key producers squeeze the maximum economies of scale in production from factories in the lowest-cost locations.6 In addition, an increase in exporters’ revealed comparative advantage for information and communication technology (ICT) goods during the 1990s (OECD 2008, 94–95) also points to some concentration of global production of specific parts and components, even as the production process of a wider variety of “final” ICT goods remains highly fragmented.

**IT Exporters.** Data on the IT goods trade, as table 7.1 shows, exhibit both rapid changes in ranking among the top exporters and importers and changes in trade concentration. The bottom line is that the sum of China and Hong Kong SAR, China, exploded from 2 percent of global exports (ranked 14th) in 1990 to 15 percent of global exports (ranked 1st) in 2004. On the import side, China and Hong Kong SAR, China, moved from 9th-ranked, with 4 percent of global imports, to top-ranked with 20 percent of global imports.
Table 7.1 Global IT Trade Patterns, by Economy, 1990–2004

<table>
<thead>
<tr>
<th>Rank</th>
<th>Economy</th>
<th>Share of world trade (percent)</th>
<th>Cumulative share (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>a. 1990</td>
</tr>
<tr>
<td></td>
<td>Exports</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Japan</td>
<td>20.4</td>
<td>20.4</td>
</tr>
<tr>
<td>2</td>
<td>United States</td>
<td>19.3</td>
<td>39.7</td>
</tr>
<tr>
<td>3</td>
<td>United Kingdom</td>
<td>7.7</td>
<td>47.4</td>
</tr>
<tr>
<td>4</td>
<td>Germany, Federal Rep.</td>
<td>7.4</td>
<td>54.8</td>
</tr>
<tr>
<td>5</td>
<td>Singapore</td>
<td>6.7</td>
<td>61.5</td>
</tr>
<tr>
<td>14</td>
<td>China and Hong Kong SAR, China</td>
<td>1.7</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>Imports</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>United States</td>
<td>20.6</td>
<td>20.6</td>
</tr>
<tr>
<td>2</td>
<td>Germany, Federal Rep.</td>
<td>9.7</td>
<td>30.3</td>
</tr>
<tr>
<td>3</td>
<td>United Kingdom</td>
<td>9.0</td>
<td>39.3</td>
</tr>
<tr>
<td>4</td>
<td>France</td>
<td>6.5</td>
<td>45.8</td>
</tr>
<tr>
<td>5</td>
<td>Italy</td>
<td>4.5</td>
<td>50.3</td>
</tr>
<tr>
<td>9</td>
<td>China and Hong Kong SAR, China</td>
<td>3.9</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b. 2000</td>
</tr>
<tr>
<td></td>
<td>Exports</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>United States</td>
<td>17.0</td>
<td>17.0</td>
</tr>
<tr>
<td>2</td>
<td>Japan</td>
<td>14.1</td>
<td>31.1</td>
</tr>
<tr>
<td>3</td>
<td>Singapore</td>
<td>9.8</td>
<td>40.9</td>
</tr>
<tr>
<td>4</td>
<td>Korea, Rep.</td>
<td>6.6</td>
<td>47.5</td>
</tr>
<tr>
<td>5</td>
<td>Taiwan, China</td>
<td>6.4</td>
<td>53.9</td>
</tr>
<tr>
<td>9</td>
<td>China and Hong Kong SAR, China</td>
<td>4.2</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>Imports</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>United States</td>
<td>20.3</td>
<td>20.3</td>
</tr>
<tr>
<td>2</td>
<td>China and Hong Kong SAR, China</td>
<td>10.0</td>
<td>30.3</td>
</tr>
<tr>
<td>3</td>
<td>Japan</td>
<td>6.7</td>
<td>37.0</td>
</tr>
<tr>
<td>4</td>
<td>Singapore</td>
<td>6.7</td>
<td>43.7</td>
</tr>
<tr>
<td>5</td>
<td>Germany</td>
<td>5.9</td>
<td>49.6</td>
</tr>
</tbody>
</table>

(continued next page)
There were other changes in the trade landscape, even if not so dramatic. Between 1990 and 2004, the cumulative share of the top three exporters fell from 47 percent to 35 percent, suggesting less trade concentration.

The top three IT-exporting economies also changed over the 1990–2004 period: Japan dropped from being the top exporter (with 20 percent of world exports) in 1990 to fourth (with 8 percent) in 2004. China and Hong Kong SAR, China, rose from 14th (with 1.7 percent of world exports) in 1990 to first (with 15 percent) in 2004. The United States remained the second-largest exporter (with 19 percent of world exports) in 1990 but with only 11 percent in 2004. The United Kingdom was the third-largest exporter in 1990 but dropped to 10th in 2004. Singapore rose from fifth-largest in 1990 to third-largest in 2004.

**IT Importers.** On the import side, concentration has changed little, but the rankings have changed. The top-three importers accounted for about 40 percent of world imports from 1990 through 2004. The United

---

**Table 7.1** (continued)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Economy</th>
<th>Share of world trade (percent)</th>
<th>Cumulative share (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>c. 2004</td>
<td></td>
</tr>
<tr>
<td><strong>Exports</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>China and Hong Kong</td>
<td>15.2</td>
<td>15.2</td>
</tr>
<tr>
<td></td>
<td>SAR, China</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>United States</td>
<td>11.0</td>
<td>26.2</td>
</tr>
<tr>
<td>3</td>
<td>Singapore</td>
<td>8.7</td>
<td>34.9</td>
</tr>
<tr>
<td>4</td>
<td>Japan</td>
<td>7.9</td>
<td>42.8</td>
</tr>
<tr>
<td>5</td>
<td>Germany</td>
<td>6.9</td>
<td>49.7</td>
</tr>
<tr>
<td>6</td>
<td>Taiwan, China</td>
<td>6.4</td>
<td>n.a.</td>
</tr>
<tr>
<td><strong>Imports</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>China and Hong Kong</td>
<td>20.1</td>
<td>20.1</td>
</tr>
<tr>
<td></td>
<td>SAR, China</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>United States</td>
<td>14.8</td>
<td>34.9</td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>6.5</td>
<td>41.4</td>
</tr>
<tr>
<td>4</td>
<td>Singapore</td>
<td>6.2</td>
<td>47.6</td>
</tr>
<tr>
<td>5</td>
<td>Japan</td>
<td>5.8</td>
<td>53.4</td>
</tr>
</tbody>
</table>

Sources: Mann 2006, table 2.2a; original data from the United Nations Commodity Trade Statistics Database (Comtrade).

Note: n.a. = not applicable.
States was the top-ranked importer in 1990, accounting for about 20 percent of world imports—about the same as what China and Hong Kong SAR, China, accounted for with its top ranking in 2004. China and Hong Kong SAR, China, doubled its share of global imports from only 4 percent of imports in 1990 to 10 percent by 2000, and then doubled its share again to reach 20 percent in 2004. The United States slipped to second by 2004 with 15 percent of world imports. Among the other top-ranking importers, Germany, Japan, and Singapore rounded out the top-five list in both 2000 and 2004, albeit in changing order.

IT Expenditures. An interesting question is whether countries that rank highly in global trade also rank highly in domestic expenditure on IT. A quick look at the data in table 7.2 indicates that deep involvement in global production and international trade in IT does not necessarily correlate with a country’s domestic spending on IT.

For example, the United States accounted for 45 percent of global expenditure on IT in 2000, shrinking to 36 percent by 2008. Both shares, though, were substantially larger than the U.S. share of global IT trade. Germany’s and Japan’s shares of global IT trade, however, were somewhat closer to their shares of domestic IT expenditure. China and Hong Kong SAR, China, quadrupled its share of global expenditure between 2000 and 2008, ranking sixth in global expenditure by 2008, but its share of expenditure remained quite small relative to that economy’s importance in global trade.

If an economy’s share of world trade and its share of global expenditure were the same, it would suggest a balanced expansion path for that economy overall. When economies have higher shares of global trade than of global expenditure, that suggests that IT is relatively more important as a production platform for growth through international trade than through domestic use. On the other hand, if the share of expenditure is greater than the share of trade, that suggests that domestic business use of IT in the economy is the basis for growth.

Gains from Producing IT versus Using IT
We turn now to a review of selected empirical studies on the relationship between IT and economic growth. The research agenda started
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with a focus on how the ICT-producing sector generates economic growth though high estimated TFP and economies of scale in production. Van Ark (2005), using 1979–2002 data, shows that TFP in the ICT-producing sector is higher than it is in other sectors: 8 percent in the ICT-producing sector versus 3 percent in the ICT-using sectors. Chun and Nadiri (2008) find that in the United States (using 1978–99

<table>
<thead>
<tr>
<th>Rank</th>
<th>Economy</th>
<th>Share of world (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. 2000</td>
<td>United States</td>
<td>45.1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>Japan</td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>6.4</td>
</tr>
<tr>
<td>4</td>
<td>United Kingdom</td>
<td>6.1</td>
</tr>
<tr>
<td>5</td>
<td>France</td>
<td>4.8</td>
</tr>
<tr>
<td>8</td>
<td>China and Hong Kong SAR, China</td>
<td>1.5</td>
</tr>
</tbody>
</table>

b. 2004

<table>
<thead>
<tr>
<th>Rank</th>
<th>Economy</th>
<th>Share of world (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>39.0</td>
</tr>
<tr>
<td>2</td>
<td>Japan</td>
<td>10.7</td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>7.3</td>
</tr>
<tr>
<td>4</td>
<td>United Kingdom</td>
<td>7.0</td>
</tr>
<tr>
<td>5</td>
<td>France</td>
<td>6.0</td>
</tr>
<tr>
<td>6</td>
<td>China and Hong Kong SAR, China</td>
<td>3.3</td>
</tr>
</tbody>
</table>

c. 2008

<table>
<thead>
<tr>
<th>Rank</th>
<th>Economy</th>
<th>Share of world (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>36.2</td>
</tr>
<tr>
<td>2</td>
<td>Japan</td>
<td>9.1</td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>7.2</td>
</tr>
<tr>
<td>4</td>
<td>United Kingdom</td>
<td>6.4</td>
</tr>
<tr>
<td>5</td>
<td>France</td>
<td>5.8</td>
</tr>
<tr>
<td>6</td>
<td>China and Hong Kong SAR, China</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Sources: Author’s calculations; data from World Information Technology and Services Alliance (WITSA).
data), economies of scale in ICT production account for 30 percent of TFP in the ICT-producing sector.

From a policy-making perspective, however, looking to the ICT-producing sector for growth creates some problems. First, if the source of growth is production of ICT, then the sector must keep growing as a share of the economy to continue the overall expansion of economic activity. Second, if economies of scale in production are that important for TFP, any small country must produce primarily a narrow set of products for export because domestic demand is unlikely to absorb all that is produced. Globalization of ICT production—and the rising share of the production complex of China and Hong Kong SAR, China, as noted in the previous statistics—means tough competition in export markets. Finally, if growth from ICT comes only from producing ICT, then any country without an ICT sector would appear to be doomed to slow growth.

These conundrums encouraged researchers to look more deeply into how ICT was being used in an economy. Van Ark’s (2005) closer examination of the ICT-producing versus ICT-using sectors reveals that TFP in ICT-using industries increased 250 percent versus only 30 percent in ICT-producing industries (comparing data from 1979–95 and 1995–2002, respectively). Mun and Nadiri’s (2002) research using U.S. data shows that networked IT deployed in an ICT-using sector (particularly in services) that linked forward to customers and backward to suppliers contributed importantly to cost reductions and TFP gains for the ICT-using sectors.

The research on ICT-using sectors found quite a bit of variation across countries in the TFP growth associated with ICT use. Explaining this variation can inform policy making. One line of research looked at domestic institutions, human capital, and competition. Several research papers suggest that flexible labor markets enhance the impact of ICT on productivity growth, with more product-market competition having a similar and complementary result (Gust and Marquez 2000; OECD 2003b; and van Ark, Inklaar, and McGuckin 2003 focus on continental Europe). If businesses cannot (or have no incentive to) change product mix or change what workers do, then buying IT is just an additional cost of doing business rather than an enhancement to the business (see case examples in Mann, Eckert, and Knight 2000).
Further, if ICT investment takes place in a business environment lacking in strong international competition, productivity growth also lags (Shih, Kraemer, and Dedrick 2007).

Another line of research, particularly relevant for developing countries, finds that there needs to be a balance between human capital and investment in ICT before domestic use of ICT yields higher productivity and growth (Dewan and Kraemer 2000; Pohjola 2001; Sciadas 2005; Seo and Lee 2006).

A different direction for research focuses on how variety in products relates to TFP. Research on all types of products (not just ICT) finds that increased export variety is associated with 40 percent of the difference in measured TFP across countries. Feenstra and Kee (2008) attribute the bulk of this finding to variety in trade in electronics products. On the import side, a higher variety of all types of imports accounts for about 25 percent of TFP growth in developing countries (Broda, Greenfield, and Weinstein 2006). The way this works is that, with an insufficient variety of ICT products, the business community may find only poor matches to its needs and would use less ICT, resulting in lower productivity and growth.

In sum, even though TFP is higher in the ICT-producing sector and economies of scale in production are quite important, the results of research on the relationship between ICT and economic growth increasingly point away from production of ICT and more toward how ICT is used by businesses in an economy and what features of the economy are most conducive to that use. With globalized production of ICT, where quality-adjusted prices are falling, international trade offers a more compelling avenue to buy ICT. Thus, international trade in ICT may play a particularly important role in TFP growth in the ICT-using sectors.

### International IT Trade and the Social Surplus

**Measure of Economic Growth**

Despite the obvious relationships, little of the literature on IT and growth addresses the nexus of international IT trade and economic growth. However, just as the domestic focus shifted from the IT-producing
sector to the IT-using sectors, this section shifts the focus from the domestic sources of growth to the global sources of growth from international IT trade.

With increased globalization of production and international trade, the decline in quality-adjusted prices of IT products has different implications for producers of exported IT versus consumers of imported IT. But this fragmentation of production around the world enables some countries to establish significant economies of scale in production of certain IT products. How do the terms of trade balance against the economies of scale, and what role is there for variety in supporting economic growth?

**International IT Trade and Social Surplus: The Hypothesis**

Information technology is a transformative technology. Its quality-adjusted global price is falling, which should promote imports and greater use of the technology—resulting in gains to social surplus, productivity, and economic growth. Yet special economic zones in some countries focus on production for export rather than domestic use.

Whereas production and export of IT products obviously should not directly harm an economy, declining prices for IT products means that the terms of trade (export prices compared to prices of imported products) are moving against these producers. Thus, the gains to the domestic economy that do come from producing IT for export (through economies of scale, for example) are partly offset by the opportunity cost of not using those resources to produce IT (or other) products with increasing value in domestic markets or in international trade. How important is production versus consumption for getting the gains from IT, considering the trade dimension?

The apparatus of social surplus is a crucial ingredient to investigating the relationship between economic growth and being an IT producer versus an IT buyer (or falling somewhere in between, as do most economies). The first step estimates social surplus for a set of countries. The second step uses the net of production and expenditure as a measure of international IT trade. The final step considers why countries differ from each other beyond being net producers (exporters) or net consumers (importers) of IT.
Figure 7.2 sets out the hypotheses, based on the previous literature, concerning the roles of the following factors:

- **Terms of trade.** The quality-adjusted falling prices of IT favor IT consumers and importers. Based on terms of trade alone, social surplus should be negatively correlated with the difference between production and expenditure (or imports), as shown by the negative sloped dash line.

- **Economies of scale.** However, economies of scale favor high-volume IT producers, who are probably also exporters. TFP is positively associated with the scale of production of IT products. So social surplus may be higher for high-volume producers and exporters, which tilts the solid black line up, creating a U-shaped relationship between social surplus and the production – expenditure (trade) balance.

- **Variety.** Research suggests that greater variety of IT products, including imports, used by business supports TFP and social surplus.

Source: Author.

Note: TFP = total factor productivity. Social surplus is the calculation of overall economic gain from the falling prices associated with an innovation.
A greater variety of exports likely achieves relatively higher prices (fewer of the products are low-margin commodities), which offsets the otherwise deleterious terms-of-trade effect for exporters. Therefore, all else equal, increased variety would tend to shift the U-shaped curve further upward.

Given this set of hypotheses, what do the data reveal?

**Patterns of IT Trade and Social Surplus: The Evidence**

The first step is to calculate social surplus. Following the previous discussion in the *Measuring Economic Growth* section, the main ingredients to this calculation are data for each economy’s (a) real GDP, (b) real IT prices, (c) real production of IT, and (d) real domestic expenditure on IT. The estimated price and income elasticities of demand for IT also are needed.9

Social surplus is calculated as the average for 2000–07 for 36 economies, as shown in figure 7.3. The figure shows the relationship between

---

**Figure 7.3 Growth and International Trade in IT: The Calculations**

![Graph](image-url)

- Calculations for individual economies
- Trend (regression) relationship for IT importers
- Trend (regression) relationship for IT exporters
- Correlation between social surplus and IT international trade

Source: Mann 2009.
this metric of economic growth (social surplus as a share of GDP) and trade in IT products (measured as production less expenditure, as a share of GDP for the years 2003–06, averaged). The linear segments show the linear trend (regression) relationship for importers taken alone and for exporters taken alone.

Overall, the collection of estimated data points for individual economies matches the basic hypothesis that importers of IT (production < expenditure) enjoy relatively higher social surplus (TFP and growth) than economies that are exporters of IT (production > expenditure). But the significant dispersion of the economies around the average regression relationship bears further examination.

Figure 7.4 shows the two sides of the previous diagram along with more economy-specific detail. These calculations reveal several important points that bolster the empirical research already cited and partly support the hypothesis that social surplus and imports of IT products are positively related through the terms of trade.

**IT Importers.** First, consider the importers (see figure 7.4, panel a) to be those economies where IT expenditure exceeds IT production. For these economies, falling IT prices increase social surplus because more consumers accumulate the benefits of falling IT prices, both directly and indirectly, as IT diffuses through the economy.

The trend line in figure 7.4, panel a, reveals the positive relationship between social surplus and imports of IT: the larger the (negative) gap between production and expenditure on IT hardware (for example, imports), the greater the increase in social surplus (for example, accumulated gain to buyers from declining IT hardware prices). The trend relationship is somewhat greater than unity (–1.5), indicating that a 1 percent increase in IT imports (production less expenditure) is associated with a 1.5 percent increase in social surplus. This greater-than-unitary association is consistent with other research already cited on the productivity-enhancing diffusion benefits and externalities associated with using IT.

These estimates of social surplus use data from the 2000s and can be compared to Bayoumi and Haacker’s (2002) estimates using data from the 1990s as discussed in Mann (2009). First, the relationship between social surplus and imports is stronger in the 2000s than in the 1990s
(for example, a steeper slope of –1.5 versus –0.9). This implies that the translation of IT imports into social surplus, productivity, and economic growth has been stronger in the recent decade than during the 1990s. This is a bit surprising because the quality-adjusted decline in IT prices actually slowed in the 2000s compared with the 1990s (from
about 11 percent per year to about 8.5 percent per year).\textsuperscript{10} That the relationship is strengthening suggests that more economies are getting greater social surplus gains from their IT expenditures and imports. In other words, economies on average are experiencing greater changes in products, processes, and practices by using IT over the past decade than during the dot-com decade.

Second, around the trend line is quite a dispersion of experience of individual economies. Some of the dispersion could be due to greater variety of imports or IT expenditures, which accentuates social surplus gains. Some dispersion could also be due to institutional and business environment factors that affect the relationship between IT diffusion and productivity growth, as discussed in the literature. The next section will address these points further.

\textbf{IT Exporters.} Now consider the exporters, where IT production exceeds IT expenditure (see figure 7.4, panel b). For these economies, two forces directly influence the underlying IT prices associated with the social surplus calculation. On the one hand, the terms of trade should worsen for exporters of IT hardware, reducing social surplus. On the other hand, cost efficiencies from economies of scale in production may offset the terms-of-trade effect and increase social surplus.

In fact, the estimated trend coefficient near zero (0.0157) suggests that there is virtually no relationship between being an exporter and social surplus, which was also the case using data from the 1990s.\textsuperscript{11} However, the observation that the trend line cuts the y-axis at around 0.76 percent indicates that an economy does gain social surplus from being a producer and exporter; it is just that there is not a strong relationship between the magnitude of production, exports, and social surplus. Therefore, the hypothesized negative relationship between social surplus and just the terms of trade is not, on average, supported by the data for exporters. As suspected, it appears that economies of scale do offset the pure terms-of-trade effect.

As was the case for importers, for exporters as well there is quite a bit of dispersion around the trend line, including some economies where a high production share of GDP appear to be associated with substantial economies-of-scale gains that outweigh terms-of-trade losses from exports (Malaysia). But for others (Indonesia), the terms-of-trade loss
appears to outweigh any economies-of-scale gain, in that social surplus for Indonesia is estimated to be negative.

Finally, considering both panels a and b of figure 7.4 together suggests that many importers and exporters have similar estimated social surplus (between 0 and 0.5). Clearly net production (production less expenditure) as a proxy for international trade cannot be the whole story. The next section considers the role for variety in IT trade.

**Variety and the Dispersion of Country Experience**

In both panels of figure 7.4, the trend regression line shows the average social surplus and trade relationship for a particular set of economies. Those above the regression line have a greater-than-average calculated social surplus from IT production less expenditure (whether an importer or exporter), whereas those below the trend line have a less-than-average calculated social surplus from their production and expenditures on IT.

Earlier research on the roles for institutions and for labor and product market flexibility found that countries with more-rigid markets (such as the continental European economies) tended to have lower TFP growth associated with ICT; these economies lie below the regression line in figure 7.4, panel a. Countries that tended to have faster TFP growth from ICT investments lie above the regression trend line (for example, Australia, Finland, and the United States). The social surplus calculation appears to map well to the diversity of country experiences in using ICT.

For exporters (see figure 7.4, panel b), countries such as China, Ireland, Israel, the Republic of Korea, and Singapore are high-TFP countries where calculated social surplus is more than the average among IT exporters. Other exporters (such as Brazil, Mexico, the Philippines, and Thailand), while still enjoying positive social surplus, are growing less quickly than the average within their peer group of exporters. For at least some of these countries, previous research points to difficulties with the infrastructural environment, which is less supportive of domestic use of IT.

Research indicated that, in addition to institutional factors, labor and product market competition, and infrastructure, variety could be an
important factor relating to social surplus. How much can variety in IT trade explain the dispersion of country experience around the trends?

**Variety: Measurement and Country Experience**

Variety can be measured in several ways. This work uses the Herfindahl (H) index. For each country, the value of 178 varieties of IT exports and imports from the United Nations Comtrade database are allocated to five larger groups based on the OECD (2003a) categorization: other ICT, computers, components, telecommunication, and audio-visual. For example, the components category includes 62 varieties of components. The Herfindahl index for components measures whether a country’s export (import) trade flows are about equally distributed among all 62 individual varieties (H close to 0) or whether one particular variety of export (import) accounts for nearly all of the trade (H close to 1).

What might the H index reveal about a country’s pattern of trade? Hs close to 1 for one or more of the five categories suggest that imports (exports) of a particular IT variety account for nearly the whole value of trade in that category. Systematically high Hs in the computer and component categories may point to the country being part of the global value chain rather than having much production designed to satisfy domestic demand. Export Hs close to 1 might be associated with deleterious terms of trade, whereas import Hs close to 1 would be associated with positive terms-of-trade effects, especially if trade is concentrated in a few intermediate inputs.

Systematically low Hs in the “other ICT” and audio-visual categories may be associated with a greater variety of products that have embedded ICT (such as medical devices, control instruments, and set-top boxes). Greater variety may support innovation in business processes and workplace practices in that business consumers are more likely to find products to meet their needs and to use in order to change business processes and workplace practices.

Figure 7.5 shows Herfindahl indexes for three countries with different patterns of trade and social surplus:

- **Indonesia** is an exporter with lower-than-average social surplus (lying below the trend line) for exporters and a high concentration of trade in computer exports. A concentrated export pattern with
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Note: EOS = economies of scale. TOT = terms of trade. ICT = information and communication technology. Overall, tall bars designate concentrated product space; short bars designate variety in product space. The tallest export bars designate EOS gains but negative TOT. The shortest import and export bars designate variety gains and TOT gains.
lower-than-average social surplus suggests that economies of scale in production do not outweigh the terms-of-trade effect.

- **China** is also an exporter but with higher-than-average social surplus (lying above the trend line) for exporters. Although China’s computer exports are somewhat concentrated, it has an even greater concentration of component imports. Therefore, China is more likely to achieve higher-than-average social surplus by importing and getting the benefits of the terms of trade on components than by producing at economies of scale for export.

- **The United States** is an importer with higher-than-average social surplus (lying above the trend line) for importers and a moderate concentration of both exports and imports in computers and components. Notably, however, it has a lot of variety (low H) of both imports and exports of “other ICT” products. On the import side, greater variety may meet more business needs and support TFP. On the export side, greater variety is consistent with some market power in trade associated with an ability to price above cost, therefore offsetting the otherwise deteriorating terms of trade.

A systematic assessment of how variety is related to the dispersion of countries around the mean, thus a comparison with their peers, involves an econometric estimation. Table 7.3 reports on a simple regression relating the deviation of countries’ experience from the average of their peer group and the Herfindahl measures of variety.

The difference between the individual country data points and the trend regression lines in the previous charts represents the country-specific deviation from the average relationship for all the countries measured. Positive (negative) residuals represent countries above (below) the social surplus average, whether importers or exporters. Are these residuals related to variety in exports and imports of the five categories of ICT trade?

This simple evidence regarding the role for variety is stronger for countries that have negative residuals—those with below-average social surplus, whether as exporters or importers. On the import side, a high import concentration (particularly of components and telecommunications) reduces the negative residuals, which is consistent with the countries benefiting from terms of trade. However, a high export
## Table 7.3 Country Deviation from Trend Line and Export and Import Concentration

<table>
<thead>
<tr>
<th>Country Type</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>T-stat</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>T-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept</td>
<td>1.97848375</td>
<td>0.47832930</td>
<td>4.136238</td>
<td>Intercept</td>
<td>0.302610986</td>
</tr>
<tr>
<td>Import</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Countries</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>below average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.97848375</td>
<td>0.47832930</td>
<td>4.136238</td>
<td>Intercept</td>
<td>0.302610986</td>
<td>0.8974011</td>
</tr>
<tr>
<td>Computers</td>
<td>–0.06804930</td>
<td>0.37851722</td>
<td>–0.179780</td>
<td>Computers</td>
<td>0.082895698</td>
<td>1.4377481</td>
</tr>
<tr>
<td>Components</td>
<td>–8.80134440</td>
<td>2.55014584</td>
<td>–3.451300</td>
<td>Components</td>
<td>–0.547320875</td>
<td>1.9650254</td>
</tr>
<tr>
<td>Telecoms</td>
<td>–1.36409183</td>
<td>0.71022729</td>
<td>–1.920640</td>
<td>Telecoms</td>
<td>–0.447041594</td>
<td>1.2689741</td>
</tr>
<tr>
<td>Audio-visual</td>
<td>–0.41073959</td>
<td>0.77676283</td>
<td>–0.528780</td>
<td>Audio-visual</td>
<td>0.748854012</td>
<td>3.1948530</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>above average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.302610986</td>
<td>0.8974011</td>
<td>0.337208</td>
<td>Intercept</td>
<td>0.302610986</td>
<td>0.8974011</td>
</tr>
<tr>
<td>Computers</td>
<td>0.082895698</td>
<td>1.4377481</td>
<td>0.057657</td>
<td>Computers</td>
<td>0.082895698</td>
<td>1.4377481</td>
</tr>
<tr>
<td>Components</td>
<td>–0.547320875</td>
<td>1.9650254</td>
<td>–0.278530</td>
<td>Components</td>
<td>–0.547320875</td>
<td>1.9650254</td>
</tr>
<tr>
<td>Telecoms</td>
<td>–0.447041594</td>
<td>1.2689741</td>
<td>–0.352290</td>
<td>Telecoms</td>
<td>–0.447041594</td>
<td>1.2689741</td>
</tr>
<tr>
<td>Audio-visual</td>
<td>0.748854012</td>
<td>3.1948530</td>
<td>0.234394</td>
<td>Audio-visual</td>
<td>0.748854012</td>
<td>3.1948530</td>
</tr>
</tbody>
</table>

Source: Author.
concentration (particularly components and audio-visual) increases the residuals, moving the country further away from the average social surplus. This finding suggests that the economies of scale do not outweigh terms of trade and variety. For countries with positive residuals (social surplus above average), the extent of variety in trade does not seem to be an important factor in explaining how a country differs from its peers. This may be because many of these countries already have a relatively high variety of both imports and exports.

**Policy Implications**

What are the implications of these findings for economic growth?

First, becoming part of the global supply chain of IT production to gain economies of scale may be a jumping-off point for higher growth. Countries that neither produce nor consume much IT are the least well-off in terms of social surplus and growth.

Second, a growth strategy that focuses on production mainly for export in the international supply chain gives up the potential gains to growth that come from importing, consuming, or producing domestically a wide variety of IT products. Therefore, for most countries, a high variety of traded IT products (both exports and imports) is associated with higher TFP and therefore higher growth. This variety of IT products, as used in the domestic economy, is associated with more-widespread diffusion of IT throughout the economy—and with higher TFP, higher GDP per capita, and growth.

Therefore, an IT-based growth strategy might start with being a part of the international supply chain to gain economy-of-scale benefits and later mature to import and produce the variety of products appropriate for domestic needs. Appropriate infrastructure and institutions—and a domestic business environment that is conducive to transformation of economic activities—enhances the likelihood that this variety of IT products yields higher growth.

**Notes**

1. See United Nations (2008) for general discussion of the terms-of-trade effect on GDP versus GNI. See also Feenstra et al. (2007) for a further discussion of real production versus real expenditure measures and their implications for welfare

2. The balance of payments surplus presumably is invested and thus there is an intertemporal trade-off between the generation today and future generations.


4. The term “information technology” can include any combination of hardware, software, services, and communications. In specific empirical analysis, the included set can influence the results. Where it does, the text will be more explicit; otherwise the generic term IT will be used.

5. Global fragmentation of production of IT services has begun relatively recently, and has started out more concentrated (India), but promises to become more globally disbursed. See, for example, the discussions in the Information Technology Outlook (OECD 2008, 87) and Information Technology Report (UNCTAD 2007).

6. See Mann (2006, 33)—on apparent concentration of production by U.S. multinationals in low-cost locations—and Reed Electronics Research data.

7. Herein, much of the extant research includes telecommunications (C) as well as information technology (IT) products, thus ICT.

8. Assuming that the targeting of certain sectors does not lead to corruption or other inefficient activities.

9. Mann (2011) gives more details on the construction of the data and calculation of each country’s social surplus. Among important points in the construction of social surplus: Calculations consider only IT hardware, not communications and not software. Communications is not addressed primarily because many countries still have publicly owned communications networks, making market forces less important in production, spending, and pricing decisions. Data on international trade in software products and associated prices are not available. Moreover, calculations in Bayoumi and Haacker (2002) show, for the time period of their study, that the main contributor to social surplus is the price and expenditure dynamic for IT hardware.

10. The calculations for net price decline for each economy incorporate domestic price changes and exchange rate changes, but the dominant feature driving the data is the IT price decline in the U.S. data.

11. Removing Malaysia from the sample changes the trend coefficient to 0.093, so it does not alter the overall observation.

12. The Herfindahl index is often used in industrial-organization investigations to assess the extent of market competition among several firms—for example, “four-firm concentration ratio.” Here one can use it to assess the extent to which a country imports or exports a wide variety of detailed products or is specialized in importing or exporting just a few products. For more details on the construction of the Herfindahl indexes, see Mann (2011).
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The Great Recession has left permanent scars on the global economy. The Organisation for Economic Co-operation and Development (OECD 2009) estimates that output in the advanced economies may have decreased by as much as 3 percent as a consequence of the recession. Although potential growth is more difficult to pin down, it has probably also been affected. The same estimates indicate that average potential growth in the OECD areas may have been cut by as much as 0.5 percent. These results are the consequence a number of factors (OECD 2009):

- In several countries, the recession has significantly increased structural unemployment (or, in some cases, the duration of unemployment). Structural unemployment can also affect potential output because a protracted separation from work implies a permanent loss of skills.
- The recession has destroyed capital stock following an increase in risk aversion, which will hold investment back. This factor, too, may result in loss of embodied knowledge and consequent negative impact on productivity.
- Total factor productivity (TFP) may have been affected as a result, for example, of the closure of several companies and the loss of their stock of knowledge, both tangible and intangible.
**Return to Growth Requires Innovation**

Once the global economy has completed its recovery from the Global Recession, it will not return to business as usual. Not only will potential output levels be lower but the economy’s composition is also bound to change because a number of companies will have been thrown out of business. Indeed, history shows that after deep recessions (especially those associated with severe banking crises), growth is bound to be weak or even to stagnate for a considerable time (Reinhart and Reinhart 2010).

Taking potential output back to precrisis levels—and even more important, boosting the rate of output growth—will require not just policy support of household consumption and business investment but also reallocation of resources toward new products and sectors.

To put it differently, to leave behind the consequences of the Great Recession, the global economy will have to pursue new sources of growth. Almost by definition, therefore, innovation must be a key component of the return to growth. Of course, this is not new. What is new, at least in part, is the way we look at innovation.

Jones and Romer (2009) recently restated the argument that growth is fundamentally driven by ideas and that ideas grow with the number of personal interactions. In a nutshell, as populations grow, ideas grow and, with them, output grows. This fascinating concept, which needs to be better explored and developed, could be restated as follows: innovation, the process through which ideas generate growth, is increasingly becoming the main driver of growth. However, innovation itself is changing—and in a way that could make the link between ideas and growth even stronger. So to understand how ideas generate growth, one must understand how the new process of innovation is developing.

**Chapter Overview and Structure**

*Innovation Is Changing* discusses new features of the innovation process such as open innovation, global innovation chains, and the role of technology platforms such as the Internet and how all these features interact in a general purpose technology (GPT) framework.

*The European Innovation and Productivity Slowdown* explains that these new features are particularly relevant to the slowdown of European growth and productivity over the past two decades. In particular,
the new-economy story linked with information and communication technology (ICT) is useful to assess European trends.

Challenges for Modeling addresses this question: as innovation changes, how and to what extent does innovation modeling need to be updated, in addition to how does one relate it to economic growth? Moving in this direction implies moving away from the traditional, growth accounting, linear relationship toward a systemic approach to modeling innovation. Some initial examples show how this can be done by suggesting how knowledge globalization can be considered, based on the recognition that there are multiple and interacting channels of innovation diffusion.

A Dynamic Structural Model of Innovation and Growth briefly describes the main features of a structural growth model that moves toward a systemic approach by including elements of the new paradigm of innovation. It also offers examples of how to endogenize the role of ICT in the economic system.

Policy Simulations Exercises shows how this structural model of endogenous growth, innovation, and business services can simulate the impact of several policy interventions on economic system performance and economic growth, particularly in European countries.

Concluding Remarks summarizes the chapter’s primary points and their implications for future innovation policy.

**Innovation Is Changing**

No longer is innovation simply a linear progression from scientific research to discovery and thereafter to technological improvements, finished products, and those products’ diffusion across society. Today, innovation is a much broader phenomenon comprising more complex and interactive processes (OECD 2008). Ultimately such processes underlie the relationship between ideas and people. Innovation—the production and application of ideas—prospers with the amount of personal interactions. This process of interaction, in turn, is enhanced by the following elements (OECD 2008):

- **Increasingly open collaboration** alongside competition among innovative actors
- **A new geography of innovation** where global dimensions and local links interact, often in complex ways, to determine innovation-based
comparative advantage—or, in other words, where the geographical extension of markets also extends global-local interaction

- **Intangible assets** that both produce and are facilitated by interactions, requiring a closer look at nontechnological innovation and a look beyond research and development (R&D) because investment in intangibles and the role of services are rising

- **Technological platforms such as ICT**, which are becoming as important as, or even more important than, framework conditions in fostering innovation by supporting networks and interactions.

**Innovation Is Increasingly Open**

Confronted with mounting global competition and rising R&D costs, companies are increasingly collaborating with external partners—whether suppliers, customers, or universities—to stay abreast of developments, expand their markets, tap into a larger base of ideas and technology, and get new products or services to market before their competitors (OECD 2008).

In almost all cases, this more-open approach to innovation does not come for free but rather entails entering into partnerships or exchanges that can imply the (often significant) payment of license fees between companies for intellectual property.

Larger firms innovate more openly than smaller firms. Innovation survey data indicate that large companies are four times more likely than small and medium-size enterprises to collaborate on innovation.

The degree of openness in innovation also differs across firms and industries, depending on factors such as the importance of the technology, the strategy of the firm, the characteristics of the industry, and so on. Collaboration on innovation is important in manufacturing as well as in services. Industries such as chemicals, pharmaceuticals, and ICT typically show high levels of open innovation. Companies traditionally seek to retain their core capabilities and determine what to outsource or with whom to collaborate. Their core competencies (in technology and markets) are developed internally, but open innovation may be a faster, less risky alternative to in-house development when the objective is to diversify (in terms of technology or markets).
As the practice of open innovation expands and new forms of knowledge sharing and exchange between firms, individuals, and institutions occur, “knowledge markets” are emerging. Using various mechanisms and platforms, buyers and sellers can pool trade data, information, contacts, and know-how. Intellectual property (IP) exchanges and patent pools, consortia, networking, matching or brokering services, clearing-houses, knowledge warehouses, and auctions are all alternative ways of managing and deriving value from intellectual assets.

**Innovation Is Going Global**

Innovation is going global, including in services. It relies on new global innovation chains, but innovation takes place in localities. Indeed, geographical proximity matters in global networks as well as in collaboration because companies seem to prefer innovation partners that are nearby. So a challenge is to understand better the interactions between the global and local dimensions (OECD 2008).

Open innovation interacts with global innovation. The rising cost and risk of innovation and the growing trend toward open models of innovation have fueled a decades-long trend toward the globalization of innovation. Multinational enterprises (MNEs), in particular, have increasingly shifted R&D activities across borders within their global value chains and relied on cross-border partners for new products, processes, and access to markets and skilled human capital. Although the networks may be global, the nodes of innovation—clusters of expertise—continue to be local but are increasingly interconnected, thanks to MNEs and new networking tools such as ICTs. One important implication is that the channels of knowledge transmission are several and complex. They are also often complementary because they involve trade, investment, services, and skills as well as intangible knowledge. They all contribute to progress toward global knowledge markets.

**Intangibles and Services Matter**

The role of business services in innovation-driven growth is a novel feature. Business services, including communications, financial services, and insurance—both domestically produced and imported—grow with output and with technology, reflecting the fact that the
share of “advanced” services in the economy increases with technology accumulation (Guerrieri and Padoan 2007). Services act as drivers and multipliers of innovation-driven growth. The literature has so far devoted little attention to the tertiary, or service, sector as a driver of technology accumulation, while empirical analyses have focused almost entirely on the interaction between technology accumulation and growth of the manufacturing sector.

One must also consider the role of manufacturing sector composition in producing and trading business services (Milgrom and Roberts 1990). This role can be interpreted both as the direct stimulus from a higher level of intermediate demand and as the result of knowledge flows associated with forward links or spillovers. Moreover, with globalization, technological change leads to a splintering process by which services (in particular, business services) spring from the increased technical and social division of labor within production—in turn, engendering a strong interdependence between manufacturing and service activities. Therefore, service-driven globalization of innovation is also important.

The rising importance of services calls into question how we observe and measure innovation advances. We usually consider patent citations to be a direct measure of innovation output. However, traditional technological variables, such as R&D expenditures and patents, do not entirely capture innovation in business services. In fact, although manufacturing sectors spend more on R&D and generate more patents than service sectors do, if technological innovation is understood as affecting marketing, training, and other activities, many services are more technology-intensive than generally considered. At the same time, the diffusion of knowledge-intensive service industries is deeply affected by the parallel diffusion and implementation of the new ICT systems.

**GPT, ICT, and the Green Economy**

Technological platforms such as ICT, as well as the green economy, are becoming just as important as, if not even more important than, framework conditions in fostering innovation. The history of innovation can be narrated also as the history of GPTs (general purpose technologies such as electricity, the steam engine, or the Internet) and innovation platforms that sometimes require the interaction of several technologies (Bresnahan and Trajtenberg 1995).
The Internet is the great facilitator of our times, a GPT that has allowed the development of a number of technology platforms. The data show the effects, outlining three features on which the Internet has been established:

- **Convergence.** The rapid decline in price of computing and communications has both contributed to and caused a shift toward the Internet—the global platform to deliver voice, video, and data services.
- **Creativity.** Over a short period, the Internet and its ability to network ICT has spurred an outpouring of creativity that has turned businesses upside down and driven economic growth (Bresnahan, Brynjolfsson, and Hitt 2002).
- **Confidence.** The Internet requires a minimum set of agreed-on regulations for protection from IP piracy and to help ensure profitable investment.

Networked innovation processes, underpinned by the spread of broadband Internet connections, enable much larger participation in the innovation process, opening it beyond the realm of corporate R&D laboratories to include users, suppliers, and consumers. So the Internet and open and global innovation go closely together. Tapping into this source of ideas offers a potentially important new factor that supports and boosts innovation while representing an important contribution to demand-side policies for innovation (Lipsey, Carlaw, and Bekar 2006).

The intangible, information-based nature of services gives the generation and use of ICTs a central role in innovation activities and performance that patents cannot entirely capture (Hempell, van der Wiel, and van Leeuwen 2004). The role of ICTs as enabling technologies is also at the basis of the reverse product cycle model to describe the dynamics of the innovation process in services. In this view, during the first stages of the reverse product cycle, services use ICT to enhance back-office efficiency. Subsequent learning leads to process and product innovations. Finally, the industrial sector begins to use information technologies as they increase information-intensive activities. ICTs also allow for the increased transportability of service activities by making it possible for services to be produced in one place and consumed simultaneously in another. Last but not least, nontechnological innovation is growing,
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thanks to ICT, but it is also reflecting its interaction and complementarity with technological innovation through the key role of organizational change in the implementation of ICTs (Arvanitis 2004; Bayo-Moriones and Lera-López 2007).

The European Innovation and Productivity Slowdown

The changes in innovations described above are closely related to Europe’s main problem today: the longer-term weakening of European growth.

After World War II, European economies enjoyed a three-decade period of rapid catch-up with the United States in terms of GDP per capita that confirmed the conventional “convergence” view (predicting that less-advanced economies grow faster than more-advanced ones). By the early 1990s, however, this catch-up process paused before being inverted during the second part of the 1990s and the first part of the 2000s, when output per head and per working hour grew more slowly in Europe than in the United States (EC 2010). Annual average growth in GDP per head (the single best measure of economic performance) reached 2.3 percent in the United States in 1996–2005, compared with 1.8 percent in the Euro Area.

The persistently high GDP-per-head differential with the United States mainly reflects fewer hours worked in Europe. In the Euro Area, fewer people work, and the employed work far fewer average hours. However, the crucial factor that has weakened European GDP growth per head is slower growth in labor productivity (GDP per hour worked)—the single most important driver of long-term potential output and living standards. As shown in figure 8.1, despite a slight catching-up in employment and hours worked, the EU still has a substantial income gap with the United States, two-thirds of which is explained by lagging productivity (EC 2010).

Particularly worrisome for the Euro Area countries was the trend in TFP growth (growth that is not accounted for by increases in labor and capital inputs). Data show that TFP growth has steadily declined in the Euro Area since the 1970s, with TFP growth halved in 1995–2005 compared with the 1980s and early 1990s. In the United States, by contrast, TFP growth has accelerated since 1995 to nearly double the Euro Area
These trends suggest that the Euro Area growth slowdown was not just a conjunctural phenomenon but also closely related to its poor long-term performance (EC 2010).

**Technology and Market Rigidities**

Of course, many factors have contributed to these outcomes, and there is considerable uncertainty about the root causes of Europe’s relatively poor performance. A common view is that Europe has become uncompetitive because of its rigidities (highly inflexible labor markets, barriers to free competition, and taxes). There is no doubt that despite recent reforms in key areas—especially the labor market and the red tape that affects business—the Euro Area countries remain far more regulated than the United States. There is a need for labor market reforms aimed at increasing the flexibility that would allow real wages to better reflect productivity. Increasing employment rates among women and youth can add significantly to the labor force and strengthen potential output. Although it is unclear to what extent it accounts for the performance gap, the lack of structural reforms appears to explain part of the story (EC 2007).

Another factor contributing to the slowdown in European productivity growth is what one could call the technological explanation. More specifically, one should emphasize the strong impact on productivity

---

**Figure 8.1 Real Income Sources in Europe and Japan Compared with the United States, 2007**

Source: EC 2010.

Note: EU = European Union. JPN = Japan.
from innovation and innovation-related investment, notably in intangible assets. OECD data show that in the decade 1996–2006, more than two-thirds of productivity growth came from these sources in advanced economies (OECD 2008). In particular, the new-economy story linked with the ICT diffusion comes nearest to explaining European trends, although many important issues remain unclear, including the relationship between ICT and the overall policy framework.

Empirical investigations (based on a standard cross-section growth framework) of the impact of ICT on growth yielded results that appear to strongly support the technological story (see, for instance, Inklaar, O’Mahony, and Timmer 2005). The evidence does point to lower ICT growth and shares of ICT in total investment and GDP since 1995 in key European economies than in the United States. Therefore, the slowdown of productivity growth in Europe since 1995 is seen to be the result of the delayed introduction of ICT or its inefficient use.1 As shown in various growth accounting studies, the growth contribution from ICT diffusion in Europe, while positive, has not been enough to counteract the overall tendency for productivity growth to decline at the same time it accelerated in the United States (Inklaar, O’Mahony, and Timmer 2005).

Innovation and Structural Factors

Studies have confirmed that, in addition to the role of ICT-producing sectors, strong productivity growth in many U.S. service industries (for example, retail distribution, transport, construction, and financial and professional services) explains most or all of the difference between U.S. and European productivity growth since 1995 (van Ark, O’Mahony, and Timmer 2008). Productivity in such industries (which also make up a large share of U.S. output) has boomed in the United States but has stayed roughly constant or grown very slowly in Euro Area countries because European barriers to entry and corporatist protections result in massive inefficiencies (van Ark, Inklaar, and McGuckin 2003).

That story would be the most consistent with the view that emphasizes Europe’s general structural rigidities, reinforcing the argument for structural reform of services. A recent European Commission report “A New Strategy for the Single Market,” offers the complete list of service regulatory changes that would cut the chains holding down Europe’s productivity and growth (Monti 2010). Service sector liberalization
enhances the impact of innovation and innovation diffusion, hence amplifying productivity growth.

Europe's relatively low take-up and inefficient use of ICT technologies was also the result of these service, product, and labor market rigidities. A series of OECD studies sees delayed ICT diffusion as perhaps the most important manifestation of the deficiencies of European institutions (OECD 2008). The European Commission takes a similar view (EC 2010).

Therefore, in the case of Europe, returning potential output to pre-crisis levels and, even more importantly, boosting the rate of output growth requires enhanced interaction of innovation and structural policies.

**Challenges for Modeling**

Modeling the impact of innovation on growth, productivity, and employment performance must take into account (a) the interaction between technological and organizational changes, and (b) the crucial role of institutions in favoring or hampering ICT diffusion across countries. The literature on technological paradigms (Freeman and Perez 1988; Freeman and Soete 1987; Perez 1988) and the neoclassical literature on ICTs agree that major innovations such as ICT generate imbalances in the system and that it takes time to exploit their full potential. Moreover, such innovations also involve organizational and social changes if a new techno-economic paradigm is to be established.

**The Traditional Model**

As innovation is changing, we must ask how and to what extent we must update the way we model innovation and relate it to economic growth. At the aggregate level, innovation is traditionally modeled through the standard growth accounting model (Barro and Sala-i-Martin 1995):

\[ Y = AKH \text{ (in labor units),} \]

Where \( Y \) is output; \( K \) is physical capital; \( H \) is human capital; and \( A \) is the residual (TFP).

In this framework, the relationship between innovation and growth is linear and follows one causation pattern. Inputs such as R&D spending (both private and public) and investment in human capital can lead
to more innovation outputs (possibly measured by patents) and hence to TFP growth (A).

This is a useful first approximation tool. Aghion and Howitt (2006) recently expanded the framework in a number of ways, as follows:

New growth theory has linked productivity growth to innovation . . . in turn motivated by the prospect of above normal returns that successful innovators can realise. The theory suggests that innovation, and therefore productivity growth, should be . . . fostered by:

• better protection of intellectual property rights to allow successful innovators to benefit from their endeavour
• financial development, as tight credit constraints will limit entrepreneurs’ ability to finance new innovative projects
• better education, as this will improve the ability to innovate and/or imitate leading edge technologies
• macroeconomic stability, which allows for a lower, risk-adjusted interest rate that will enable entrepreneurs to invest more in growth-enhancing projects.

It is straightforward to extend the traditional model to take some aspects of new growth theory into account, including some of the points raised earlier.

This linear model can be augmented as follows:

\[ Y = AKHTIW, \]  

where Y is output; K is physical capital; H is human capital; T is technology, or measurable knowledge; I is ICT investment; W is a set of global (international) factors; and A is the residual, standing in for nonmeasurable knowledge.

**A New Modeling Strategy**

The new features of innovation mentioned above call for further steps. In particular, they require a systematic approach to innovation in which the structure of the system and the links among the variables need to be considered explicitly to better account for the process of idea production, which is taken as the major source of growth. Needless to say, this is a challenging task.
A starting point is this: what can be modeled in a way that is amenable to empirical testing? Given the nature of the idea production process, the modeling strategy should take into account as much interaction as possible among the different factors involved in such a process. This strategy, in turn, suggests a system approach to modeling innovation.

To move from a single equation to a system representation, the first step, again, is the standard growth accounting relationship (in its augmented version, as shown in equation [8.2] above):

\[ Y = AKHTIW. \]

The second step is to endogenize (in part) the variables entering the growth equation to suggest how, and to what extent, the features of the new innovation paradigm recalled above can be related to the growth accounting framework:

\[ K = K(H, I, W, F, C, \ldots), \quad (8.3) \]

Where physical capital \( K \) depends on human capital \( H \); ICT investment \( I \) (\( H \) and \( I \) may be complementary given that ICT is a GPT); global relations \( W \), capturing factors related to global value chains; “framework conditions” \( F \), including macroeconomic policy and financial market conditions; and social capital \( C \), largely related to the role of social networks as facilitators of the production and diffusion of knowledge (which partly captures open innovation effects because social capital facilitates collaboration among innovators).

Investment in human capital depends on the following: physical capital (as a proxy of business requirements for skills, making the two variables, in principle, complements rather than substitutes); ICT investment (again as a complement); elements related to global factors, including international skill migration; the business-university relationship \( U \); and investment in education \( E \):

\[ H = H(K, I, W, U, E, \ldots). \quad (8.4) \]

Intangibles are partly captured by human capital (skills) and partly by services \( S \). Services (both domestic and imported business services) grow with output and with technology, reflecting the idea that they represent an important intermediate input and that the share of “advanced”
services in the economy increases with technology accumulation. Services are also a function of the expansion in ICT investment I and of the structure of the economy, according to how the manufacturing sector is oriented toward the use of services in production. This relationship can be proxied by the composition of human and physical capital. Finally, regulation R, if excessively tight, has a negative impact on the production of services, both domestic and imported:

\[ S = S(Y, T, I, H, K, R). \] (8.5)

Measurable knowledge \( T \) (identified by patents) depends on human capital, investment in R&D (RD), intellectual property protection (IP), global knowledge chains and outsourcing, ICT investment, university-business links, framework conditions, and nonmeasurable knowledge A. This “sketchy” relationship would also partly capture open innovation effects through the impact of social capital C for reasons explained above. Through output \( Y \) and physical capital \( K \), we can partly take into account user-driven innovation to the extent that this reflects consumer needs and business needs:

\[ T = T(H, RD, IP, W, I, U, F, A, ... Y, K, C). \] (8.6)

**Factors in ICT Adoption and Diffusion**

One now moves to adoption and diffusion of ICT. As mentioned, ICT is a GPT and, as such, it cannot be modeled simply by considering it an additional factor of production. A fully satisfactory way of modeling GPT- and ICT-driven growth requires an endogenous determination of ICT investment.

Suggestions on how to endogenize ICT investment can be derived from the literature on the digital divide. There is widespread agreement that the digital divide is mostly due to the differences in countries’ economic wealth. Another widely considered factor is human capital (Trinh, Gibson, and Oxley 2005). The argument is that skilled workers are more capable of learning how to use new technologies and more flexible with respect to their job assignments. Because the adoption of ICT often requires a reorganization of the firm—or nontechnological innovation—a firm with a high share of skilled workers can implement information technologies more easily.
The impact of regulation on ICT adoption has also received much attention in the literature. In general, all kinds of restrictions, regulations, or constraints that limit the decisions of an economic agent drive the economy to a suboptimal equilibrium (Conway, Janod, and Nicoletti 2005; Conway and Nicoletti 2006).

Demographic factors such as the age structure of the population and the size of the urban population have also been taken into account. The idea is that ICT has larger diffusion among younger people and that the urban population tends to adopt more ICT (Internet and computer) because of network economies. Another variable that has been extensively investigated is the degree of openness. The justification is that technological spillovers from and toward other countries could be an important factor in supporting the adoption of ICT. Finally, because some sectors are more ICT-intensive than others, the possibility that economies’ sectoral composition determines different rates of investment in ICT has also been investigated. A large service sector as a share of GDP is usually associated with a high rate of ICT adoption, while a large agriculture sector as a share of GDP is associated with low rates of ICT adoption.

In conclusion, the factors determining ICT diffusion include complementarity with physical and human capital; R&D investment; consumer behavior as captured by output Y; measured and unmeasured knowledge (T, A); and the regulatory stance R. The role of social capital in the development of cultural networks associated with Internet use could be important to capturing part of open and user-driven innovation effects:

$$I = I (H, K, T, RD, Y, R, C, A, \ldots). \quad (8.7)$$

**Modeling a Global Knowledge Pool**

As argued earlier, a country’s capacity to innovate increasingly depends on the capacity to interact and link with the global system, both in terms of attracting foreign activities and in terms of projecting activities abroad. What we are trying to model here is the structure of a global knowledge pool, itself evolving over time.

The model requires taking into account several elements of the global innovation chain: trade, investment, human capital, labor flows, and
intangible assets. Also, although countries tend to be seen as more or less integrated in the global innovation chains, we are really looking at networks of companies, big and small. So it is a tough call to identify what to measure and what determines it.

Interestingly, both local and global variables matter: factor endowments such as physical human capital; the Internet; knowledge (both measurable and nonmeasurable); the policy environment; framework conditions; intellectual property; the regulatory framework; and, at the aggregate level, the distance to the technology frontier (following Aghion and Howitt 1998, 2006). The latter could be seen as a dynamic factor such as distance (Dist) that evolves over time under the effect of several variables (Guerrieri, Maggi, and Padoan 2009):

\[ W = W(K, H, I, ... T, A, ... F, R, IP, ... Dist). \]  

Finally, nonmeasurable knowledge depends on factor endowment and investment in knowledge, including human and physical capital; R&D; the Internet; and measurable knowledge. Institutional networks are represented by international links; business-university links; social capital; policy conditions (including framework conditions, regulation, and IP); and consumer behavior as captured by output:

\[ A = A (T, I, H, K, RD, ... W, U, C, ... F, R, IP, ... Y). \]

**Toward an Innovation Ecosystem Model**

The set of relationships shown in equations (8.2)–(8.9) is, at best, a sketchy “system.” To move toward an innovation ecosystem, one would have to introduce at least two more elements:

- **Dynamics.** One can think of a model in which variables adjust to a (partial) equilibrium value at different speeds. For example, ICT investment would, most likely, move faster than physical capital K. So different speeds would generate different overall system dynamics with complex outcomes in terms of convergence, divergence, or multiple equilibria (Krugman 2009).

- **Evolution.** Relationships among variables, reflecting relationships among actors and institutions, evolve over time. Some get stronger, others get weaker—further complicating the picture.
The next challenge: how can one move from a theoretical framework (still in implicit form) to a system amenable to empirical analysis?

**A Dynamic Structural Model of Innovation and Growth**

One way forward is through a dynamic system approach that can be modeled and estimated rigorously to capture the systemic nature of innovation. What follows briefly describes the main features of a model that moves in the direction sketched above (for full details, see Guerrieri 2009; Guerrieri, Maggi, and Padoan 2009; Guerrieri and Padoan 2007).

This model develops the system approach, including some elements of the new paradigm of innovation discussed above: international dimensions, services, and ICT. It is specified and estimated as a set of continuous-time dynamic equations, shown in table 8.1, where $\text{Dlog}$ stands for the derivative with respect to time; hence, the variables in the left column represent the rate of change of the endogenous variables.

Output growth $Y$ is a function of (exogenous) labor $L$; capital $K$ accumulation; endogenous accumulation of technology (measurable knowledge) $T$; and business services (both domestic $Sh$ and imported $Sm$).

As previously mentioned, business services, including communication, financial services, and insurance—both domestically produced and imported—grow with output and technology and depend on the structure of the economy (STR).

The intangible, information-based nature of services gives the generation and use of ICT a central role in innovation activities and performance. Services and ICT interact. ICT also allows for the increased

<table>
<thead>
<tr>
<th>Table 8.1 Dynamic Model Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output</strong></td>
</tr>
<tr>
<td><strong>Domestic services</strong></td>
</tr>
<tr>
<td><strong>Imported services</strong></td>
</tr>
<tr>
<td><strong>Technology</strong></td>
</tr>
</tbody>
</table>

*Source: Authors.*

*Note: $\text{Dlog}$ = derivative with respect to time. $Y$ = consumer behavior as captured by output. $Sh$ = domestic business services. $Sm$ = imported business services. $T$ = technology. $K$ = physical capital. $L$ = labor. $\text{STR}$ = structure of the economy. $I$ = information and communications technology. $R$ = regulation. $HK$ = domestic human capital. $HKR$ = foreign human capital. $\text{Dist}$ = distance.*
transportability of service activities by making it possible for services to be produced in one place and consumed in another. Hence, provision of services is independent from proximity to the final user.

This model formulation recognizes the role of a global knowledge pool—implying that domestic technology grows with output; services; domestic human capital (HK); and, through diffusion, foreign technology. However, the amount of foreign-produced technology that can be used domestically is limited by distance (Dist) and absorption capacity in the receiving country proxied by human capital in such a country (HKR).

The impact of distance is allowed to vary over time to the extent that technological progress reduces the cost of technology diffusion. Technological accumulation (specified by patents accumulation) also depends on imports of services—another channel of knowledge diffusion.

Regulation (R) affects the production and import of services, hence growth, in two ways: (a) domestic regulation intensity depresses the production of services and (b) uniform (and low) levels of regulation across countries (a level playing field) favor the production and import of services.2

In modeling the international transmission of technology, we assume that technology accumulation, as measured by patents (Pat), is equal to domestic and (part of) foreign technology that flows from other countries, as shown in the following three-country example:

\[
\begin{align*}
T_{t1} &= T_{t-1} + Pat_{11} + Pat_{21} + Pat_{31}, \quad (8.14) \\
T_{t2} &= T_{t-1} + Pat_{12} + Pat_{22} + Pat_{32}, \quad (8.15) \\
T_{t3} &= T_{t-1} + Pat_{13} + Pat_{23} + Pat_{33}, \quad (8.16) \\
D\log Pat_{ij} &= f_5(HK, HKR, Sh, Sm, Y, Dist). \quad (8.17)
\end{align*}
\]

The model can be expanded by endogenizing ICT investment. An augmented version of the model (Guerrieri 2009; Guerrieri and Padoan 2007) introduces an equation for ICT investment:

\[
\Delta \log ICT_{it} = \delta \alpha - \delta \log ICT_{it-1} + \delta \beta Z_{it} + \eta_i + \epsilon_{it}, \quad (8.18)
\]

where the vector of variable Z characterizing the steady-state equilibrium includes the variables services, GERD (government expenditure on R&D), researchers, and regulation.
The assumption is that human capital and investments in R&D increase ICT investments, while regulation tends to depress them. Furthermore, the structure of the economy is a relevant factor to understand the different rate of investment in ICT; in particular, countries in which the service sector constitutes a larger share of GDP usually display higher ICT investment. Another finding is that regulation can prevent or discourage investment in IT equipment.

**Policy Simulations**

This model enables simulation of the impact of several policy interventions on a set of endogenous variables such as services, innovation, and economic growth. The analysis is carried out on a panel of 10 countries (Austria, Denmark, Finland, Germany, Italy, Japan, the Netherlands, Sweden, the United Kingdom, and the United States) over the period 1992–2005.³

Other studies have looked at similar issues. The European Commission (EC 2007) investigated the causes of the lower performance of European countries with respect to the United States in terms of TFP growth and identified three policy areas that can contribute to increases in European growth and jobs: building knowledge, strengthening competition, and enhancing flexibility. In particular, using the QUEST model, such studies have shown that

- actions to support R&D investment could significantly raise economic and productivity growth in Europe;
- competition is crucial for both the level and growth rate of productivity; and
- enhanced flexibility is needed to smoothly adjust production structures toward further specialization and diversification into new areas of relative comparative advantage.

Previous studies had also shown the importance of decreasing regulation for European Union (EU) growth (Bayoumi, Laxton, and Pesenti 2004). The gains would amount to as much as a 7 percent increase in GDP and a 3 percent productivity increase. Simulations by the European Commission (2003) have shown that deregulation alone (that is, bringing the level of EU product market regulation down to
the U.S. level) would not be enough but should be accompanied by an increase in R&D, education, and ICT spending to close the European gap with the United States in per capita GDP. The combination of these measures could increase the potential growth rate by 0.5–0.75 percent per year over 5 to 10 years.

Finally, Guerrieri et al. (2005) have shown that, in the long run, growth in Europe is best supported through stronger technology accumulation, itself supported by larger availability of human capital. In the medium term, a better regulatory environment, more ICT investment, and a deeper integration can provide a stronger boost to growth.

The results of the policy simulations just reviewed are all based on models with exogenous ICT expenditure. However, firms’ incentives to adopt new technologies depend on the business environment in which they operate, the level of human capital and complementary R&D expenditure, and the structure of the economy (for example, its sectoral composition). The model presented here is enriched with an endogenous representation of ICT to simulate the impact of changes in regulation and human capital on ICT investment, services (domestic and imported), and technological innovation and growth in Europe.

The methodology for the simulations is reported in Guerrieri and Padoan (2007) and Guerrieri (2009). Given the historical initial values of the variables (the last available value for all the variables) and the parameter estimates, the authors run a baseline scenario to construct various scenarios, and compare each of these scenarios with the baseline.

**Policy Scenarios**

The different scenarios address the following questions:

1. **What happens if the level of regulation decreases by 20 percent in all European countries?** The simulation decreases by 20 percent the equilibrium starting values of regulation ($R$).

2. **What happens if there is a deeper integration of services (harmonization of regulations) in EU countries?** The simulation decreases the value of $R$ by 20 percent (as in scenario 1) in any country up to the point where the value of $REG$ in Europe is 80 percent of the original value.$^4$
3. **What happens if human capital increases in all European countries?**
   The simulation increases by 5 percent the equilibrium starting values of human capital.

4. **What happens if EU countries implement structural changes?** To simulate structural change (that is, a better business environment), the parameters are changed to increase the impact of (a) ICT on service and (b) service on both ICT and technology.

5. **What happens if the EU countries delay reforms?** To assess this effect, the simulation reduces the level of regulation by 20 percent, assuming that this deregulation takes 10 years to occur.

6. **In a composite scenario (combining scenarios 1 and 3), what is the impact of a simultaneous decrease in regulation and increase in human capital?**

   Figures 8.2–8.7 report the results of the policy simulations on the endogenous variables of our model. Simulation results confirm that deeper European integration in the market for services does significantly contribute to growth and that services are a powerful driver of growth, as shown in figure 8.2. Services and, hence, growth are also boosted as the impact of regulation is eliminated.

   The overall effect on GDP of the increase in human capital (operating through its positive impact on technology) is larger than the effect of the change in regulation (operating through its positive impact on services), as figure 8.3 illustrates.

   Changes in both regulation and human capital affect output growth indirectly through their impact, respectively, on services (domestic and imported) and on technology. Both policy measures have a negligible impact at the beginning of the simulation period (for the first five years), but the impact increases over time, as figures 8.2 and 8.3 illustrate.

   Another interesting result is that although the decrease in regulation and the harmonization of regulation across Europe have a similar impact (recall that the magnitude of the change in regulation is the same in the two scenarios), harmonization outperforms deregulation in its impact on services (and, in particular, on imported services). Meanwhile, deregulation is more effective than harmonization in its impact on technology (see figure 8.2, panel d). On the other hand,
Figure 8.2 Effects of Deregulation and Harmonization on Selected Variables

harmonized regulation across countries brings more benefits for economic growth than does deregulation. For the same decrease in regulatory barriers, the overall effect on output is higher with harmonization across countries. This result is consistent with the idea that there are important benefits for harmonization, especially in the European single market for the production and trade of services—an area that remains subject to different national regulation and degrees of protection across Europe and advanced countries.
Technology accumulation is enhanced especially by human capital accumulation, as figure 8.3 shows. The stock of technology is higher when the stock of human capital increases in both sending and receiving countries. Furthermore, higher investment in education (which can be considered a key public policy strategy) boosts human capital accumulation, hence ICT, and hence output growth. This last result sends an important message about the interaction between technology accumulation and growth. The ultimate driver of growth is technology accumulation, and the latter is strongly supported by human capital.
accumulation. However, in such a mechanism, a complex transmission mechanism is involved. This confirms the need for a systemic approach to understand the relationship between innovation and growth.

If ICT is endogenous, policy can affect ICT only indirectly, albeit in a number of ways. Higher ICT investment, which can be boosted by a number of policy strategies (such as more investment in human capital, more investment in R&D, and an appropriate regulatory framework), provides powerful additional stimuli to growth, as shown in figure 8.4.

The magnitude of changes in the regulation scenario is much higher than the impact of the increase in ICT investment. In other words, decreased and harmonized regulation across Europe, when combined,

Figure 8.4 Comparative Effects of Policy Scenarios on Output

![Graph showing comparative effects of policy scenarios on output.](image)

*Source:* Authors.

*Note:* Each line represents the percentage difference from the baseline scenario. If \( y_{\text{baseline}} \) is the sum of the output produced in all EU countries in the baseline scenario, and \( y \) is the sum of the output produced in all EU countries under the scenario \( j \) (regulatory harmonization), then the black line is: \( 100 \times \frac{y_j - y_{\text{baseline}}}{y_{\text{baseline}}} \). The same applies to all scenarios.
have a much greater impact on ICT adoption (or use) than increased
ICT investment does. Both decreasing regulation and homogenizing
regulation across Europe lead to about a 10 percent increase in ICT
adoption, while increasing investment leads to an increase in ICT of
about 2 percent.

A key objective of any growth agenda is to increase ICT invest-
ment. In this model, the result can be better reached only through deep
changes in the general environment in which European firms operate,
as shown in figure 8.5.

In particular, reforming the economic structure (the share of
advanced services) positively affects ICT investment as well as services,
technology, and GDP (as figure 8.5 illustrates). This is not surprising
because ICTs are technologies that affect almost all industries of the
economy and have important repercussions on firms’ organization.
Therefore, their virtuous interaction with the “facilitating factors” is
crucial not only for ICTs to exert their positive impact on the economy
but also for creating the incentives for firms to restructure and reorga-
nize themselves.

Furthermore, the costs of delays in implementing policy reforms
mount quickly. In particular, by comparing reforms implemented
now with reforms of similar size that are implemented over a longer
period, figure 8.6 shows that delay exacts substantial costs in terms of
lower growth, less development of the service sector, and less technol-
yogy accumulation.

Finally, the policy simulations offer another relevant message for
innovation and growth policy: economies cannot rely on a single
instrument to boost innovation and, through it, productivity and
growth. Our simulation results, for instance, show that output growth
can be significantly increased if the availability of business services
and the accumulation of knowledge are enhanced. Such results can be
obtained by improving the regulatory environment, deepening ser-
vice market integration, and increasing and improving human capital
accumulation.

It is also interesting to observe that, when the two measures (dereg-
ulation and human capital increase) are taken simultaneously, their
joint impact is larger than the sum of the two effects taken separately.
The simultaneous decrease in regulation and increase in human capital
exerts the largest impact on all the endogenous variables, as figure 8.7 shows.

Coordinated policies would therefore bring about greater gains because joint implementation of policies generates effects that are greater than the sum of those obtained by implementing policies individually.
Figure 8.6 Cost of Delaying Deregulation

Concluding Remarks

To leave behind the legacy of the Great Recession, all major economies—and particularly Europe—will have to pursue new sources of growth, and innovation will have to be a key component of a return to sustained growth. However, as the process of innovation evolves and becomes more complex, our understanding of the process must also evolve to
identify the appropriate policy strategies. In so doing, we need to bet-
er understand how features such as open innovation, global innovation
chains, and the role of technology platforms such as the Internet inter-
act and how they can be modeled.
Moving in this direction implies moving away from the traditional, growth accounting, linear relationship toward a systemic approach to modeling innovation. In this chapter, we have offered some initial examples of how this can be done. We have suggested ways to take knowledge globalization into account, based on the recognition that there are multiple, interacting channels of innovation diffusion. We have offered examples of how to endogenize ICT in the economic system.

These new features are particularly relevant to European countries, which have suffered slower GDP growth per capita over the past two decades. Particularly worrisome for the Euro Area countries was the steadily declining trend in labor productivity (GDP per hour worked) and TFP growth. Although many factors have contributed to these outcomes, there is considerable uncertainty about the root causes of Europe’s relatively poor performance. A relevant contributing factor, however, is the European technological gap and, in particular, the slow adaptation of European economies to the new-economy paradigm linked with ICT diffusion.

In this regard, the policy simulation results in this chapter offer some interesting messages for innovation and growth policy:

- **The model simulations confirm the following:**
  - Innovation and technology accumulation are enhanced, especially by human capital accumulation, because a larger stock of human capital enhances technology accumulation (and hence growth) while also promoting international knowledge diffusion.
  - Business services are a powerful driver of growth, and deeper integration in the European market for producers of services does indeed significantly contribute to growth.
  - Delays in implementing policy reforms are costly. In particular, delay in completing reforms causes substantial costs in terms of lower growth, less development of the service sector, and less technology accumulation and innovation.

- **Improvements in economic structure are effective in stimulating ICT diffusion and innovations.** In particular, the economic structure (the share of business and advanced services) has a positive impact on ICT investment and positively affects services, technology, and GDP.
Because of ICT’s nature as a GPT, ICT introduction requires not only a specific investment in ICT equipment but also, even more important, a number of facilitating factors to generate the appropriate environment for ICT diffusion. For example, business services are intensive ICT users; hence, a widespread presence of such services in the economy enhances the impact of ICT on overall performance.

- A single instrument is insufficient to boost innovation and thereby productivity and growth because a joint implementation of policies generates effects that exceed the sum of those obtained by implementing policies separately. For instance, our results show that EU output growth can be significantly increased by enhanced availability of business services, accumulation of knowledge, and ICT diffusion. Such results can be obtained by improving the regulatory environment, by deepening integration in service markets, and by increasing and improving human capital accumulation.

Notes

1. Many studies have shown large differences across European countries in the production and use of ICT. Two, or possibly three, groups of national patterns can be identified (Schreyer 2000). Within Europe, Daveri (2000) identifies laggards (Italy, Spain, and to a lesser extent, France and Germany) and fast adopters (Finland, the Netherlands, Sweden, and the United Kingdom).

2. The level of regulation is computed by means of three different indices: (a) an index of regulatory conditions in seven nonmanufacturing sectors (regulation, time series, and cross-sectional data) constructed by Conway and Nicoletti (2006); (b) the OECD index of administrative burdens on start-ups (absu, cross-sectional data) taken from Conway, Janod, and Nicoletti (2005); and (c) an index measuring the flexibility of the labor market (labor, cross-sectional data). For all regulation indices, a higher value of the index means a tighter level of regulation (Guerrieri 2009).

3. This section draws heavily from the two research reports conducted for the European Commission by the College of Europe, Bruges: Guerrieri and Padoan (2007) and Guerrieri (2009).

4. Basically, the magnitude effect on scenarios 1 and 2 is the same; the difference is that, in scenario 1, regulation decreases uniformly everywhere, while in scenario 2 it decreases in some countries such that the variance of the variable across countries decreases (harmonization in regulation).
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The Great Recession of 2007–09 was not simply a severe business cycle slowdown or even a combined credit, housing, and asset market collapse. It left permanent scars, especially on advanced economies. In its wake, policy makers must navigate uncharted economic territory where “business as usual” no longer applies and deep structural changes mark the global economic landscape.

Fundamental questions about the daunting task of “regrowing growth” have now taken center stage for economists, politicians, and policy makers alike: Will international capital flows be encouraged or discouraged? How open will export markets be, given the structural changes and their implications for employment? How much reliance will there be on market solutions when governments—now overly indebted and wary of additional relief expenditures—are expected to deliver on the promise of economic growth?

Without a resurrection of strong economic growth in major economies, the likelihood of rapid economic development in poor developing countries is dampened. The nature of that ascent is the subject of this volume.

In Ascent after Decline, more than a dozen distinguished contributors scan the economic horizon, spell out the new fiscal reality, and highlight the policy choices on which economic regrowth will depend. If the Great Recession has taught one lesson, it is that when fundamental shifts occur, the outcomes will entail new elements that shape future directions and affect policy. How these pressing policy questions are answered will, in large measure, determine the future face of globalization.

"Can emerging market countries continue to follow an export-led strategy? Can advanced economies achieve fiscal consolidation while maintaining growth? How can states avoid and treat the human scars from high and persistent unemployment? Can governments repair the holes in the social contract created by the crisis? These are some of the fundamental questions triggered by the crisis, and the questions taken up in this book. An important contribution to a much-needed intellectual and policy reconstruction."

— Olivier Blanchard, Robert Solow Professor of Economics, Massachusetts Institute of Technology, and Economic Counsellor, International Monetary Fund

"A timely collection of essays by leading experts in the field, Ascent after Decline depicts the crucial role of smart government policies to recover growth in the world economy after the Great Recession."

— Edmar Bacha, Director of the Casa Das Garcais Institute for Economic Policy Studies, Rio de Janeiro, and Member, Commission on Growth and Development