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Abstract
A number of researchers have recently proposed a variety of different ‘vulnerability’ measures designed to capture the welfare consequences of risk for poor households, and also proposed a variety of different approaches to estimating these various measures of household vulnerability. However, it’s possible to ‘mix-and-match’ estimators and measures. Here we conduct Monte Carlo experiments designed to explore the performance of different estimators with different measures, under different assumptions regarding the underlying economic environment.

We find that when the environment is stationary and consumption expenditures are measured without error that the best estimator is one proposed by Chaudhuri (2001), regardless of what measure of vulnerability is employed. If the vulnerability measure is risk-sensitive, but consumption is measured with error, a simple estimator proposed by Ligon and Schechter (2003) generally performs best. However, when the distribution of consumption is non-stationary, a modification of an estimator proposed by Pritchett et al. (2000) performs best.

Future research should focus on combining the efficiency of the Chauduri estimator with the good properties of the Ligon-Schechter (in environments with measurement error) and Pritchett (in non-stationary environments) estimators. However, even with present technology estimating vulnerability is simple and much more informative and useful than are static poverty measures, provided one has at least two rounds of panel data.
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1. Introduction

Economists have long used measures of poverty to summarize the well-being of less fortunate households in a population. Typically either income or consumption expenditures are measured over some relatively short period of time (e.g., a year), and these are regarded as a proxy for the material well-being of the household. Policies are often explicitly crafted to reduce these poverty measures.

At the same time, economists have long recognized that a household’s sense of well-being depends not just on its average income or expenditures, but on the risk it faces as well, particularly for households with fewer resources. To consider an extreme case, a household with very low expected consumption expenditures but with no chance of starving may well be poor, but it still might not wish to trade places with a household having a higher expected consumption but greater consumption risk. It seems desirable to have a measure of household welfare which takes into account both average expenditures and the risk households bear.

Although numerous commonalities have been identified in the above approaches to estimating vulnerability, the current state of the literature is a collection of papers, each paper with its own vulnerability measure, its own approach to estimation, and its own dataset—we are in what Hoddinott and Quisumbing (2003) call the “let a hundred flowers bloom” phase of research on vulnerability. Though this has been useful for exploring the set of possible approaches to measuring vulnerability, it may be time to begin weeding the flower bed. The difficulty is that no one has yet systematically tried to compare approaches to estimating vulnerability on the same datasets, or tried using different estimators with different vulnerability measures.

Recent research on household ‘vulnerability’ has led to an increased appreciation of the welfare costs of risk. The key idea is simply that risk averse households will have lower levels of expected utility \textit{ex ante} when those same households face greater variation in future consumption.

Hoddinott and Quisumbing (2003) describe several alternative definitions and approaches to estimating “vulnerability” using large scale household-level datasets. The survey provided by Hoddinott and Quisumbing draws on several different recent papers which seek to measure vulnerability (Chaudhuri et al., 2001; Ligon and Schechter, 2003; Pritchett et al., 2000). For each of these papers there are two steps involved in estimating vulnerability. First, one must estimate the distribution of future consumption expenditures for every household; second, one must construct a statistic (e.g., $E_{P\alpha}$) from this estimated distribution, meant to capture the reduction in household welfare due to risk in household consumption expenditures. Although different authors use different methods at each of these steps, within limits it’s possible to mix and match. In particular, there’s no reason one couldn’t use, e.g., Chaudhuri’s methods for estimating the distribution of expenditures, but with Ligon-Schechter’s vulnerability measure. Another way of putting this: different approaches to \textit{defining} vulnerability need not imply differences in methods for \textit{estimation}, since the object which must be estimated is simply the distribution of consumption.

Unfortunately, because there’s considerable variety in the definition of vulnerability, in the estimators employed, and in the datasets used in example applications, the comparisons among approaches detailed in Hoddinott and Quisumbing (2003) are often comparisons between apples and oranges; one can’t easily evaluate the practical merits of various definitions.
of vulnerability, the value of different estimators, or the power of different tests. Here, we address this problem by combining various definitions of vulnerability described in Hoddinott and Quisumbing (2003) with various of the different estimators also described therein. The various combinations of definitions and estimators will then be used to measure the vulnerability of households both in artificially generated data (where the actual \textit{ex ante} welfare of households is known), and in two ‘real’ datasets, one from Viet Nam belonging to the LSMS family of household surveys, and another using data from the Bulgarian Household Budget Survey. Our aim is to provide the practitioner with—not a catalog of possible approaches (this is accomplished by Hoddinott and Quisumbing, 2003)—but with specific advice regarding what the \textit{best} approach is to measuring vulnerability in any given dataset.

2. Measures of Vulnerability

As noted above, one can think of there being two steps to estimating vulnerability. The first has to do with characterizing consumption expenditures; the second in summarizing the welfare consequences of this variation. We’ll call the first step ‘predicting consumption’; the second ‘measuring vulnerability’.

In this section we describe several measures of vulnerability. These are drawn from the existing literature, but for some we’ll make minor changes (mostly pertaining to changes in units and notation) so as to facilitate comparisons across measures.

2.1. An enumeration of vulnerability measures. A number of papers have, in recent years, sought to define and measure something called “vulnerability.” The earliest efforts (Amin et al., 1999; Glewwe and Hall, 1998) attempted to measure the exposure households have to shocks observed by the econometrician—the basic idea is, using household panel data, to regress some measure of changes in consumption expenditures on possible sources of shocks, and to look for a response; if variation in the shock can account for a significant proportion of the variation in expenditures, the household is said to be vulnerable to the shock. Later approaches (Chaudhuri et al., 2001; Ligon and Schechter, 2003; Pritchett et al., 2000) instead attempt to estimate expected welfare, variously defined. Households with estimated expected welfare below some threshold are said to be vulnerable. It’s worth noting that when panel data are available welfare realizations can be substituted for expenditures in a regression of possible sources of shocks, so that after describing some particular contributions to the ‘vulnerability-as-exposure’ literature in Section 2.2 we’ll focus entirely on the later ‘vulnerability-as-reduction-in-well-being’ contributions and extensions.

2.2. Exposure to observed risks. This approach to the measurement of vulnerability (Amin et al. (1999); Dercon and Krishnan (2000); Glewwe and Hall (1998)) focuses on the response of households’ consumption expenditures to various observable shocks, such as drought or idiosyncratic fluctuations in income. If household consumption expenditures covary with income shocks, then one may infer that a risk-averse household lacks the means to smooth or insure away these shocks to its expenditures. Note that this measure of vulnerability does not depend directly on a household’s level of consumption. Neither does it depend directly on the risk a household bears—a household with large variation in consumption which does not stem from variation in observables would have a low measured vulnerability. Of course, this latter feature could be regarded as a virtue; the method seems useful for identifying particular sources of risk, which may then be an appropriate focus of policy.
Amin, Rai, and Topa (1999). Amin, Rai, and Topa (1999) use panel data from Bangladesh to identify households whose consumption vary with income, after controlling for household fixed effects and aggregate variation in mean consumption. Accordingly, they estimate (in differences) a simple prediction equation with the idiosyncratic vector of variables $x^i_t$ simply equal to household income,

$$(1) \quad E(c^i_t|\bar{x}, x^i_t) = \alpha^i + \eta^i + x^i_t \beta^i.$$

Note the use of a household-specific coefficient $\beta^i$, which the authors call the estimated “vulnerability” of household $i$. This is meant to capture the reduction in welfare associated with the additional risk a household bears if its consumption co-moves with risky (or time-varying) income. Thus, if two households have precisely the same consumption realizations in every state, but the second household has a more variable income stream, then Amin, Rai, and Topa (1999) would regard the second household as the less vulnerable.

Glewwe and Hall (1998). Glewwe and Hall (1998) and Glewwe and Hall (1995) measure something they call “vulnerability” in Peru, but in contrast to Amin, Rai, and Topa (1999), are particularly interested in the response of households’ consumptions to aggregate shocks. In particular, Glewwe and Hall (1995) estimate (in differences) a prediction equation with the idiosyncratic vector of time-invariant household characteristics $x^i$, but with time-varying coefficients,

$$(2) \quad E(c^i_t|\bar{x}, x^i_t) = \alpha^i + \eta^i + x^i \beta^i.$$

Contrast this with the prediction equation (1) of Amin, Rai, and Topa (1999). The key difference is that Glewwe and Hall focus on household level consumption responses to aggregate shocks (which they identify with $\beta^i$), while Amin, Rai, and Topa (1999) focus on household response to idiosyncratic shocks (which they identify with $\beta^i$).

Dercon and Krishnan (2000). Dercon and Krishnan (2000) take an approach similar to that of Amin, Rai, and Topa (1999) and Glewwe and Hall (1998), but estimate households’ exposure to both idiosyncratic and village level shocks. The authors work with an estimating equation of the form

$$c^i_t = \alpha^i + \gamma x^i + \beta x_t + e^i_t$$

where $x^i$ contains aggregate, time-varying variables such as wages and prices, and where $x_t$ contains observed idiosyncratic shocks faced by individuals and households (e.g. animal disease, personal illness). Thus $\beta$ is a measure of households’ exposure to aggregate shocks, while $\gamma$ is a measure of how vulnerable households are to assorted idiosyncratic shocks.

2.3. Expected poverty. Recall that Foster et al. (1984) define a family of decomposable poverty measures $P_\alpha$. A second approach to the measurement of vulnerability has been to adapt these standard poverty measures to a non-deterministic setting by estimating the expected value of $P_\alpha$. Although methods for estimating these expected measures vary considerably, several papers share this approach to defining a measure of vulnerability. We divide these papers into two groups, depending on their favored choice of the parameter $\alpha$, which governs the property of the poverty measure. Several authors have chosen to work with the headcount measure of poverty ($\alpha = 0$); others have chosen to work with the “squared

\[ \text{Let } z \text{ denote a “poverty line” level of consumption expenditures. For any household } i, \text{ let } P^i_\alpha = \frac{\max(z-c^i_t)_{\geq 0}}{z^n} \text{ be the poverty of household } i; \text{ then for any set of households } I \text{ the poverty of the set is simply } \sum_{i \in I} P^i_\alpha. \]
poverty gap” \((\alpha = 2)\). Each of these alternatives has differing strengths and weaknesses, and so we discuss each in turn below.

**Expected headcount** \((\alpha = 0)\). A number of authors (Chaudhuri (2001); Chaudhuri et al. (2001); Christiaensen and Boisvert (2000); Pritchett et al. (2000)) use a measure of household vulnerability which is simply the expected headcount measure of poverty. This measure is simple and comprehensive—it varies with households’ wealth and aggregate and idiosyncratic sources of risk. However, the measure suffers some of the same shortcomings of the headcount measure of poverty. Consider a household whose present consumption is somewhat above the poverty line, but which receives a very bad shock with small probability. Consistent with this story, we can imagine that expected consumption for the household might lie slightly below the poverty line, despite the fact that the probability of the household falling into poverty was small. If the household is risk averse, with von Neumann-Morgenstern utility, then it would prefer to consume its expected consumption with certainty. Thus, if offered the choice (say via the offer of actuarially fair insurance) the household would choose the consumption stream which would cause it to be ‘vulnerable’ according to this definition.

**Expected poverty gap** \((\alpha = 1)\). We’re not aware of any author who has adopted the expected poverty gap as their preferred measure of vulnerability, but this choice seems at least as defensible as the adoption of \(E_0\), and we include this measure in the experiments we conduct later in this paper. Like the expected headcount measure, the measured vulnerability of poor households will be smaller when these households face large risks, and won’t vary at all if these same poor households face only small risks (too small, that is, for there to be any chance for the household to vault over the poverty line).

**Expected squared poverty gap** \((\alpha = 2)\). Finally, we turn our attention to Ravallion (1988). Ravallion doesn’t use the term “vulnerability,” preferring to think about “expected poverty.” Thus, Ravallion’s measure is intended to be the expected value of a concave function of household consumption.

\(P_\alpha\) still seems ill-suited to representing household risk attitudes. The first problem arises because these measures assign no weight to the welfare of households whose consumption is (perhaps only momentarily) greater than the poverty line. The second has to do with the nature of the risk preferences implicit in this measure—Foster, Greer and Thorbecke’s poverty measure \(P_\alpha\) implies an absolute risk aversion of \((\alpha - 1)z/(z - c)\), where \(z\) is the poverty line, \(c\) is household consumption, and \(\alpha\) is a non-negative parameter. However, even if \(\alpha > 1\) (so that households are risk-averse), this implies that households have increasing absolute risk aversion, which is sharply at odds with existing research on the risk preferences of poor households. Even more unreasonably, both absolute and relative risk aversion approach infinity as consumption approaches the poverty line (from below).

**2.4. Expected Utility.** Quite recently, a number of authors have proposed using some variant of “expected utility” as the basis of a vulnerability measure. The basic logic is simply that, since the class of von Neumann-Morgenstern utility functions was originally designed to capture risk preferences, and since these functions are widely estimated and used in actual applications, it seems sensible to adopt these functions to measure the welfare loss associated with risk. In particular, members of the HARA ("Hyperbolic Absolute Risk

---

\(^3\)In practice, Ravallion uses time series variation in consumption to estimate dynamics in realized poverty, rather than attempting to capture the welfare consequences of risk; accordingly, though we consider the measure he employs we do not use his estimator.
Aversion”) family of utility functions have found favor in applications throughout economics, and so these seem suitable for use in evaluating vulnerability. The family can be described by the function

\[ U(c) = \frac{(c - z)^{1-\gamma} - 1}{1 - \gamma}, \]

\( \gamma \geq 0, c \geq z. \) Thus, the HARA bears a close resemblance to the \( P_\alpha \) family, differing in that the parameter \( z \) is interpreted as a lower bound of consumption for all households, rather than as the lower bound only for wealthy households, and differing also in allowable values for the curvature parameter \( \gamma \)—in this case, the welfare costs of risk are decreasing as \( \gamma \) falls, while the opposite obtains for the \( P_\alpha \) family.

**Ligon and Schechter (2003)** For their measure of vulnerability, Ligon and Schechter (2003) adopt a simple transformation of (3). The idea behind the normalization is simple: if there is no inequality and no uncertainty, then there can be no vulnerability.

To operationalize this idea, Ligon and Schechter (2003) let \( \bar{c} \) denote per capita expenditures. Then the vulnerability of household \( i \) is defined by

\[ V^i = U^i(\bar{c}) - EU^i(c^i). \]

Ligon and Schechter choose units for consumption expenditures so that \( \bar{c} = 1; \) this normalization solves the problem of units, just as normalization by poverty line expenditures solves the problem for the \( P_\alpha \) measure. Vulnerability for the population is computed by summing household vulnerability across all households. Note, then, that if every household consumes \( \bar{c} \) for sure, then there is no vulnerability; no household bears any risk, and there is no inequality (and hence no relative poverty).

Ligon and Schechter (2003) extend this idea by decomposing their measure of vulnerability into distinct (but not necessarily orthogonal) measures of poverty and risk, as follows: Taking expectations of an increasing, concave function of consumption expenditures has the effect of making vulnerability depend not only on the mean of a household’s consumption, but also on variation in consumption. To better understand the balance between poverty and risk in this measure of vulnerability, note that one can decompose the measure into distinct components reflecting poverty and risk, respectively:

\[ V^i = [U^i(\bar{c}) - U^i(Ec^i)] + [U^i(Ec^i) - EU^i(c^i)]. \]

Note that the first bracketed term, which measures poverty, involves no random variables—it is simply the difference between a concave function evaluated at the “poverty line” and at household \( i \)’s expected consumption expenditure. The concavity of \( U^i \) implies that as \( Ec^i \) approaches the poverty line, an additional unit of expected consumption has diminishing marginal value in reducing poverty. For any \( \{U^i\} \) in the HARA family it’s easy to show that this poverty measure satisfies all the axiomatic requirements enumerated in Foster et al. (1984).

The second term of (4), which measures the risk faced by household \( i \), is consistent with the ordinal measures of risk proposed by Rothschild and Stiglitz (1970). Further, this risk measure can usefully be further decomposed into two distinct measures of risk, one aggregate, the other idiosyncratic. Let \( E(c^i|x) \) denote the expected value of consumption, \( c^i \), conditional on knowledge of a vector of aggregate variables \( x \). Then we can decompose the risk household \( i \) faces into a term expressing the aggregate risk the household faces, and a term expressing...
the idiosyncratic risk the household faces. Total vulnerability for household $i$ is then given by

$$V^i = \[U^i(c) - U^i(Ec^i)] \quad \text{(Poverty)}$$

$$+ \[U^i(Ec^i) - EU^i(E(c^i|x))] \quad \text{(Aggregate risk)}$$

$$+ [EU^i(E(c^i|x)) - EU^i(c^i)]. \quad \text{(Idiosyncratic risk)}$$

This decomposition is not peculiar to utility based measures of vulnerability; one can similarly decompose expected values of $P_{\alpha}$.

**Calvo and Dercon (2003).** Calvo and Dercon (2003) follow Ligon and Schechter (2003) in adopting a utility-based measure of vulnerability, but claim that it’s desirable to add something to the measure which plays a role more like the poverty line employed by the $P_{\alpha}$ measure. Giving some credit to Clark et al. (1981) and Watts (1968) for the basic idea, they propose a measure of vulnerability

$$E[\min\{z, c^i\}^{1-\gamma}] - z^{1-\gamma}.$$ 

It’s easy to verify that this measure differs from the HARA version of the Ligon-Schechter measure only in that there’s now a “kink” in the function due to the min operator. Calvo and Dercon argue that this kink is desirable, giving as evidence an example in a household with expected consumption at or below the poverty line $z$. This household has a chance $p$ of having its consumption exceed the poverty line by some amount $y$ next period; Calvo and Dercon argue that our assessment of the vulnerability of this household ought not to depend on the magnitude $y$, despite the fact that clearly the household would prefer that $y$ be larger rather than smaller.

2.5. **Comparing Vulnerability Measures.** In this subsection we use artificial data generated in accordance with Jalan and Ravallion (1999) (see Section 4.1), and compute household level vulnerability using each of the static measures described above, so as to facilitate comparisons.

We first calculate the correlations between various vulnerability measures and also the actual expected utility for the the households in our artificial sample. The Jalan-Ravallion data-generating process we exploit doesn’t hinge on the specification of a ‘true’ utility function, so we explore different possible specifications, including a collection of HARA utility functions with a range of possible coefficients of relative risk aversion ($\gamma \in \{1, 2, 3\}$).

In Table 1 we display correlations between the various measures of vulnerability described above, where the distribution of consumption expenditures is consistent with a stationary environment described by Jalan and Ravallion (1999), described in detail in Section 4.1, *infra*. The Ligon-Schechtter measure is abbreviated “LS”, and the Calvo-Dercon “CD”; the various expected Foster-Greer-Thorbecke poverty measures are indicated by $EP_{\alpha}$ for $\alpha \in \{0, 1, 2\}$. Also shown in Table 1 are correlations between (minus) various HARA expected utilities, again given the distribution of consumptions described in Section 4.1, and the correlations between these HARA utilities and the vulnerability measures. Consensus estimates of HARA utility functions from household panel data suggest values for the parameter $\gamma$ in the range of 1–3.

Not surprisingly, all of these measures and expected utilities are highly correlated. However, there’s considerable range in the degree of correlation. At the high end, in this instance
Table 1. Correlations Between Vulnerabilities and Expected Utility. Correlations reported above the diagonal are simple Pearson correlation coefficients, while those below are Spearman rank correlation coefficients. Utility functions (denoted by $EU_\gamma(c)$) are HARA functions with $\gamma = -0.1$.

<table>
<thead>
<tr>
<th></th>
<th>LS</th>
<th>CD</th>
<th>$EP_0$</th>
<th>$EP_1$</th>
<th>$EP_2$</th>
<th>$-EU_1(c)$</th>
<th>$-EU_2(c)$</th>
<th>$-EU_3(c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>1.0000</td>
<td>0.9928</td>
<td>0.7852</td>
<td>0.9493</td>
<td>0.9827</td>
<td>0.9146</td>
<td>1.0000</td>
<td>0.9524</td>
</tr>
<tr>
<td>CD</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.7134</td>
<td>0.9203</td>
<td>0.9740</td>
<td>0.8610</td>
<td>0.9928</td>
<td>0.9731</td>
</tr>
<tr>
<td>$EP_0$</td>
<td>0.9980</td>
<td>0.9978</td>
<td>1.0000</td>
<td>0.9108</td>
<td>0.8175</td>
<td>0.9390</td>
<td>0.7852</td>
<td>0.5832</td>
</tr>
<tr>
<td>$EP_1$</td>
<td>0.9998</td>
<td>0.9998</td>
<td>0.9989</td>
<td>1.0000</td>
<td>0.9806</td>
<td>0.9544</td>
<td>0.9493</td>
<td>0.8150</td>
</tr>
<tr>
<td>$EP_2$</td>
<td>0.9999</td>
<td>1.0000</td>
<td>0.9983</td>
<td>0.9999</td>
<td>1.0000</td>
<td>0.9163</td>
<td>0.9827</td>
<td>0.8965</td>
</tr>
<tr>
<td>$-EU_1(c)$</td>
<td>0.9999</td>
<td>0.9997</td>
<td>0.9988</td>
<td>0.9999</td>
<td>0.9998</td>
<td>1.0000</td>
<td>0.9146</td>
<td>0.7675</td>
</tr>
<tr>
<td>$-EU_2(c)$</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9980</td>
<td>0.9998</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1.0000</td>
<td>0.9524</td>
</tr>
<tr>
<td>$-EU_3(c)$</td>
<td>0.9999</td>
<td>1.0000</td>
<td>0.9971</td>
<td>0.9995</td>
<td>0.9995</td>
<td>0.9995</td>
<td>0.9999</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

the Ligon-Schechter measure happens to be constructed so as to be perfectly correlated with $-EU_2(c)$; at the low end the Pearson correlation of $-EU_3(c)$ and $EP_0$ is only 0.5832. Indeed, if any measure can be said “not to belong” it would be $EP_0$—it would be more highly correlated with the various utility measures if households were taken to be risk-seeking, since while all these functions are decreasing in consumption expenditures only the function $P_0$ is concave. The Ligon-Schechter and Calvo-Dercon measures are very highly correlated, as one would expect—truncating the distribution of consumption, as the Calvo-Dercon measure implicitly does, only makes the welfare function slightly more convex at high levels of consumption, where it’s already nearly flat (for $\gamma = 2$, the HARA utility function rapidly asymptotes to zero). These two measures are also highly correlated with $EP_2$—this is a little more surprising, until one recalls that these are the three measures we consider which are convex, so that increases in risk result in increases in vulnerability. We’ll call these the “risk-sensitive” vulnerability measures—we’ll see in our experiments below that this shared characteristic seems to be key to determining behavior. Among the expected poverty measures, the highest correlation is between $EP_2$ and $-EU_2(c)$, with a Pearson correlation coefficient of 0.98.

Correlation coefficients below the diagonal are Spearman rank correlation coefficients. These give some indication of the extent to which these different measures produce different orderings of vulnerability across households. For the data-generating process employed here cross-sectional variation in expected levels of consumption dominates time-series variation in any particular household’s consumption expenditures. All of these measures and utilities produce exactly the same ordering of non-random consumptions, and as a consequence the Spearman statistics all exceed 0.99.

3. Estimating Consumption Distributions

When measuring poverty, one can rely on surveys which measure household income or expenditures. While fraught with its own difficulties, these observed data are all one needs to compute static poverty measures. To actually measure the vulnerability of a household (or population), one cannot rely only on observable data—the whole point of adopting a notion of vulnerability is that household welfare is presumed to depend not just on what consumption expenditures are actually realized, but on what consumption expenditures might be.
Complicating matters, the notion of vulnerability is inherently forward-looking, since there’s only uncertainty about future consumption expenditures. Of course, we only have data on past realizations. Accordingly, the estimation problem we face involves using past realizations of consumption expenditures to estimate the probability of possible future consumption outcomes. When these probabilities remain the same across time, the environment is said to be stationary, and it’s possible to estimate the probability of different outcomes in a typical period, and regard this as vulnerability. However, in environments where there’s consumption growth over time or where institutions exist which permit households to save current windfalls against future shortfalls, the probabilities associated with different consumption realizations will vary over time. In such an environment it’s no longer possible to characterize the probability distribution of consumption expenditures in a typical period—change across periods may be the only constant. An alternative strategy in such an environment is to assume that the probabilities of changes in consumption expenditures is fixed across periods—such an environment is said to be difference stationary. Note that any stationary time series process is difference stationary, so that estimators which only assume difference stationarity will be correctly specified in a broader range of circumstances. However, there’s no free lunch: by only using information from changes over time, these estimators will ignore potentially useful information, and so will be less precise than estimators which exploit this stationarity.

Returning to the matter at hand, observing actual consumption expenditures cannot, by itself, provide enough information for us to compute vulnerability. For this, we need (an estimate of) the probability distribution of what consumption expenditures might have been, and to compute this estimate we need to make some identifying assumptions to allow us to map past outcomes into predictions about the future. To date, three different basic strategies have been adopted in the literature; we’ll consider each in turn, and discuss the particulars of their implementation by various authors.

3.1. Stationary Time Series. The basic idea behind the estimation strategy here is to assume that, for any particular household, the probability distribution of consumption in one period is identical to the probability distribution of consumption in any other period. As a consequence, if one observes consumption expenditures for each household for two or more periods, one assumes that each of these observations was just as likely to have happened to the same household in any other period.

Ligon and Schechter (2003) adopt this strategy to estimate vulnerability in Bulgaria. Using panel data with \( T \) periods of data on \( N \) households, they simply use the \( T \) observations on consumption expenditures for each household as evidence of ‘what might have been’ in the initial period. Accordingly, their main measure of vulnerability (‘TS’ for short) can be computed by

\[
\hat{V}^i = U(\bar{c}) - \frac{1}{T} \sum_{t=1}^{T} U(c_t^i),
\]

where \( c_t^i \) is observed consumption expenditures for household \( i \) in period \( t \). The chief virtue of this approach is its transparency and simplicity—since \( U \) is assumed to be a known function, this is a calculation which could be trivially performed using a spreadsheet or simply a calculator. If the assumption of stationarity is correct, then as \( T \) grows large then a law of large numbers guarantees that the time series average computed here will converge to
the expected value we’re trying to estimate. A second great virtue is that one doesn’t need to assume anything about the variation of consumption expenditures across households—the method is appropriate when there’s great heterogeneity across households, even when this heterogeneity is unobserved by the analyst.

There are two chief drawbacks to the Ligon-Schechter time-series estimator. First of all, the assumption of stationarity is crucial. If, for example, consumption expenditures are expected to grow over time, then observed consumption in one period will not have the same distribution as expenditures in a different period, and the time series average will not converge to the expected value. Second, the method obviously requires panel data, which is usually both expensive and time-consuming to collect.

Ligon and Schechter avoid a third problem, devising an estimator which we’ll call the “lower bound” (LB) estimator. If measurement error contaminates the data on consumption expenditures, this will bias estimates of vulnerability, and if some (say wealthier) households have noisier data on consumption expenditures, this will lead to estimates which overstate their vulnerability relative to other (say poorer) households. Ligon and Schechter take an approach which has something of the flavor of instrumental variables to deal with classical measurement error. Let $c_{it}$ denote the consumption expenditures of household $i$ at time $t$, and let $x_{it}$ denote a vector of idiosyncratic variables (which may help to predict consumption). Let $\bar{c}_{it} = c_{it} + \epsilon_{it}$, with $\{\epsilon_{it}\}$ a measurement error process having the property that $E(\epsilon_{it}|x_{it}) = E(c_{it}^2 \log c_{it}) = 0$. In a sort of “first stage” they use a prediction equation of the form:

$$\log \bar{c}_{it} = \alpha^i + \eta_t + \beta' x_{it} + u_{it},$$

where the $\{\alpha^i\}$ are household fixed effects, the $\{\eta_t\}$ are time effects (constrained to sum to zero) which capture aggregate shocks to consumption, the $x_{it}$ are deviations from the household mean, and the $\{u_{it}\}$ are residuals. Using restricted least squares to estimate this yields parameter estimates $(\hat{\alpha}^i, \hat{\eta}_t, \hat{\beta}, \hat{u}_{it})$ which can be used to construct conditional expectations. Then using the decomposition trick employed in (5), one can write

$$\hat{V}^i = [U(1) - U(\hat{E}c^i)]$$

(Poverty)

$$+ \left[U(\hat{E}c^i) - \frac{1}{T} \sum_{t=1}^T U(\hat{E}(c_{it}|x_t)) \right]$$

(Aggregate risk)

$$+ \left[\frac{1}{T} \sum_{t=1}^T U(\hat{E}(c_{it}|x_t)) - \frac{1}{T} \sum_{t=1}^T U(\hat{E}(c_{it}|x_t, x_{it})) \right]$$

(Idiosyncratic risk)

$$+ \left[\frac{1}{T} \sum_{t=1}^T U(\hat{E}(c_{it}|x_t, x_{it})) - \frac{1}{T} \sum_{t=1}^T U(c_{it}^2) \right].$$

(Unexplained risk & measurement error)

Thus, the contribution of measurement error to the estimate of household $i$’s vulnerability is confined chiefly to the final line of this expression. Unfortunately, the residual term $u_{it}$ will typically depend not only on measurement error, but also on variables not observed by the analyst which nonetheless influence consumption. Accordingly, the LB estimate (the sum of

\footnote{The prediction equation actually employed in Ligon and Schechter (2003) uses levels of expenditures as the dependent variable. In principle this can cause problems, since with a linear prediction equation one may sometimes predict negative levels of consumption. Here we address this possible problem by taking logarithms.}
the first three lines of this decomposition) may be regarded as a lower bound on household
i’s vulnerability, while the quantity (5) may be regarded as an upper bound.

Chaudhuri (2001) also relies on an assumption of stationary time series to construct his
estimator, and assume further that shocks to consumption are independent normal in their
distribution. He makes a serious effort to accomodate heterogeneity, by permitting the
variance of consumption changes to depend on observable fixed characteristics of the sample
households, estimating $c^i$ and $\hat{\sigma}_i(x^i)$, which can then be employed to calculate household
level vulnerability

$$\hat{V}^i = \int W(\hat{c}^i e^{\hat{\sigma}_i(x^i)e}) d\Phi(\epsilon),$$

where the function $W$ is the welfare measure employed (e.g., $W(c) = \frac{1}{1-\gamma}[(\bar{c} - z)^{1-\gamma} - (c - z)^{1-\gamma}]$ for Ligon-Schechter, $P_\alpha$ for Pritchett or Chaudhuri). Thus, for each household
Chaudhuri (2001) needs to construct two estimates of parameters, $c^i$ and $\sigma_i(x^i)$. For $c^i$
he simply uses the time series geometric mean of $c^i_t$. The variance parameter he needs
to compute is simply the time series variance of log $c^i_t$; he constructs estimates of this by
regressing the square of changes in log $c^i_t$ on a vector of household characteristics $x^i$, and
then dividing by two.\(^5^6\)

3.2. Difference Stationary Time Series. Pritchett et al. (2000) also rely on panel data
and a stationarity assumption, but in their case the stationarity requirement is weaker—they require that changes in consumption expenditures be stationary and mean zero over
time. This is consistent with a world in which consumption follows a random walk, as it
might be if households had access to credit markets, but cannot accomodate a world with
deterministic growth. As with Chaudhuri et al. (2001), Pritchett et al. (2000) rely heavily
on the assumption that changes in consumption are distributed normally. This approach has
two chief virtues. The first is that it’s quite simple; one way to implement it is to use ordinary
least squares to predict consumption expenditures in a first-stage regression, much as with
the Ligon-Schechter estimator (given the assumptions adopted by the authors, OLS is the
maximum likelihood estimator). The second is that this estimator is very efficient, permitting
one to construct relatively precise estimates from relatively short panels. The chief defects
of the method are related to these virtues—the distributional assumptions adopted are very
strong, and permit no unobserved heterogeneity either across households or periods. The
normality assumption adopted by these authors implies that consumption may sometimes
be negative. We deal with this problem in two different ways. First, by setting any negative
predicted consumption to zero (we call this the PSS\(_0\) estimator). Second, by assuming that
consumption is distributed log-normal (we call this the PSS\(_1\) estimator). Neither of these
estimators can be easily adapted to accomodate measurement error. As with Chaudhuri
et al. (2001), the PSS estimators can accomodate heteroskedasticity across households, by
permitting the variance of consumption changes to depend on observable fixed characteristics
of the sample households.\(^7\) To calculate household level vulnerability, one first constructs an

\(^5\)For our experiments we take $x^i$ to include the level of first period income and its square and a constant.

\(^6\)One problem with this estimator is that it may yield predictions of the standard deviation which are
imaginary. To prevent this, we convert all negative predicted variances to zero.

\(^7\)This also requires some kind of stationarity of the conditional distribution of consumption changes across
households. Pritchett and coauthors address this by observing that if the analyst possessed a long enough
estimate of the variance of consumption changes $\hat{\sigma}_x(x_i)$; then one can calculate

$$\hat{V} = \int W(c_i + \hat{\sigma}_x(x_i)\epsilon)d\Phi(\epsilon),$$

Although the assumption of difference stationarity is weaker than the stationarity assumption adopted by Chaudhuri et al. (2001), attempts to use the method with panel datasets having more than two periods raises a difficult question—since consumption may now be distributed differently in different periods, just which period should we use for calculating vulnerability? If we have data on periods $t = 1, \ldots, T$, should we be attempting to predict consumption (and vulnerability) for period $T$, which would be consistent with what Pritchett et al. (2000) do using a panel of two periods? What, then, should the household be assumed to know? As $t$ progresses from 1 to $T$, the household learns more about what the distribution of consumption will be in $T$. If we compute vulnerability from the perspective of period 1, this suggests using

$$\hat{V}_{1,T} = \int W(c_{i,1} + T\hat{\sigma}_x\epsilon)d\Phi(\epsilon),$$

while if computed from the perspective of period $T - 1$, we ought instead to employ

$$\hat{V}_{T-1,T} = \int W(c_{i,T-1} + \hat{\sigma}_x\epsilon)d\Phi(\epsilon),$$

Either of these choices are defensible, but obviously these will yield very different estimates of vulnerability. Here we’ll (somewhat arbitrarily) adopt a third choice; namely, to estimate vulnerability in period 2 from the perspective of period 1, yielding

$$\hat{V}_{1,2} = \int W(c_{i,1} + \hat{\sigma}_x\epsilon)d\Phi(\epsilon).$$

3.3. Stationary Cross-Section. In addition to presenting a vulnerability estimator to be used with panel data, Chaudhuri (2001) suggests another option which can be used with a cross-sectional data set. Both estimators calculate vulnerability as

$$\hat{V} = \int W(\hat{c}^i\hat{\sigma}_x(x_i)\epsilon)d\Phi(\epsilon).$$

If one has panel data, Chaudhuri suggests using the time series geometric mean of $c_i^t$ to estimate $\hat{c}^i$. If, on the other hand, one only has cross-sectional data, he proposes using FGLS to estimate the equation $\log c^i = \hat{\beta}x^i + \epsilon$ and then using $\hat{\beta}x^i$ as the estimate of $\hat{c}^i$. 8

To estimate the variance of $\log c^i$ Chaudhuri regresses the square of the error in the above equation ($\epsilon_i^2$) on a vector of household characteristics. We’ll refer to this cross-sectional estimator as the “XS” estimator.

8Note that as a consequence this estimator doesn’t directly use any information on the actual level of consumption expenditures for household in estimating vulnerability; instead of using a household’s consumption as the base level of consumption, the cross-sectional estimator uses only the part which is predicted by observed characteristics. For many data sets a large portion of consumption may not be predicted by observed characteristics—in such cases we would expect this estimator to perform less well than simply using observed household consumption, without making any effort to characterize the risk faced by the household.
4. The Data Generating Processes

In this section we describe a variety of different data-generating processes (DGPs) which we'll use to conduct experiments later in this report.

4.1. Stationary Jalan-Ravallion. We have generated panel data on consumption, income, and “wealth group” using a data generating process (DGP) suggested by Jalan and Ravallion (1999). Using data from rural China, the authors posit that ability to smooth consumption may vary by wealth quantile. Their estimating equation is such that changes in household level consumption are affected by changes in household level income and changes in household size. They divide the data into five wealth quantiles and allow the coefficients to differ across groups.

Jalan and Ravallion (1999) estimate a regression of the form

\[ \Delta \log c^i_t = \Delta y^{w_i}_t + \beta^{w_i} x^i_t + \epsilon^i_t, \]

where \( i \) indexes the household, \( t \) the time period, and \( w_i \) indicates the wealth quantile of household \( i \)—thus, the parameters \( \beta^{w_i} \) are allowed to differ by wealth quantile. For the idiosyncratic variables \( x^i_t \) Jalan and Ravallion employ changes in log income and household size; for our purposes we'll drop the variation in household size.

For the stationary data generating process described here, we use Jalan and Ravallion's estimates, and generate data by first arbitrarily assigning each of \( N \) households to wealth quintiles. We then generate data on actual income \( y^i_t \) for household \( i \) at time \( t \); income is presumed to be the product of two factors, one observed by the analyst \( (\theta^i_t) \), and the other \( (\xi^i_t) \) not. Each of these two factors is drawn from a log-normal distribution, with means and variances chosen to match quantile-specific moments reported by Jalan and Ravallion (1999). In addition, we also allow for measurement error in income. Thus, actual income will be made up of an observed portion \( \theta \) and an unobserved portion \( \xi \), so that

\[ \log y^i_t = \theta^i_t + \xi^i_t, \]

while the income observed by the analyst is denoted \( \tilde{y}^i_t \), which is equal to actual income times a measurement error \( e^i_t \). As with the components of actual income, the mean and variance of the normal distribution from which \( \nu^i_t \) is drawn is allowed to vary by wealth quantile.

Once we've generated data on income, we draw data on period 0 consumption \( c^i_0 \) for each household \( i \). As with the components of income, this quantity is drawn from a log-normal distribution, with mean and variance set equal to wealth quantile-specific means of

---

\(^9\)We first generate data on income in the initial period for households in the five wealth groups based on data given in Jalan and Ravallion (1999). The highest wealth group has a mean income of 912 Yuan with a standard deviation of 1136, and we have assumed the income of each wealth level to be lognormally distributed. The second wealth group has mean income of 479 and standard deviation of 414. The third wealth group has mean income of 380 and standard deviation of 323, the second to last wealth group has a mean income of 306 and a standard deviation of 254, while the lowest wealth group has a mean income of 227 and a standard deviation of 228. We generate income for the five wealth groups over five years, but then randomly reorder the years of data our dgp will use.
log consumption reported by Jalan and Ravallion (1999).\textsuperscript{10} We then compute consumption using
\begin{equation}
\log c^i_t = \log c^i_0 + \eta^w_i + \beta^w \log y^i_t + u^i_t,
\end{equation}
exploiting wealth-quantile specific values of $\beta^w$ estimated by Jalan and Ravallion (2000).\textsuperscript{11}

Note that taking differences of \((8)\) yields Jalan-Ravallion’s estimating equation \((7)\)—despite the fact that Jalan-Ravallion’s estimating equation is specified in differences, it’s consistent with a stationary data-generating process (indeed, the null hypothesis of full insurance tested by Jalan-Ravallion implies that there exists a set of time effects such that log consumption minus these constants will be a stationary process).

4.2. Non-Stationary Jalan-Ravallion. Several of the estimators described above rely on time-series stationarity, so it behooves us to generate some non-stationary data to see how sensitive these estimators are to this sort of misspecification. The way in which we generate income and initial levels of consumption is identical—the only difference is that for our non-stationary Jalan-Ravallion data generating process we calculate consumption iteratively via
\begin{equation}
\log c^i_t = \log c^i_{t-1} + \eta^w_i + \beta^w \log y^i_t + u^i_t.
\end{equation}
This data-generating process is also consistent with the Jalan-Ravallion estimator, but of course in this case the distribution of consumption at time $t+j$ depends on the sequence of shocks realized in earlier periods, and hence is non-stationary.

4.3. Vietnamese Household Survey. The two artificial data-generating processes described above are useful for conducting Monte Carlo experiments, but of course assume away much of the complexity of real-world data. Accordingly, we also work with a two-period panel dataset drawn from the 1993 and 1998 rounds of the Vietnamese Household Survey, a household survey belonging to the LSMS family. We’re able to link 2191 households across both periods.

4.4. Bulgarian Household Survey. Like many expenditure surveys, the Bulgarian Household Budget Survey (described in documents available from the Bulgarian National Statistical Institute, \texttt{www.nsi.bg}) collects data on household expenditures at monthly frequencies. We’ve used these monthly data over the course of 12 months for 2287 households in 1994-95.

5. Experiments

By conducting Monte Carlo experiments we can compare the bias and efficiency of different of these estimators using datasets of various sizes. For example, the LB estimator of Ligon and Schechter (2003) employs a relatively weak restriction on conditional moments, while the \textit{PSS} estimators use a much stronger parametric distributional assumption. We’ll use
\begin{itemize}
  \item 10The highest wealth group has mean consumption expenditures of 606 Yuan in the baseline period, with a standard deviation of 763. The second wealth group has mean consumption of 365 and standard deviation of 260. The third wealth group has mean consumption of 322 and standard deviation of 224, the second to last wealth group has a mean consumption of 264 and a standard deviation of 190, while the lowest wealth group has a mean consumption of 209 and a standard deviation of 189.
  \item 11These are \((0.12, 0.13, 0.18, 0.24, 0.41)\), where the first coefficient is that on the wealthiest group and the last coefficient is that on the poorest group.
\end{itemize}
the results of our Monte Carlo experiments to ascertain which of these estimators is more precise, and to measure the bias of each estimator in small samples.

The experiments of Section 6 will focus on the effects of various kinds of mis-specification on various of the estimators we consider, whether these have to do with improperly specified distributions, failures of stationarity, etc. In contrast, the experiments of this section will not focus on various possible mis-specifications, but rather on relative performance when the data generating process is the stationary Jalan-Ravallion process of Section 4.1. Nonetheless, it’s important to note that all of the estimators suffer from some degree of mis-specification relative to this DGP; in particular, while the Jalan-Ravallion data generating process allows different distributions of shocks for each of five wealth quintiles, none of the estimators we use will make use of this heterogeneity, nor of data on wealth. We permit this sort of mis-specification on the theory that when working with real world data we can never expect our estimator to accommodate all the complexity of the real-world data-generating process, so that in practice our efforts at estimation will always be mis-specified to some greater or lesser degree. By erring in making our estimator too simple, we make an effort to have our baseline experiments reflect to some degree the kinds of mis-specification which may be expected in practice.

Figure 1. Mean Squared Error in Estimating the Ligon-Schechter Measure of Vulnerability as a Function of $\sqrt{N}$.

5.1. **Accuracy of Vulnerability Estimates as a Function of $N$.** Here we consider each of several measures of vulnerability, and attempt to estimate household vulnerability using each of the estimators described in Section 3, using samples of varying size. The focus of our interest in this section will be on how the mean squared error (MSE) of our estimates changes as the number of households in the sample increases, holding the length of the panel fixed. We use this as the primary criterion for identifying a ‘preferred’ estimator for each of
Figure 2. Spearman Rank Correlation of Estimates of the Ligon-Schechter Measure of Vulnerability with Actual Vulnerability as a Function of $\sqrt{N}$.

Figure 3. Estimates of Ligon-Schechter Vulnerability
the various measures of vulnerability we’ll describe. Note that for this experiment we hold
the number of periods fixed, with \( T = 5 \).

We first turn our attention to Figure 1, which displays the logarithm of the MSE of each
of the estimators we’ve described as the number of households \( (N) \) in the sample increases.
Note that the MSE should not be expected to converge to zero as \( N \) increases; rather we
expect it to converge to some positive constant.

Each estimator is marked with different symbols. For each household the Ligon-Schechter
TS estimator is simply the time series average of a HARA utility function evaluated at
realized observed consumption over the five periods; the log of the MSE for this estimator
is marked with circles. From the figure, one can see that this estimator converges to a mean
square error of approximately 0.12 when \( N \) exceeds 2500, suggesting that the sample sizes
characteristic of a typical Living Standards Measurement Survey are probably adequate for
characterizing the vulnerability of the population as a whole.

The estimator of Chaudhuri (2001), marked with exes, performs just slightly better than
does the TS estimator when estimating the Ligon-Schechter vulnerability measure. It appears
to exhibit very similar behavior as the sample size increases. This may seem somewhat
surprising, given the apparently greater complexity of the estimator he describes. His efforts
to model heterogeneity in the variance of shocks pay off in this example, giving this estimator
the smallest mean square error at every sample size—since the distributional assumption
of log-normal shocks is satisfied for this particular data generating process Chaudhuri’s estimator
is very nearly the maximum likelihood estimator—one could only do better by
observing the actual wealth quintiles which determine the distribution of income and the
variance of shocks, rather than simply income itself.

As mentioned above, we implement the Pritchett et al. (2000) estimator in two di®er-
ent ways. The first (PSS\(_0\)) involves working with levels of consumption, assuming with the
original authors that consumption expenditures are normally distributed, but setting any
negative predicted consumption to zero. The second way (PSS\(_1\)) is to assume that con-
sumption is distributed log-normal. The estimator implemented in levels is indicated by a
line with asterisks; the estimator implemented in logs is indicated with plusses. Note that
each of these estimators performs abominably, with mean square errors orders of magnitude
larger than the Chaudhuri or TS estimators. The cross-sectional “XS” estimator (marked
with diamonds) is similarly poor.

Figure 2 is somewhat similar to Figure 1, but instead of using mean squared error as
a criterion, it shows the Spearman rank correlation coefficient for each of the estimators
with actual Ligon-Schechter vulnerability as a function of the square root of sample size;
accordingly, in this figure, higher values are better. The ordering of estimators is just as it
was using the MSE criterion, except that the performance of “XS” estimator is worse relative
to the PSS\(_0\) using this criterion. The best estimators (Chaudhuri and TS) have reassuringly
high rank correlation coefficients—if one were to use either of these, this suggests that at
least one would get the orderings of households’ vulnerabilities right in the overwhelming
majority of cases. The two nonstationary estimators have remarkably similar performance,
which is remarkably worse than the performance of the “TS” and Chaudhuri estimators. The
“XS” estimator does worse still; as we’ll see later, if one has access only to cross-sectional

\[ z = -0.1, \quad \gamma = 2 \] for these experiments. Further recall that we’ve
chosen units so that the mean consumption of the average household is equal to one.
data it would be much better to simply use data on observed consumption expenditures, i.e., to use $W(c_t)$ as an estimator for $V_i$, and not to run any regressions at all.

The impression that the two Pritchett et al estimators perform poorly is confirmed by an examination of Figure 3. Here the estimator using levels is labelled PSS$_0$ in the lower right panel. We have plotted estimated Ligon-Schechter vulnerability for each of 900 households drawn from the Jalan-Ravallion world versus the actual vulnerability of these households. The level estimator PSS$_0$ is making an incorrect distributional assumption, and this is reflected in this panel. The estimator has a severe upward bias for the most well-to-do households, while it underestimates the vulnerability of those in the direst of straits.

The Pritchett et al estimator assuming a log-normal distribution (labelled PSS$_1$) makes the correct distributional assumption, and as a consequence there’s no appreciable bias for this estimator (the dotted line in these figures is a 45 degree line, while the solid line is an OLS fit; when these two lines coincide there is no bias). However, by adopting the relatively weak hypothesis of difference stationarity the efficiency of this estimator is much lower than that of the TS and Chaudhuri estimators which adopt a stronger stationarity assumption.

![Figure 4](image)

**Figure 4.** Mean Squared Error in Estimating the $E_{P_0}$ Measure of Vulnerability as a Function of $\sqrt{N}$.

We next turn our attention to the estimation of $E_{P_0}$. A glance at Figures 4 and 5 shows that, save for the very smallest sample sizes, the ordering of estimators is as it was for the estimation of the Ligon-Schechter measure. The Chaudhuri estimator performs better at all sample sizes, while the two Pritchett et al estimators perform much more poorly. However, relative to the earlier case the TS estimator (which simply averages outcomes for each household) performs considerably worse than does the Chaudhuri estimator. The reason for this relative drop in performance becomes clear in the top left panel of Figure 6. Since
Figure 5. Spearman Rank Correlation of Estimates of $E_{P_0}$ (with Actual) as a Function of $\sqrt{N}$.

Figure 6. Estimates of $E_{P_O}$ Vulnerability
in this case the TS estimator is simply averaging five different binary variables (indicating whether the household was above or below the poverty line), it’s throwing out a great deal of information. Still, as one would expect the TS estimator is unbiased, just imprecise. In this particular experiment the Chaudhuri estimator displays a small bias.

In contrast to the nearly unbiased TS and Chaudhuri estimators, the two Pritchett et al estimators both display a quite substantial bias, overestimating the vulnerability of well-to-do households, and underestimating the vulnerability of the most vulnerable. This underestimation of the vulnerability of the most vulnerability is particularly egregious for the estimator which assumes normally distributed consumption shocks, but both estimators do quite poorly both in terms of bias and imprecision. This is perhaps more surprising than elsewhere, since this is the measure the Pritchett et al estimator was designed to estimate.

![Figure 7. Mean Squared Error in Estimating the $E_P$ Measure of Vulnerability as a Function of $\sqrt{N}$](image)

Examining the estimation of $E_P$, we see in Figures 7 and 8 that once again there’s a very clear division between the outcomes for the two estimators which assume stationarity (TS and Chaudhuri) and the two which do not (the two PSS estimators). Because the scale for $E_P$ is the same as for $E_0$, it’s possible to compare across the two poverty measures. The two PSS estimators do even worse in this setting than they did in estimating $E_0$. Once again (Figure 9) the PSS$_0$ estimator displays a very substantial bias, and makes light of the plight of the most miserable. The PSS$_1$ estimator’s bias is much smaller than earlier, but is by far the least precise of the estimators, giving it an MSE in the same range as that of PSS$_0$. The TS and Chaudhuri estimators once again show a rather similar performance, but once again the TS estimator is edged out by the Chaudhuri estimator, which has a slightly smaller bias.
Figure 8. Spearman Rank Correlation of Estimates of $E_{P_1}$ (with Actual) as a Function of $\sqrt{N}$.

Figure 9. Estimates of $E_{P_1}$ Vulnerability
Figure 10. Mean Squared Error in Estimating the $E_P^2$ Measure of Vulnerability as a Function of $\sqrt{N}$.

Figure 11. Spearman Rank Correlation of Estimates of $E_P^2$ (with Actual) as a Function of $\sqrt{N}$. 
Estimating the $E_{P_2}$ measure gives results that are qualitatively similar to the case of estimating $E_{P_1}$. There are two chief differences. The first (Figures 10 and 11) is that the Chaudhuri estimator now joins the TS estimator in displaying a substantial bias; as Figure 12 indicates, both of these measures tend to overestimate the vulnerability of the least well-off, though both do a good job of estimating $E_{P_2}$ at the other end of the distribution.

Finally, we turn our attention to the estimation of the Calvo-Dercon measure of vulnerability. We’ve already noted that the properties of this measure are very similar to that of the Ligon-Schechter measure—the basic difference in this environment is that households which might have had negative vulnerability using the Ligon-Schechter measure will now have their vulnerability set to zero, truncating the distribution. A comparison of Figure 13 with Figure 1 and of Figure 14 with Figure 2 reveals that the response of mean square error and rank correlations to changes in sample size is essentially identical to the case of the Ligon-Schechter measure. The scatterplots (Figure 15) are also very similar, the chief difference being that the distribution of vulnerability is truncated below at zero in the Calvo-Dercon case.

To summarize the results of this experiment:

(1) Contrary to what one might have supposed, the best estimator turns out not to depend very much on what measure of vulnerability is chosen—for each of these measures using the stationary Jalan-Ravallion DGP the Chaudhuri estimator has the best performance (in terms of minimizing mean square error), and at all sample sizes.

---

13Strictly speaking, this isn’t quite right; only in some states of the world will vulnerability be set to zero, and so the average across observed states need not be zero; still this serves as a rough intuition for the result.
FIGURE 13. Mean Squared Error in Estimating the Calvo-Dercon Measure of Vulnerability as a Function of $\sqrt{N}$.

FIGURE 14. Spearman Rank Correlation of Estimates of the Calvo-Dercon Measure of Vulnerability with Actual Vulnerability as a Function of $\sqrt{N}$. 
Figure 15. Estimates of Calvo-Dercon Vulnerability

(2) For all measures except $E_P$, Ligon-Schechter’s TS estimator performs almost as well as the Chauduri. Because its implementation is much simpler, an analyst may sometimes prefer it for this reason.

(3) Panel data is necessary for all of these estimators save for the “XS” estimator. However, the number of households represented need not be terribly large to get good performance—for any of the estimators, a panel of a couple thousand households is perfectly adequate.

(4) If one has only a cross-section, one should think hard before trying to estimate vulnerability. Variation in consumption expenditures in the cross-section will depend both on inequality as well as risk, and it’s likely to be very difficult to disentangle these. In the experiments performed here, it would always be better just to use the static measures $W(c)$ rather than to use the “XS” estimator.

5.2. Accuracy of Vulnerability Estimates as a Function of $T$. In this subsection we’ll conduct an experiment very similar to that described in Section 5.1, with the difference that here we’re interested in the performance of the various estimators as the length of the panel ($T$) increases. Results on the mean squared error of the various estimators applied to the various measures are displayed in Figures 16, 18, 20, 22, and 24. Similarly, results on the Spearman rank correlation between estimators and actual vulnerability measures are shown in Figures 17, 19, 21, 23, and 25.

Qualitatively, results across these tables are quite similar, so we discuss them together. The most notable feature of these graphs has once again to do with the distinction between the stationary and non-stationary estimators. In particular, as the length of the panel increases, both the TS and Chaudhuri estimators do better, while the performance of the two Pritchett et al estimators is invariant to the length of the panel. In every case but one
Figure 16. Mean Squared Error in Estimating the Ligon-Schechter Measure of Vulnerability as a Function of $T$.

Figure 17. Spearman Rank Correlation of Estimates of the Ligon-Schechter Measure of Vulnerability with Actual Vulnerability as a Function of $T$. 
Figure 18. Mean Squared Error in Estimating the $EP_0$ Measure of Vulnerability as a Function of $T$.

Figure 19. Spearman Rank Correlation of Estimates of $EP_0$ with Actual as a Function of $T$. 
Figure 20. Mean Squared Error in Estimating the $\text{EP}_1$ Measure of Vulnerability as a Function of $T$.

Figure 21. Spearman Rank Correlation of Estimates of $\text{EP}_1$ with Actual as a Function of $T$. 
Figure 22. Mean Squared Error in Estimating the $EP_2$ Measure of Vulnerability as a Function of $T$.

Figure 23. Spearman Rank Correlation of Estimates of $EP_2$ with Actual as a Function of $T$. 
**Figure 24.** Mean Squared Error in Estimating the Calvo-Dercon Measure of Vulnerability as a Function of $T$.

**Figure 25.** Spearman Rank Correlation of Estimates of the Calvo-Dercon Measure of Vulnerability with Actual as a Function of $T$. 
the ordering of the estimators in terms of their MSE is as in the previous experiment, with the two stationary estimators dominating the non-stationary, and the Chaudhuri estimator edging out the TS estimator.

\begin{table}
\centering
\begin{tabular}{lccccccc}
\hline
 & Actual & TS & Chaud. & XS & PSS$_1$ & PSS$_0$ & W(c) \\
\hline
Actual & 1.0000 & 0.9522 & 0.9534 & 0.2305 & 0.8160 & 0.7252 & 0.8128 \\
TS & 0.9498 & 1.0000 & 0.9986 & 0.2591 & 0.8506 & 0.7462 & 0.8546 \\
Chaud. & 0.9518 & 0.9977 & 1.0000 & 0.2606 & 0.8567 & 0.7515 & 0.8541 \\
XS & 0.2391 & 0.2624 & 0.2643 & 1.0000 & 0.3479 & 0.2080 & 0.3392 \\
PSS$_1$ & 0.8096 & 0.8509 & 0.8539 & 1.0000 & 0.3388 & 0.1800 & 0.3089 \\
PSS$_0$ & 0.8045 & 0.8440 & 0.8466 & 0.2126 & 0.9870 & 1.0000 & 0.8299 \\
W(c) & 0.8100 & 0.8512 & 0.8542 & 0.3324 & 0.9881 & 1.0000 & 0.9881 \\
\end{tabular}
\caption{Correlations Between Estimates of Ligon-Schechter Vulnerability. Correlations reported above the diagonal are simple Pearson correlation coefficients, while those below are Spearman rank correlation coefficients.}
\end{table}

\begin{table}
\centering
\begin{tabular}{lccccccc}
\hline
 & Actual & TS & Chaud. & XS & PSS$_1$ & PSS$_0$ & W(c) \\
\hline
Actual & 1.0000 & 0.8385 & 0.8456 & 0.3387 & 0.9995 & 0.8524 & 0.9985 \\
TS & 0.8318 & 1.0000 & 0.9988 & 0.2907 & 0.8366 & 0.7328 & 0.8345 \\
Chaud. & 0.8434 & 0.9985 & 1.0000 & 0.2929 & 0.8437 & 0.7377 & 0.8416 \\
XS & 0.3295 & 0.2787 & 0.2820 & 1.0000 & 0.3338 & 0.1784 & 0.3289 \\
PSS$_1$ & 0.9996 & 0.8309 & 0.8426 & 1.0000 & 0.3116 & 0.3610 & 0.2511 \\
PSS$_0$ & 0.9796 & 0.8150 & 0.8264 & 0.1843 & 0.9804 & 1.0000 & 0.8310 \\
W(c) & 0.9996 & 0.8309 & 0.8426 & 0.3229 & 0.9813 & 1.0000 & 0.9813 \\
\end{tabular}
\caption{Correlations Among Estimators of $E P_V$ Vulnerability. Correlations reported above the diagonal are simple Pearson correlation coefficients, while those below are Spearman rank correlation coefficients.}
\end{table}

5.3. **Correlations Between Estimated Vulnerabilities.** In this experiment, we provide some evidence bearing on the importance of one’s choice of an estimator. In particular, we calculate the correlations between actual vulnerability and each of our five different estimators for each of our five measures of vulnerability, and also a simple poverty measure $W(c)$ (which varies according to which measure we’re considering). Results for the stationary Jalan-Ravallion data generating process are presented in the top panels of Tables 2, 2, 3,
Table 4. Correlations Among Estimators of \( E_{P1} \) Vulnerability. Correlations reported above the diagonal are simple Pearson correlation coefficients, while those below are Spearman rank correlation coefficients.

<table>
<thead>
<tr>
<th></th>
<th>Stationary DGP</th>
<th>Non-stationary DGP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
<td>TS</td>
</tr>
<tr>
<td>Actual</td>
<td>1.0000</td>
<td>0.9453</td>
</tr>
<tr>
<td>TS</td>
<td>0.9420</td>
<td>1.0000</td>
</tr>
<tr>
<td>Chaud.</td>
<td>0.9517</td>
<td>0.9901</td>
</tr>
<tr>
<td>XS</td>
<td>0.2394</td>
<td>0.2578</td>
</tr>
<tr>
<td>PSS(_1)</td>
<td>0.8096</td>
<td>0.8465</td>
</tr>
<tr>
<td>PSS(_0)</td>
<td>0.8053</td>
<td>0.8420</td>
</tr>
<tr>
<td>W((c))</td>
<td>0.7915</td>
<td>0.8353</td>
</tr>
</tbody>
</table>

Table 5. Correlations Among Estimators of \( E_{P2} \) Vulnerability. Correlations reported above the diagonal are simple Pearson correlation coefficients, while those below are Spearman rank correlation coefficients.

<table>
<thead>
<tr>
<th></th>
<th>Stationary DGP</th>
<th>Non-stationary DGP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
<td>TS</td>
</tr>
<tr>
<td>Actual</td>
<td>1.0000</td>
<td>0.9453</td>
</tr>
<tr>
<td>TS</td>
<td>0.9420</td>
<td>1.0000</td>
</tr>
<tr>
<td>Chaud.</td>
<td>0.9517</td>
<td>0.9901</td>
</tr>
<tr>
<td>XS</td>
<td>0.2394</td>
<td>0.2578</td>
</tr>
<tr>
<td>PSS(_1)</td>
<td>0.8096</td>
<td>0.8465</td>
</tr>
<tr>
<td>PSS(_0)</td>
<td>0.8053</td>
<td>0.8420</td>
</tr>
<tr>
<td>W((c))</td>
<td>0.7915</td>
<td>0.8353</td>
</tr>
</tbody>
</table>

4, 5, and 6 (results for the non-stationary DGP are found in the lower panel, but we’ll defer discussion of this to Section 6.2). Above the diagonal one finds Pearson correlation coefficients, while below the diagonal are Spearman rank correlation coefficients. These latter may be of particular interest, since the provide some indication of whether or not the various estimators deliver different rankings of household vulnerability. As one might expect, for the stationary DGP the two stationary estimators both are very highly correlated, both with each other and with actual vulnerability, while the non-stationary Pritchett et al estimators, while highly correlated with each other, have relatively low correlations with actual vulnerability.

There are two estimates in these tables which rely only on cross-sectional data: the XS estimator, which we’ve already discussed, and a measure labelled W\((c)\) in the tables. This
measure corresponds to the welfare function introduced in Section 3, and is related to the vulnerability measure by

$$V^i = EW(c).$$

Thus, while the specification of $W(c)$ varies across the different vulnerability measures we consider, in no case does it incorporate any information about risk—it is best regarded as a sort of static poverty measure. Perhaps the most interesting feature of Tables 2–6 is how well these simple poverty measures perform relative to some of the other estimators. In particular, this simple measure always outperforms the XS estimator by a wide margin. In non-stationary environments it outperforms the stationary estimators, and generally behaves much as does PSS$_1$ does in both stationary and non-stationary measures for all but the EP$_0$ measure.

### 6. Experiments with misspecification

In this section we conduct a variety of Monte Carlo experiments designed to help us understand the robustness of our various estimators to a selection of quite fundamental specification errors.

#### 6.1. Measurement Error in Consumption Expenditures

We begin by investigating the effect of introducing a modest classical multiplicative measurement error into consumption. In particular, let observed consumption $\tilde{c}_t^i = c_t^i e^{-\sigma_e^2/2 + \varepsilon_t^i}$, where $\sigma_e^2$ is the variance of a log normal error. The adjustment $-\sigma_e^2/2$ makes it so that the expected value of the multiplicative error is equal to one regardless of the value of $\sigma_e$. However, as the measurement error is uncorrelated with actual realized consumption its effect is to increase the apparent variation in observed consumption, leading to a bias in estimated vulnerability. This increase in bias is apparent in Figure 26. The variance of $e^{-\sigma_e^2/2 + \varepsilon_t^i}$ is shown on the horizontal axis; the log of the MSE of the various estimators is shown on the vertical.
**Figure 26.** Mean Squared Error of Estimates of the Ligon-Schechter Measure of Vulnerability as a Function of $\sigma_\varepsilon$.

**Figure 27.** Spearman Rank Correlation of Estimates of the Ligon-Schechter Measure of Vulnerability with Actual as a Function of $\sigma_\varepsilon$. 

### Graph Details

- **Figure 26** shows the Mean Squared Error (MSE) on a logarithmic scale, plotted against the variance of the multiplicative measurement error. The graph includes lines for different methods, each represented by a distinct marker and color, indicating their performance across various error variances.

- **Figure 27** depicts the Spearman rank correlation coefficient between estimated and actual values of the Ligon-Schechter measure of vulnerability. The x-axis represents the variance of the multiplicative measurement error, while the y-axis shows the Spearman correlation coefficient. Similar to Figure 26, different markers and colors are used to distinguish between the methods.
Where in earlier experiments we’ve worked with five estimators, here we add a sixth—the Ligon-Schechter LB estimator of *explained* vulnerability, which is designed precisely to mitigate the problems associated with measurement error in consumption expenditures. This method proves its worth here—for estimating Ligon-Schechter vulnerability the LB estimator convincingly dominates all the other estimators except when the variance of the measurement error is very small. Results from Figure 26 and Figure 34 (for the Calvo-Dercon measure) are nearly identical, and this basic result is confirmed using evidence on the rank correlation between estimators and actual vulnerability, shown in Figures 27 and 35.

![Figure 28. Mean Squared Error of Estimates of EP₀ as a Function of σₑ.](image)

As we saw earlier, the Ligon-Schechter TS estimator has problems with the EP₀ measure of vulnerability—too much information is thrown out by simply averaging poverty indicators. These problems are shared by the LB estimator, and extend to the case of measurement error—Figure 28 and Figure 29 indicate that the Chaudhuri estimator is the best estimator even in the presence of measurement error for this particular measure.

Figures 30 and 31 suggest that when estimating EP₁ any of the stationary estimators will do, though if measurement error is quite large the LB estimator ought to be preferred. Finally, evidence from Figures 32 and 33 indicate that the LB estimator really is to be strongly preferred for estimating EP₂ if there’s any measurement error at all.

6.2. **Non-stationary Consumption Expenditures.** The reader will recall that in nearly all of our previous experiments the estimators described by Pritchett et al. (2000) perform very poorly. However, previous experiments have all employed the stationary Jalan-Ravallion DGP. The Ligon-Schechter and Chaudhuri estimators take advantage of this stationarity, while the Pritchett *et al* estimators rely on a weaker requirement of difference stationarity. Here we employ the non-stationary version of the Jalan-Ravallion DGP, and see how the various estimators we’ve described perform.
Figure 29. Spearman Rank Correlation of Estimates of $E P_0$ with Actual as a Function of $\sigma_\epsilon$.

Figure 30. Mean Squared Error of Estimates of $E P_1$ as a Function of $\sigma_\epsilon$. 
Figure 31. Spearman Rank Correlation of Estimates of $E\pi_1$ with Actual as a Function of $\sigma_\epsilon$.

Figure 32. Mean Squared Error of Estimates of $E\pi_2$ as a Function of $\sigma_\epsilon$. 
Figure 33. Spearman Rank Correlation of Estimates of $EP_2$ with Actual as a Function of $\sigma_\epsilon$.

Figure 34. Mean Squared Error of Estimates of the Calvo-Dercon Measure of Vulnerability as a Function of $\sigma_\epsilon$. 
Figure 35. Spearman Rank Correlation of Estimates of the Calvo-Dercon Measure of Vulnerability with Actual as a Function of $\sigma_e$.

Figure 36. Mean Squared Error in Estimating the Ligon-Schechter Measure of Vulnerability as a Function of $\sqrt{N}$ in a non-stationary environment.
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{spearman_correlation.pdf}
\caption{Spearman Rank Correlation of Estimates of the Ligon-Schechter Measure of Vulnerability with Actual as a Function of $\sqrt{N}$ in a non-stationary environment.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mse.pdf}
\caption{Mean Squared Error in Estimating $EP_0$ as a Function of $\sqrt{N}$ in a non-stationary environment.}
\end{figure}
Figure 39. Spearman Rank Correlation of Estimates of EP₀ with Actual as a Function of \( \sqrt{N} \) in a non-stationary environment.

Figure 40. Mean Squared Error in Estimating EP₁ as a Function of \( \sqrt{N} \) in a non-stationary environment.
Figure 41. Spearman Rank Correlation of Estimates of $E_P_1$ with Actual as a Function of $\sqrt{N}$ in a non-stationary environment.

Figure 42. Mean Squared Error in Estimating $E_P_2$ as a Function of $\sqrt{N}$ in a non-stationary environment.
FIGURE 43. Spearman Rank Correlation of Estimates of $E P_2$ with Actual as a Function of $\sqrt{N}$ in a non-stationary environment.

FIGURE 44. Mean Squared Error in Estimating the Calvo-Dercon Measure of Vulnerability as a Function of $\sqrt{N}$ in a non-stationary environment.
Figures 45, 46, 48, 50, 52, and 54 report the logarithm of MSE for each estimator and each measure, while Figures 47, 49, 51, 53, and 55 report the Spearman rank correlation coefficient between estimates and the corresponding actual measure. As before, only the PSS\textsubscript{1} is reasonably well behaved—the MSE of the other estimators actually increases as the panel grows in length!

The fact that the PSS\textsubscript{1} estimator does well in this non-stationary environment while PSS\textsubscript{0} does poorly leads one to suspect that distributional assumptions are important beyond the issue of stationarity. Figures 56, 58, 60, 62, and 64 tend to confirm this suspicion. Here, we add measurement error (as in Section 6.1) to nonstationary consumption. For very low levels of measurement error the PSS\textsubscript{1} estimator provides the best performance, but the mean squared error of this estimator increases very rapidly for small values of $\sigma^2$. In our earlier experiments one estimator tended to dominate, regardless of measure, but that’s unfortunately not the case here. In three of five cases (the Ligon-Schechter measure, EP\textsubscript{2},
Figure 46. Mean Squared Error in Estimating the Ligon-Schechter Measure of Vulnerability as a Function of $T$ in a non-stationary environment.

Figure 47. Spearman Rank Correlation of Estimates of the Ligon-Schechter Measure of Vulnerability with Actual as a Function of $T$ in a non-stationary environment.
Figure 48. Mean Squared Error in Estimating $E_{P_0}$ as a Function of $T$ in a non-stationary environment.

Figure 49. Spearman Rank Correlation of Estimates of $E_{P_0}$ with Actual as a Function of $T$ in a non-stationary environment.
Figure 50. Mean Squared Error in Estimating $E P_1$ as a Function of $T$ in a non-stationary environment.

Figure 51. Spearman Rank Correlation of Estimates of $E P_1$ with Actual as a Function of $T$ in a non-stationary environment.
Figure 52. Mean Squared Error in Estimating $\text{EP}_2$ as a Function of $T$ in a non-stationary environment.

Figure 53. Spearman Rank Correlation of Estimates of $\text{EP}_2$ with Actual as a Function of $T$ in a non-stationary environment.
and the Calvo-Dercon measure) the ability of the LB estimator to correct for measurement error more than compensates for the failure of stationarity at moderate to large levels of $\sigma_e$—it’s worth noting that these are the three cases in which increases in risk actually leads to increases in vulnerability. In the remaining two cases, the Chaudhuri estimator provides the best performance for the $EP_0$ estimator at moderate levels of $\sigma_e$, while for $EP_1$ the MSE of all of the estimators actually seems to converge as measurement error grows large—presumably this is due to the linearity of this measure over consumption expenditures under the poverty line.

![Figure 54. Mean Squared Error in Estimating the Calvo-Dercon Measure of Vulnerability as a Function of $T$ in a non-stationary environment.](image)

Figures 57, 59, 61, 63, and 65 show Spearman rank correlations between estimates and actual vulnerability measures.

It’s clear from the results above that one’s choice of an estimator ought to depend on several elements. First, the measure being estimated ($EP_0$, $EP_1$, or one of the risk-sensitive measures); second, whether or not the environment is non-stationary; and third, whether or not consumption expenditures are or are not measured with error. Table 7 provides a guide to which estimator ought to be employed in each circumstance.

To summarize the results of the experiments of this section, and highlight important elements of Table 7,

1. For the risk-sensitive vulnerability measures measurement error in consumption will lead to overestimates of vulnerability;

14That is, those measures which are strictly convex in consumption for poor households, so that those poor households facing more risk are more vulnerable. The risk-sensitive measures we consider here are the LS, CD, and $EP_2$ measures.
Figure 55. Spearman Rank Correlation of Estimates of the Calvo-Dercon Measure of Vulnerability with Actual as a Function of $T$ in a non-stationary environment.

Figure 56. Mean Squared Error of Estimates of the Ligon-Schechter Measure of Vulnerability as a Function of $\sigma_v$ in a non-stationary environment.
Figure 57. Spearman Rank Correlation of Estimates of the Ligon-Schechter Measure of Vulnerability with Actual as a Function of $\sigma_\epsilon$ in a non-stationary environment.

Figure 58. Mean Squared Error of Estimates of $E/P_0$ as a Function of $\sigma_\epsilon$ in a non-stationary environment.
Figure 59. Spearman Rank Correlation of Estimates of $\mathbf{E}P_0$ with Actual as a Function of $\sigma_\epsilon$ in a non-stationary environment.

Figure 60. Mean Squared Error of Estimates of $\mathbf{E}P_1$ as a Function of $\sigma_\epsilon$ in a non-stationary environment.
Figure 61. Spearman Rank Correlation of Estimates of $EP_1$ with Actual as a Function of $\sigma_\epsilon$ in a non-stationary environment.

Figure 62. Mean Squared Error of Estimates of $EP_2$ as a Function of $\sigma_\epsilon$ in a non-stationary environment.
Figure 63. Spearman Rank Correlation of Estimates of $E P_2$ with Actual as a Function of $\sigma_\varepsilon$ in a non-stationary environment.

Figure 64. Mean Squared Error of Estimates of the Calvo-Dercon Measure of Vulnerability as a Function of $\sigma_\varepsilon$ in a non-stationary environment.
Figure 65. Spearman Rank Correlation of Estimates of the Calvo-Dercon Measure of Vulnerability with Actual as a Function of $\sigma_\epsilon$ in a non-stationary environment.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Stationary?</th>
<th>Measurement Error?</th>
<th>Best estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_P^0$</td>
<td>Yes</td>
<td>No</td>
<td>Chaud.</td>
</tr>
<tr>
<td>$E_P^0$</td>
<td>Yes</td>
<td>Yes</td>
<td>Chaud.</td>
</tr>
<tr>
<td>$E_P^0$</td>
<td>No</td>
<td>No</td>
<td>PSS$_1$</td>
</tr>
<tr>
<td>$E_P^0$</td>
<td>No</td>
<td>Yes</td>
<td>Chaud.</td>
</tr>
<tr>
<td>$E_P^1$</td>
<td>Yes</td>
<td>No</td>
<td>Chaud.</td>
</tr>
<tr>
<td>$E_P^1$</td>
<td>Yes</td>
<td>Yes</td>
<td>LB</td>
</tr>
<tr>
<td>$E_P^1$</td>
<td>No</td>
<td>No</td>
<td>PSS$_1$</td>
</tr>
<tr>
<td>$E_P^1$</td>
<td>No</td>
<td>Yes</td>
<td>PSS$_1$</td>
</tr>
<tr>
<td>Risk-sensitive</td>
<td>Yes</td>
<td>No</td>
<td>Chaud.</td>
</tr>
<tr>
<td>Risk-sensitive</td>
<td>Yes</td>
<td>Yes</td>
<td>LB</td>
</tr>
<tr>
<td>Risk-sensitive</td>
<td>No</td>
<td>No</td>
<td>PSS$_1$</td>
</tr>
<tr>
<td>Risk-sensitive</td>
<td>No</td>
<td>Yes</td>
<td>LB</td>
</tr>
</tbody>
</table>

Table 7. Which estimator? The first three columns of the table enumerate different circumstances which effect rankings of estimators; the final column indicates the best estimator to use in each circumstance.

(2) When the time-series distribution of consumption isn’t stationary, this has a bad effect on the properties of the stationary estimators (TS, Chaudhuri, and LB) whether there’s measurement error not; but
Table 8. Correlation between different estimates of vulnerability in Viet Nam. Spearman rank correlation coefficients are found in the lower left part of the matrix, while Pearson’s coefficients are found in the upper right.

<table>
<thead>
<tr>
<th></th>
<th>TS</th>
<th>LB</th>
<th>Chaud.</th>
<th>PSS₁</th>
<th>PSS₀</th>
<th>W(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS</td>
<td>1.0000</td>
<td>0.9834</td>
<td>0.9831</td>
<td>0.8531</td>
<td>0.7434</td>
<td>0.8559</td>
</tr>
<tr>
<td>LB</td>
<td>0.9854</td>
<td>1.0000</td>
<td>0.9985</td>
<td>0.7994</td>
<td>0.7069</td>
<td>0.7993</td>
</tr>
<tr>
<td>Chaud.</td>
<td>0.9843</td>
<td>0.9891</td>
<td>1.0000</td>
<td>0.7799</td>
<td>0.7092</td>
<td>0.7797</td>
</tr>
<tr>
<td>PSS₁</td>
<td>0.8254</td>
<td>0.7836</td>
<td>0.7795</td>
<td>1.0000</td>
<td>0.9057</td>
<td>0.9981</td>
</tr>
<tr>
<td>PSS₀</td>
<td>0.7339</td>
<td>0.6936</td>
<td>0.6951</td>
<td>0.9222</td>
<td>1.0000</td>
<td>0.8794</td>
</tr>
<tr>
<td>W(c)</td>
<td>0.8285</td>
<td>0.7871</td>
<td>0.7824</td>
<td>0.9983</td>
<td>0.8997</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

(3) For any of the risk-sensitive measures of vulnerability, there’s some level of measurement error beyond which the LB estimator dominates all the others in terms of minimizing mean squared error.

7. Estimating Vulnerability in Viet Nam and Bulgaria

We finally turn our attention to two real-world datasets, drawn from the Viet Nam Household Survey, and briefly described in Section 4.3, and Bulgarian Household Survey described at some length in Ligon and Schechter (2003).

Table 8 reports on the correlation between the various estimators of the Ligon-Schechter measure of vulnerability using data from the VHS. As with the Monte Carlo experiments conducted earlier in the paper, there’s a clear difference between the estimators which assume stationarity and the two PSS estimators, with each of these two groups displaying high within-group correlations, but much lower correlations across groups.

Table 9 has correlations between different vulnerability measures, each calculated with their respective ‘best estimator’ and between different actual (not expected) poverty measures calculated using consumption in the first period. As one might expect, the table indicates that the various measures fall into two groups in such a way that within each group correlations are very high. In particular, the risk-sensitive vulnerability measures all give quite similar orderings, as do EP₀ and EP₁. Notably, EP₂ is more highly correlated with the other risk-sensitive measures than it is with either of the other two expected poverty measures or with the poverty measure P₂; more generally rankings given by all vulnerability measures are much more similar to each other than they are to the rankings given by the actual poverty measures. This strongly suggests that even with only two periods of data, vulnerability measures already tell the researcher much more than simple poverty measures.

Table 10 reports average levels and decompositions of estimates of the Ligon-Schechter measure of vulnerability in the VHS. The first column of this table reports estimates of total vulnerability; subsequent columns use the techniques described in Section 2.4 to decompose these estimates of total vulnerability into estimates of poverty and risk; the LB estimator can be used to further decompose risk into several component parts. By summing the first row across the columns marked “Pov” (poverty), “Agg Risk” (aggregate risk), “Inc Risk” (income

---

15Remember that when one assumes non-stationarity and measurement error then one should use Chaudhuri’s estimator to calculate EP₀, PSS₁ to calculate EP₁, and LB to calculate any of the risk sensitive measures.
### Viet Nam

![Table 9.](#)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>1.0000</td>
<td>0.9265</td>
<td>0.9457</td>
<td>0.5984</td>
<td>0.7924</td>
<td>0.7493</td>
<td>0.9175</td>
<td>0.7223</td>
</tr>
<tr>
<td>CD</td>
<td>0.9352</td>
<td>1.0000</td>
<td>0.8008</td>
<td>0.5379</td>
<td>0.8159</td>
<td>0.8251</td>
<td>0.9552</td>
<td>0.8552</td>
</tr>
<tr>
<td>EP₀</td>
<td>0.9958</td>
<td>0.9286</td>
<td>1.0000</td>
<td>0.6591</td>
<td>0.7666</td>
<td>0.7070</td>
<td>0.7609</td>
<td>0.6126</td>
</tr>
<tr>
<td>P₀</td>
<td>0.6565</td>
<td>0.7045</td>
<td>0.6522</td>
<td>1.0000</td>
<td>0.7662</td>
<td>0.7094</td>
<td>0.4503</td>
<td>0.5062</td>
</tr>
<tr>
<td>EP₁</td>
<td>0.7843</td>
<td>0.8437</td>
<td>0.7764</td>
<td>0.8283</td>
<td>1.0000</td>
<td>0.9642</td>
<td>0.7148</td>
<td>0.9018</td>
</tr>
<tr>
<td>P₁</td>
<td>0.7582</td>
<td>0.8493</td>
<td>0.7499</td>
<td>0.8506</td>
<td>0.9754</td>
<td>1.0000</td>
<td>0.7179</td>
<td>0.9373</td>
</tr>
<tr>
<td>EP₂</td>
<td>0.9800</td>
<td>0.9316</td>
<td>0.9719</td>
<td>0.6589</td>
<td>0.7843</td>
<td>0.7683</td>
<td>1.0000</td>
<td>0.7575</td>
</tr>
<tr>
<td>P₂</td>
<td>0.7582</td>
<td>0.8493</td>
<td>0.7499</td>
<td>0.8506</td>
<td>0.9754</td>
<td>1.0000</td>
<td>0.7683</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

### Bulgaria

![Table 9.](#)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>1.0000</td>
<td>0.9659</td>
<td>0.8882</td>
<td>0.5307</td>
<td>0.7060</td>
<td>0.6825</td>
<td>0.9309</td>
<td>0.6652</td>
</tr>
<tr>
<td>CD</td>
<td>0.9825</td>
<td>1.0000</td>
<td>0.7717</td>
<td>0.4442</td>
<td>0.6851</td>
<td>0.6622</td>
<td>0.9840</td>
<td>0.6835</td>
</tr>
<tr>
<td>EP₀</td>
<td>0.9995</td>
<td>0.9818</td>
<td>1.0000</td>
<td>0.5993</td>
<td>0.6196</td>
<td>0.6144</td>
<td>0.6847</td>
<td>0.5177</td>
</tr>
<tr>
<td>P₀</td>
<td>0.5906</td>
<td>0.5613</td>
<td>0.5909</td>
<td>1.0000</td>
<td>0.7040</td>
<td>0.7259</td>
<td>0.4655</td>
<td>0.4572</td>
</tr>
<tr>
<td>EP₁</td>
<td>0.6926</td>
<td>0.6680</td>
<td>0.6930</td>
<td>0.8483</td>
<td>1.0000</td>
<td>0.9821</td>
<td>0.6706</td>
<td>0.9610</td>
</tr>
<tr>
<td>P₁</td>
<td>0.6704</td>
<td>0.6548</td>
<td>0.6710</td>
<td>0.8783</td>
<td>0.9662</td>
<td>1.0000</td>
<td>0.6473</td>
<td>0.9376</td>
</tr>
<tr>
<td>EP₂</td>
<td>0.9900</td>
<td>0.9769</td>
<td>0.9891</td>
<td>0.5797</td>
<td>0.6800</td>
<td>0.6640</td>
<td>1.0000</td>
<td>0.6833</td>
</tr>
<tr>
<td>P₂</td>
<td>0.6704</td>
<td>0.6548</td>
<td>0.6710</td>
<td>0.8783</td>
<td>0.9662</td>
<td>1.0000</td>
<td>0.6640</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

### Table 9. Correlation between different measures of vulnerability in Viet Nam and Bulgaria, each measure estimated using its preferred estimator. Spearman rank correlation coefficients are found below the diagonal, while Pearson correlation coefficients lie above the diagonal.

### Table 10. Decomposition of Estimates of Vulnerability in Viet Nam. Note that the LB estimate is simply the sum of the first four terms on the right-hand side of the equality in the first row.

<table>
<thead>
<tr>
<th></th>
<th>Vuln = Pov + Agg Risk + Inc Risk + HHSize Risk + Unexp Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS</td>
<td>0.1648 + 0.0803 + 0.0140 + 0.0004 + 0.0033 + 0.0667</td>
</tr>
<tr>
<td>Chaud.</td>
<td>0.2014 = 0.0361+</td>
</tr>
<tr>
<td>PSS₁</td>
<td>0.4264 = 0.1420+</td>
</tr>
<tr>
<td>PSS₀</td>
<td>1.5703 = 0.2000+</td>
</tr>
</tbody>
</table>

risk), and “HHSize risk” (risk associated with changes in household size), one can compute the LB estimate of vulnerability, equal to 0.0980 in this case. With our assumption that \( \gamma = 2 \), this quantity can be interpreted as the percentage increase in consumption expenditures necessary to compensate the average household for its loss in welfare due to poverty (8.03 per cent) and explained risk (1.77 per cent), relative to a utopia in which there was neither inequality nor risk. By adding unexplained risk we obtain the TS estimate of Ligon-Schechter vulnerability; this adds an additional 6.67 per cent to estimated vulnerability, but some or all of this amount may in fact be due to measurement error in consumption.
The remaining estimators don’t decompose as naturally as do the Ligon-Schechter estimators, but since each estimator yields an estimate of expected consumption along with its variance, it’s easy to use these estimates to construct separate measures of poverty and risk. Chaudhuri’s estimator yields lower estimates of expected consumption than do the Ligon-Schechter estimators—using his estimator it appears that the compensating variation due to inequality in rural Viet Nam amounts to 3.61 per cent of average per household consumption, while the compensating variation for risk from all sources is 16.53 per cent. The remaining non-stationary estimators, not surprisingly, place an even greater emphasis on the importance of risk in reducing welfare, with PSS1 yielding a compensating variation for poverty and risk of 14.2 and 28.44 per cent, respectively. Finally, the PSS0 estimator yields estimates of these compensating variations equal to 20 per cent for poverty, and 137.03 per cent for risk (this last enormous figure because this estimator estimates a high probability of zero consumption for many households).

<table>
<thead>
<tr>
<th>Quintile</th>
<th>( \text{Vuln} = \text{Pov} + \text{Agg Risk} + \text{Idio Risk} + \text{Unexp Risk} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vietnam</td>
<td></td>
</tr>
<tr>
<td>Quintile 1</td>
<td>(0.5465 = 0.3942 + 0.0173 + 0.0059 + 0.1292)</td>
</tr>
<tr>
<td>Quintile 2</td>
<td>(0.2813 = 0.1958 + 0.0154 + 0.0048 + 0.0653)</td>
</tr>
<tr>
<td>Quintile 3</td>
<td>(0.1356 = 0.0702 + 0.0141 + 0.0036 + 0.0477)</td>
</tr>
<tr>
<td>Quintile 4</td>
<td>(0.0129 = -0.0425 + 0.0128 + 0.0027 + 0.0399)</td>
</tr>
<tr>
<td>Quintile 5</td>
<td>(-0.1518 = -0.2156 + 0.0106 + 0.0017 + 0.0515)</td>
</tr>
<tr>
<td>Bulgaria</td>
<td></td>
</tr>
<tr>
<td>Quintile 1</td>
<td>(0.5580 = 0.4536 + 0.0135 + 0.0018 + 0.0891)</td>
</tr>
<tr>
<td>Quintile 2</td>
<td>(0.2886 = 0.1998 + 0.0118 + 0.0016 + 0.0754)</td>
</tr>
<tr>
<td>Quintile 3</td>
<td>(0.1558 = 0.0729 + 0.0108 + 0.0016 + 0.0705)</td>
</tr>
<tr>
<td>Quintile 4</td>
<td>(0.0387 = -0.0400 + 0.0098 + 0.0018 + 0.0672)</td>
</tr>
<tr>
<td>Quintile 5</td>
<td>(-0.1178 = -0.1903 + 0.0083 + 0.0017 + 0.0625)</td>
</tr>
</tbody>
</table>

Table 11. Ligon-Schechter Vulnerability by Consumption Quintiles.

So which of the various estimates of vulnerability presented in Table 10 should we use? In a real-world application we seldom have the luxury of knowing in advance whether, e.g., consumption expenditures are stationary or whether measurement error is important. Fortunately, the evidence presented in Section 6 also suggests ways in which the data itself can tell us which estimator ought to be employed.

We first consider the issue of whether or not measurement error is an important issue. The difference between the TS and LB estimators of vulnerability gives us an upper bound on how much measurement error there may be. Consulting Table 10, we see that in Viet Nam measurement error explains up to 40.5 per cent of total Ligon-Schechter vulnerability (6.67/16.48): via a simple bootstrap test, we find that this is significant (the test has a \(p\)-value indistinguishable from zero). Similarly, consulting Table 12 for Bulgaria, we see that measurement error explains as much as 39.5 per cent of total Ligon-Schechter vulnerability, and is similarly significant. Accordingly, we conclude either that the LB estimator ought to be preferred for both estimators, or that both estimators ought to be employed, giving upper and lower bounds on total vulnerability.
Consulting Table 7, we next seek to determine whether or not the consumption process is stationary or not. One crude but simple test of this is simply to add lagged log consumption expenditures to the basic LB regression (6); if this lagged variable turns out to help to explain variation in subsequent consumption, this is evidence against the null hypothesis of stationarity. Unfortunately, this is of no help in the VHS, as one needs at least three rounds of data to implement the test. However, in the Bulgarian data we have 12 rounds in total. Estimating the proposed regression, we find a coefficient on lagged log consumption equal to 0.20, with a standard error of 0.0063, and hence highly significant. As it happens, Table 7 still recommends the LB estimator in this instance.

Thus, Table 12 uses the LB estimator to estimate vulnerability for all the households in both samples. We decompose total vulnerability into several components for each household, as described in Section 3. It’s then of some interest to compare vulnerability, poverty, and different sources of risk across quintiles (Table 11). The overall level of vulnerability in both countries is quite similar, though vulnerability is slightly higher in Bulgaria than in Vietnam. Interestingly, this greater vulnerability in the poorest quintile in Bulgaria seems to arise mainly due to the higher poverty level in Bulgaria. The poorest quintile in Bulgaria faces much less risk than the poorest quintile in Vietnam—accordingly, it’s the poorest group across both samples that bears the greatest risk. However, all other quintiles face more risk in Bulgaria than in Vietnam.

In aggregate the Bulgarian population faces less explained risk, both aggregate and idiosyncratic than do the Vietnamese. On the other hand, all the Bulgarians except those in the poorest quintile experience more unexplained risk than do the Vietnamese. This either means that Bulgarians truly experience more unexplained idiosyncratic risk than do the Vietnamese, or that the Bulgarian data set has more measurement error.

In Table 12 we decompose vulnerability into poverty, aggregate risk, idiosyncratic risk, and unexplained risk, as in Ligon and Schechter (2003). Poverty is the largest single component of vulnerability. After that, unexplained risk is the second largest component, and aggregate risk is the third largest component. Explained idiosyncratic risk is quite small, although the considerably larger unexplained risk may be made up of much idiosyncratic risk due to unobservable shocks.

We also look at the correlates of these elements of vulnerability. To do this we regress each element of vulnerability on a set of fixed household characteristics. For household characteristics which vary over the 12 month period, we use the value of that characteristic in the first period as our right hand side variable. It is interesting to note that the correlates of vulnerability are extremely similar to the correlates of poverty. In addition, it is to be expected that the correlates of aggregate risk will be the same as the correlates of poverty.

---

16Because poverty is defined relative to per capita consumption in each country, this can’t be due to differences in the average level of expected consumption; rather, it’s an indication that there’s more inequality in Bulgaria.

17In the Viet Nam data we calculate idiosyncratic risk from changes in income and changes in household size, while in Bulgaria we calculate idiosyncratic risk from changes in income, changes in the number of workers in the household, and changes in the number of unemployed in the household. Even though idiosyncratic risk is calculated using more variables in Bulgaria than in Vietnam, there is still more idiosyncratic risk experienced in Viet Nam.

18The following analysis draws heavily from our earlier paper; however, estimates provided here differ because the first stage regression (6) is specified in logs here, while it was specified in levels in our earlier paper.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Coef</th>
<th>Coef</th>
<th>Coef</th>
<th>Coef</th>
<th>Coef</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Ed.</td>
<td>-0.0575**</td>
<td>-0.0551**</td>
<td>-0.0004***</td>
<td>-0.0001</td>
<td>-0.0018</td>
</tr>
<tr>
<td></td>
<td>(0.0241)</td>
<td>(0.0226)</td>
<td>(0.0002)</td>
<td>(0.0001)</td>
<td>(0.0024)</td>
</tr>
<tr>
<td>Secondary Ed.</td>
<td>-0.1818***</td>
<td>-0.1717***</td>
<td>-0.0013***</td>
<td>-0.0001</td>
<td>-0.0086***</td>
</tr>
<tr>
<td></td>
<td>(0.0263)</td>
<td>(0.0247)</td>
<td>(0.0002)</td>
<td>(0.0001)</td>
<td>(0.0027)</td>
</tr>
<tr>
<td>Post-Sec. Ed.</td>
<td>-0.2612***</td>
<td>-0.2478***</td>
<td>-0.0020***</td>
<td>-0.0003*</td>
<td>-0.0111***</td>
</tr>
<tr>
<td></td>
<td>(0.0293)</td>
<td>(0.0275)</td>
<td>(0.0002)</td>
<td>(0.0002)</td>
<td>(0.0031)</td>
</tr>
<tr>
<td>Male</td>
<td>-0.0210</td>
<td>-0.0164</td>
<td>-0.0001</td>
<td>0.0000</td>
<td>-0.0046**</td>
</tr>
<tr>
<td></td>
<td>(0.0190)</td>
<td>(0.0178)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0018)</td>
</tr>
<tr>
<td>Age</td>
<td>0.0039</td>
<td>0.0036</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>(0.0034)</td>
<td>(0.0032)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0003)</td>
</tr>
<tr>
<td>Age Squared</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Own Animal</td>
<td>-0.0783***</td>
<td>-0.0734***</td>
<td>-0.0006***</td>
<td>-0.0000</td>
<td>-0.0042***</td>
</tr>
<tr>
<td></td>
<td>(0.0189)</td>
<td>(0.0178)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0016)</td>
</tr>
<tr>
<td>Land Cultivated</td>
<td>-0.0014</td>
<td>-0.0012</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>(0.0022)</td>
<td>(0.0021)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>Urban</td>
<td>0.0544***</td>
<td>0.0529***</td>
<td>0.0004***</td>
<td>-0.0001</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td>(0.0182)</td>
<td>(0.0171)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0016)</td>
</tr>
<tr>
<td># of Pens.</td>
<td>-0.0504***</td>
<td>-0.0467***</td>
<td>-0.0002**</td>
<td>-0.0000</td>
<td>-0.0034**</td>
</tr>
<tr>
<td></td>
<td>(0.0144)</td>
<td>(0.0136)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td># of Emp.</td>
<td>-0.1735***</td>
<td>-0.1654***</td>
<td>-0.0012***</td>
<td>0.0003***</td>
<td>-0.0072***</td>
</tr>
<tr>
<td></td>
<td>(0.0142)</td>
<td>(0.0134)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0012)</td>
</tr>
<tr>
<td>Fam. Size</td>
<td>0.1488***</td>
<td>0.1406***</td>
<td>0.0011***</td>
<td>-0.0001*</td>
<td>0.0072***</td>
</tr>
<tr>
<td></td>
<td>(0.0084)</td>
<td>(0.0080)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0007)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.2673</td>
<td>0.2712</td>
<td>0.2662</td>
<td>0.0247</td>
<td>0.0806</td>
</tr>
</tbody>
</table>

Table 12. Ligon-Schechter Vulnerability by Household Characteristics.

Aggregate shocks are, by definition, the same for all households, and so the poor households will experience greater impact on their utility from this component of risk.

We find that households with more educated heads are less vulnerable, with college educated head being on average 26% less vulnerable than households with uneducated heads. Most of this reduction is due to educated households having higher expected consumption expenditures, but these highly educated households also face significantly less aggregate and unexplained risk. Households which own animals or live in villages (as opposed to cities) are also less vulnerable, mostly because of their higher consumption. Given that one usually considers agriculture to be a more risky source of livelihood, it is interesting that these households experience no higher risk than other households. (On the other hand, decares of land cultivated has no significant effect on vulnerability.) Perhaps this is because of unobserved mutual insurance mechanisms which are at work.
Households which have many pensioners or workers but smaller family size are less vulnerable. This means that having a family which includes more income earning members (pensioners and workers) decreases vulnerability. Families with more unemployed and children, on the other hand, are more vulnerable. Perhaps this is because of the greater number of non-income generating members in these households. Female headed households are no more vulnerable overall than male headed households. Female headed households do experience lower unexplained risk than do male households. Households with older household heads are no more or less vulnerable than households with younger household heads.

8. Conclusion

In summarizing the results of our experiments it seems useful to draw three different sorts of distinctions. The first distinction is one between vulnerability measures. Consider any increase in the risk (in the sense of Rothschild and Stiglitz (1970)) borne by poor households. If a vulnerability measure increases when risk increases, then we call it “risk-sensitive” (the risk sensitive measures we consider are the Ligon-Schechter measure, the Calvo-Dercon measure, and EP$_2$).

The second and third distinctions have to do with the data-generating process. In particular, whether or not the DGP is stationary or not is important, and whether or not consumption expenditures are measured with error is important. With these distinctions drawn, we are ready to draw our main conclusion: In an environment with high levels of measurement error, the LB estimator should be used to estimate any risk-sensitive vulnerability measure.

Other conclusions may also be drawn from these experiments. If the distribution of consumption is stationary and measurement error is not an issue, then the estimator of Chaudhuri (2001) ought to be employed. Similarly, if the distribution of consumption is non-stationary, this distribution is known, and measurement error is unimportant, then the maximum-likelihood estimators described by Pritchett et al. (2000) will tend to perform best.

We conducted experiments using one estimator that uses only cross-sectional data. One suspects that it ought to be very difficult to draw reliable inferences about risk from cross-sectional data, since the variation in consumption across households will be due at least in part to inequality. Our experiments with the XS estimator strongly reinforce these suspicions; attempting to estimate risk from cross-sectional data led to estimates of vulnerability which were much inferior to simply looking at poverty measures. It’s hard to avoid the conclusion that if all one has is cross-sectional data, one shouldn’t bother even trying to estimate vulnerability, but rather stick with poverty measures instead.

Because all the remaining estimators considered here require panel data, it’s worth considering how the size of the dataset effects these estimators. One piece of good news is that with a number of households equal to a few thousand (roughly the size of a typical LSMS) estimates of vulnerability tend to be close to their limiting values. Another piece of good news is that it’s possible to get reasonable estimates of vulnerability even when the longitudinal dimension of the panel is as short as two years. However, the value of extending the length of the panel is very large, so long as the estimator is appropriately chosen, and this is likely to be even more true for yet-to-be-designed estimators which relax the assumption of stationarity while continuing to deal with measurement error.

Since poverty measures are the best measure of vulnerability when one has only cross-sectional data, is it worthwhile to estimate vulnerability at all? In general the answer to
this question will depend on the environment and dataset. However, we note that in our experiments vulnerability estimates gave much better measures of household welfare than did poverty measures. Furthermore, the information provided by vulnerability measures is potentially much richer—because one can decompose vulnerability into distinct measures of poverty and risk from various sources, one ought to be able to construct much better informed policy. It also seems likely that some sources of risk can be more easily and inexpensively addressed than poverty.

8.1. Directions for future research. We’ve shown that in some environments simple estimators can be used with panel datasets to yield reliable estimates of vulnerability, and that these measures of vulnerability yield much more information regarding household welfare than do poverty measures. We’ve also provided an illustration of how one might go about selecting the best estimator for a particular dataset; this suffices to make estimating vulnerability in a given panel dataset simple and practical.

However, there remain some clear directions for future research. We close by enumerating some of these, in no particular order.

**Better Estimators:** Of the estimators we’ve considered, three stand out: Chaudhuri’s panel estimator, Ligon and Schechter’s LB estimator, and the (modified) PSS$_1$ estimator of Pritchett et al. (2000). Each of these is designed to deal with different problems. Chaudhuri’s estimator takes advantage of information on the variance of residuals to improve efficiency, much as generalized least squares improves on OLS. PSS$_1$ is robust to nonstationarity in consumption. The LB estimator uses a method analogous to 2SLS to make it robust to measurement error in consumption.

Despite their various strengths, none of these three estimators deals with more than one problem at a time. Fortunately, this seems as though it may be fairly easy to change. It’s quite possible, for example, that estimating the first-stage of the LB estimator in differences (à la PSS$_1$) to deal with nonstationarity and then estimating the variance structure of the residuals (à la Chaudhuri) would give us the best of all three worlds—an efficient estimator robust to non-stationarity and measurement error.

**Estimating Preferences:** One claim advanced for (at least utility-based) vulnerability measures is that they avoid the paternalism inherent in poverty measures by reflecting the preferences of the households themselves. However, while there’s working consensus in the empirical literature on what functions usefully reflect household risk preferences (the HARA class), this still leaves at least one free parameter. Here we’ve chosen to simply fix this parameter at a value within a consensus range, but it would be better to be able to estimate it, and also to allow for various forms of heterogeneity in household preferences. Estimating preference parameters will require the analyst to observe the outcomes of household decisions (e.g., savings decisions, labor supply, etc.) which depend in part on risk attitudes.

**Dynamics:** Our experiments have revealed the possible importance of nonstationarity in consumption expenditures for estimation, and economic theory strongly suggests that consumption expenditures ought to be expected to be non-stationary whenever household bear idiosyncratic risk. But this means that vulnerability will change from period to period.
Elbers and Gunning (2003) take a sensible step forward by describing a utility-based measure of vulnerability which is naturally dynamic. This offers an elegant solution to the possible problem of nonstationarity, and incorporates into vulnerability measures not only information about the risks households face, but also about predictable variation in their consumption over time. Ligon (2003) offers a simple way to estimate vulnerability in a dynamic setting.

Making vulnerability measures fully dynamic sounds like a substantial complication, but actually resolves some of the most difficult conceptual and statistical issues which faced us in estimating the static measures of vulnerability in this paper. Further, much work currently undertaken by researchers interested in dynamic consumer behavior (e.g., Meghir and Pistaferri, 2004) could be exploited to estimate dynamic vulnerability without great difficulty.

**Applications:** Practitioners have not yet settled on one measure or estimator for estimating vulnerability in practice, something we hope this paper will help to change. We need to see the methods described here applied to different datasets in different settings, so as to get results which can be sensibly compared across populations. We’ve authored code for both Stata and Matlab, and look forward to helping others to use it.
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19Stata code designed to make it easy to estimate Ligon-Schechter measures of vulnerability is available at are.berkeley.edu/~ligon/papers.html; the matlab code actually used to conduct the experiments described in this paper is available on request.


